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ABSTRACT

The present thesis is focused on the examination of the relationship between
specific variables with the application of asset pricing models as well as the
employment of (G)ARCH models, unit root and cointegration analysis. A theoretical
and empirical review on the models is presented and, more specifically, there is an
empirical examination of the validity of the Capital Asset Pricing Model (CAPM) and
the two main forms of the Arbitrage Pricing Theory (APT) in the Athens Stock
Exchange (ASE) during the period 1989-2006. Furthermore, there is an empirical
application of specific (G)ARCH models on the variables under examination and an
investigation of whether there are long-run relationships between different sets of
financial and macroeconomic variables — whether the variables are cointegrated.

The results of the tests show the inability of the CAPM to explain the
behaviour of stocks for the period under examination, as well as for the sub-periods
(1989-1994, 1995-2000, and 20012006 respectively). This means that the (optimal)
market portfolio used in the CAPM presents a poor explanatory power on the returns
of stocks. On the contrary, the results of the statistical APT model show that there
may be factors other than the market portfolio that can explain the behaviour of
stocks. Similarly, the results from the application of the macroeconomic APT model
show that specific macroeconomic variables can partially explain stocks’ behaviour.
Finally, the existence of long-run relationships between macroeconomic and financial
variables, based on a series of cointegration tests, is evidence that there are different
factors that can affect stocks, leading to a possible weak-form inefficiency of the

Greek market.

JEL: G12, G14.

111



ACKNOWLEDGMENTS

I would like to thank all the people who supported my work and first of all
Prof. Zeljko Sevic and Prof. Nikolaos Theriou, who supervised my work and helped
me focus properly on the aims of the dissertation, Dr. Prodromos Chadzoglou, who
helped me come in contact with the University of Greenwich and Dr. Dimitrios
Maditinos, whose contribution was crucial in the proper writing of the thesis. Their
help and experience was of great significance so as to be able to successfully
complete my work.

I also want to thank my parents and my sister who always play a very
important role in my life and last, but not least, Chrysanthi Tsimpida who always

supports me in reaching my goals.

\Y



CONTENTS

Chapter One INTRODUCTION .....cccciceeiiiinssnsssssscssssosssssssnseresesessssassees 1
1.1 The Aim and Objectives of the Study.............ocoiiii 1
1.2 A Brief Literature Review on Asset Pricing Models................ccooiii 2
1.3 A Brief Literature Review on (G)ARCH Models and Cointegration Analysis... 4
1.4 The Contribution of the Study ...........cccooiiiiiiii e 6
1.5 Methodology and Organisation of the Study..............cccooiiiiii 8

Chapter Two LITERATURE REVIEW .......ccccccccivimnrncccnnnnnnnnnnceeeenee 12
2.1 INtrodUCHION. ..ot 12
2.2 A Review on Asset Pricing Models..............c..ccoooiiiii 15
2.3 The Capital Asset Pricing Model (CAPM).........coooeiviiiiiiiiie e 15

2.3.1 The Sharpe-Lintner CAPM ... 17
2.32The BIaCk CAPM........ooiiiii e 19
2.3.3 The Consumption-based CAPM............ccccoviiiiiiiiiieeee e 19
2.3.4 The Conditional CAPM based on Up and Down Markets Distinction ...... 21
2.4 The Critiques onthe CAPM ...t 23
2.5 The CAPM and the Anomalies of the Market......................coooiiiiii, 24
2.6 The Arbitrage Pricing Theory (APT).......ocooivoiiiiiii e, 26
2.7 A Review of the Empirical Studies of the CAPM and its Variations................ 28
2.8 A Review of the Empirical Studies of APT Models............cccooociin, 35
2.9 A Review of the Empirical Studies of Asset Pricing Models in Greece ........... 39
2.10 (G)ARCH Models and Conditional Variance................cccooovioiiiiiivieee e 41
2.10.1 Unconditional and Conditional Variance in Stock Returns..................... 41
2.10.2 The Contribution of Econometrics in the Field of Finance ...................... 42
2.11 The Sources of ARCHEffect .............ccoooiiiiiiiiceeeeeeee e, 44
2.12 A Review of the Empirical Studies of (G)ARCH Models................c...cc..o..... 45
2.12.1 The Empirical Studies of (G)ARCH Models in Asset Pricing and Stock
Returns ANalySiS.......ocoviiiiiiiiiiii e 45
2.12.2 A Review of the Empirical Studies of (G)ARCH Models with Volatility
SPHIOVETS ...t 52
2.12.3 A Review of Empirical Studies of (G)ARCH Models in Different Areas of
FINANCE. ......ioiii ittt 53
2.12.4 A Review of Empirical Studies of (G)ARCH Models in Greece.............. 57
2.13 A Review on Unit ROOt ANalysSis ..........cooovoiiiiooooe e 59



2.13.1 A Review of Empirical Studies on Unit Root Testing..............c...c.ccoe... 59

2.14 A Review on Cointegration Analysis and Empirical Studies......................... 61
2.14.1 A Review of Empirical Studies of Cointegration Across Different
COUNITIES .......oo et ettt 61
2.14.2 A Review of Empirical Studies of Cointegration in Greece..................... 72

2. 15 CONCIUSIONS. ...t e 75

Chapter Three METHODOLOGY ...ccoiieertnennreercccccnsnannreeeeccssscsersasanne 77

B L INOAUCHION. ...t et 77

3.2 The Capital Asset pricing Model (CAPM) ........cccooviiiiiiee e, 79
3.2.1 The Testingof the CAPM ..., 80

3.3 The Statistical APT model..........cocooiiiiiiiiii e 81
3.3.1 The Testing of the Statistical APT ...............cccooiiiiioiiiee e 81

3.3.1.1. Principal Components Analysis.............cooooioviioiiiiniieiieeie e, 82

3.4 Comparison of the CAPM and the Statistical APT Model................................ 84

3.5 The Macroeconomic APT Model .........c...ooooooiiiiiiiii e, 85
3.5.1 The Testing of the Macroeconomic APT Model...............ccoooieiiiininnn. 86

3.6 Comparison between the Statistical APT factors and the Macroeconomic APT

VaTIADIES ...t 88
3.6.1 Fisher’s JOINt Test........coooviiiiiiiiice e, 88
3.6.2 Canonical Correlation Analysis..............c.oooiiiiiiiiiiieee e, 89

3.7 Comparison of the Statistical APT and the Macroeconomic APT Model......... 90
3.7.1 The Davidson and Mackinnon Test for Specification Error....................... 91
3.7.2 Restdual ANaLYSIS .......cooviiiiiiiiiiieeecce e, 94

3.8 Time Series Analysis and the Box-Jenkins (1976) Methodology ..................... 95

3.9 The Application of (G)ARCH Models onthe CAPM ............ccooovvvinian, 101
3.9.1 The ARCHMOdEL ..., 103
3.9.2 Variations of ARCHMOodEIS ...........ocoooviiiiii e 105

3.9.2.1 The Generalised ARCH (GARCH)Model...........cocoooevveniceie . 105
3.9.2.2 The ARCH-in-Mean (ARCH-M)Model .............ccoooveoimiiiiiii 107
3.9.2.3 The Exponential GARCH (EGARCH) Model .............cccovvvveee 108
3.9.3 Other Variations of (G)ARCH ModelS.........ccooooveooeeoeeoeeeeeeee 109

3.10 Unit Root and Cointegration Analysis between Financial and Macroeconomic

INAICES ..o e e, 111
3.10.1 Unit ROOt ANALYSIS......oooiiiiii e 113
3.10.2 The Dickey-Fuller/Augmented Dickey-Fuller Test.................o.ooi. 114
3.10.3 The Phillips-Perron Test ..............cooiiiieoeee oo 114



3.10.4 The Kwiatkowski, Phillips, Schmidt and Shin Test.............................. 115

3.10.5 The Engle-Granger Cointegration Test..............ccocoviiiiiiii 116
3.10.6 The Johansen Multi-variate Cointegration Test..........c..cccoovviiiiiinnn. 117
3,11 CONCIUSIONS. ......oeiiiiiiiece ettt 119

Chapter Four EMPIRICAL TESTS AND RESULTS OF THE

CAPM AND APT MODELS ....coirrrrnriecceinnnssrsssssssosacsssssssssasessossss 121
4.1 INtrOAUCTION. ..o e 121
4.2Data ColleCtion ..........oooiiiiiiee s 122
4.3 Data ANALYSIS .....c..oiiiiiiiiii e 124
4.4 The Selection of Macroeconomic Data Series and the Construction of the
Macroeconomic Variables .............ccccoooviiiiiiie e 125

4.4.1 Unexpected Inflation................cccoooviiiiiiiiiei e 125
4.4.2 Change 1 Expected Inflation ..............cccocoeiiiiiiiiiiiii e, 127
4.4.3 Growth Rate of Industrial Production.....................c.ccooiiiiiiiii, 127
4 4.4 Manufacture of Coke, Refined Petroleum Products and Nuclear Fuels... 128
4.4.5 Stock Market IndeX..........ooooiviiiiiiiiiii e 129
4.5 Time Series Analysis of the Inflation Rate (1989-2006)..............cccooeveree 130
4.5.1 The ARIMA (0,1,0) (2,0,0) Model ............cccoeiiiiiiiiiiiieeeeee 134
4.5.2 The ARIMA (0,1,0) (0,0,1) Model...........ccocoooiiiiiiiieeeeee e 136
4.5.3 The ARIMA (0,1,5) (0,0,1) Model.............coooiiiiiiiiie e 137
4.5.4 Three-Month Inflation Forecast...............ccccccoooiiiiiiiiiiceeee e 140
4.6 Normal Distribution of Returns ... 141
4.7 Empirical Findings of the CAPM inthe ASE...............ccoooiiiiiiiii, 142
4.7.1 CAPM Cross-sectional Test Results...............cccooiiviiiiiiiiiicc, 142
4.7.2 CAPM Non-linearity ResultS..............cccoooiieiiiiiiiicceeee e 145
4.8 Empirical Findings of the Statistical APT Model................c.ccoccooeiiiiiiin, 148
4.8.1 APT Principal Components Analysis ResultS .............c..ccocooevviiieinnnnn, 148
4.8.2 APT Cross-sectional Test Results..................cccooiiiiiiiiiiieee 151
4.9 Comparison Criteria between the CAPM and The Statistical APT Model ..... 156
4.9.1 Davidson and MacKinnon Analysis ...............cccoooeiooiooeevecoeeeeeee e 156
4.9.2 Residual Analysis ...........coooiiiviiiiioii e, 158
4.10 Empirical Findings of the Macroeconomic APT Model .....................o........ 163
4.10.1 The Correlation between the Variables ..................ccoooovvvviii 163
4.10.2 The Autocorrelation of the Macrovariables................ccoocooooiiii 165

Vil



4.11 Time-series Regression Analysis between the Factor Scores and the

MaACTOVATIADIES. ... ..o e 168
4.12 Canonical Correlation Analysis between the Set of Factor Scores and the Set
of Macroeconomic Variables.............ooviiiiiiiiiiie e 171
4.13 The Cross-Sectional Test Results of the Macroeconomic APT Model......... 176
4.14 A Comparison Criterion between the Macroeconomic APT and the Statistical
APT MOdEl ... e 181
4.14.1 Davidson and MacKinnon Analysis ............cccceeeieeeirieiieieiiccieeiee e 181
4.15 Further Cross-Sectional Test Results of the Macroeconomic APT Model ... 183
4.16 CONCIUSIONS. ......c.ooiiiiiii i 188

Chapter Five EMPIRICAL TESTS AND RESULTS WITH
(G)ARCH MODELS, UNIT ROOT AND COINTEGRATION

ANALY SIS e iriettiietttenceenttensecssessesscsasssssesssssssssssessssssssssssssersssssses 194
5.1 INtEOAUCHION. ....cooiiiiiiiiiii ettt ta e 194
5.2Data ColleCtion ........ccoviiiiiiiii e 195
5.3 Data ANALYSIS ....ouoiiiiiiiii e e 196
5.4 The Selection of Variables for the Application of Unit Root and Cointegration
ANALYSIS ...t 198

5.4.1 General Stock Market Index and Sectoral Indices.................coccoeveiiinn, 199
5.4.2 USD/Euro and GBP/Euro Exchange Rates ................ccccooeeiviiiiiiiiennnnns 199
5.4.3 Money SUpply (M) ..o 200
5.4.4 Consumer Price Index (CPI).........c.oooiiiiiiiiiee e 200
5.4.5 Industrial Production................ccccoooiiiiiiiiii e 201
5.4.6 Manufacture of Coke, Refined Petroleum Products and Nuclear Fuels... 202
547 Interest RAte .. ..o 203
5.5 The Diagnostic Tests Results regarding ARCH Effects on Stock Returns ..... 205
5.6 The Frequency of the Best Model for Each Period, the Risk-Return
Relationship and the Asymmetry Effect....................oooooiiiii, 206
5.7 Empirical Findings of the CAPM in the ASE after the Application of (G)ARCH
IMOAEIS ... e 209
5.8 The Unit Root Test Results...............oocoeiiiiiiii e 213
5.9 The Johansen Cointegration Analysis Results.................ooooveeoiiiiiiiieeiee, 219
5.10 ConCUSIONS. .......oooiiiiiiii e, 229

Chapter Six CONCLUSIONS, MANAGERIAL IMPLICATIONS,
LIMITATIONS AND PROPOSALS FOR FUTURE RESEARCH233

6.1 CONCIUSIONS . ... e 233



6.2 Managerial IMPlICAtIONS .............ocueviiretieeiieeec e 240

6.3 Limitations of the ReSearch...........cccoooviiiiiiiie e 242
6.4 Proposals for Future Research...............cc.oooioii i, 242
6.5 SUMMATY .......oooiiiiiiiie et ettt sttt 245
RELCIENCES. . .cueeernreerieccerrrsrsnsassscessssesssrssestsrssscssssssssssassssssssssssssssesses 247
APPENDICES ... rieertrrteecctetntnceeentessssscessesssscssessssnssssssssssssssssssss 273
Appendix I Normality Test ReSUltS.......cccoccccrccrvrcnrnrencecscacacccsaresssosses 274

Appendix IT Normality Tests, Summary Statistics, Source, Frequency
of Data and Availability of Financial and Macroeconomic Variables

............................................................................................................. 289
Appendix IIT Sequence Plots of the Financial and Macroeconomic

VaTIADIES .ovveiinnnnrrnnnnrnriniiniiiiesnissssccscssssnnssssassstrissasessssssossssssssssasases 291
Appendix IV Factor Analysis ReSults .......ccoveiiiieiiniiiiciccininccncniennnenns 298

Appendix V Time Series Results of the Inflation Rate (1989-2006)330

Appendix VI Time Series Analysis of the Industrial Production Index

Appendix VII Time Series Analysis of the Manufacture of Coke,
Refined Petroleum Products and Nuclear Fuels Index (1989-2006)

Appendix VIII Time-series Regression Results and Joint Test Results
fOr all POIXtfOli0S.....ccvueiiiiiiinnnnreneiicnsnsrccrsnesscscssssessssssstscsssosssoresennsasssns 352

1X



TABLES

Table 4.1: The presentation and measurement of the macrovariables.................... 129
Table 4.2: The autocorrelations of inflation rate series in Greece (1989-2006)....... 131

Table 4.3: The autocorrelations of the first difference of the inflation rate series in

Greece (1989—2000) .........cooiiiiiee ettt 134
Table 4.4: The model statistics of the ARIMA (0,1,0) (2,0,0) ......ocoeiiviiiiiiieninnn, 134
Table 4.5. The model statistics of the ARIMA (0,1,0) (0,0,1) ..., 136
Table 4.6: The model statistics of the ARIMA (0,1,5) (0,0,1) ..o 138
Table 4.7. The model parameters of the ARIMA (0,1,5) (0,0,1)......cccccviiiiininineens 138

Table 4.8: The autocorrelation of the residuals of the ARIMA(0,1,5) (0,0,1) model 139
Table 4.9: The forecast results of the ARIMA (0,1,5) (0,0,1) model for the inflation

rate SEries (1989—2000) ...........ooviiiiiiececee e 140
Table 4.10: Sample size and normal distribution for all the periods......................... 141
Table 4.11: The cross-sectional test results of the CAPM.............ccocoiiii, 144
Table 4.12: The non-linearity test results of the CAPM...........c.oooviiiiiiiii, 147
Table 4.13: KMO and Bartlett’s test for portfolio 1 of the first sub-period

(T989=10994) ... 149
Table 4.14: Total variance explained for portfolio 1 of the first sub-period

(1989—1994) ... e e 149
Table 4.15: The cross-sectional test results of the statistical APT model ................. 154
Table 4.16: The Davidson and MacKinnon results ..., 157
Table 4.17: Residual analysis: APT residuals on the market beta............................ 159
Table 4.18: Residual analysis: CAPM residuals on the APT betas........................... 161

Table 4.19: Correlation of the final variables, January 1989—December 2006......... 164
Table 4.20: Correlation of the final variables, January 1989—December 1994......... 165
Table 4.21: Correlation of the final variables, January 1995—December 2000......... 165
Table 4.22: Correlation of the final variables, January 2001-December 2006......... 165

Table 4.23: The autocorrelation of the final variables...........................coo 167
Table 4.24: Selected results of the time-series regressions of factor scores on the
MACTOVATIADIES .......vviiiieiic it e e eat e et e e eanae e 170
Table 4.25: Selected results of canonical correlation analysis between the set of
artificial factors and the set of macrovariables..................cccocoiviiiiiiii 175
Table 4.26: The cross-sectional test results of the macroeconomic APT model....... 179

Table 4.27: The Davidson and MacKinnon results

Table 4.28: The cross-sectional test results of the macroeconomic APT model (all
VATIADIES). ... e 186

Table 4.29: The cross-sectional test results of the macroeconomic APT model
(additional variables) ... 187



Table 5.1: The basic and derived variables for unit root and cointegration .............. 204

Table 5.2: Sample size and ARCH effect in each period...................oco 206
Table 5.3: Size of stocks with ARCH effect and frequency of the best model for each
PEIIOA .. oot 207

Table 5.4: Size of stocks with ARCH effect and evidence of risk-return trade-off .. 208
Table 5.5: Size of stocks with ARCH effect and evidence of asymmetry effect ...... 209
Table 5.6: The cross-sectional test results of the CAPM after the selection of the best

(G)ARCH MOAEL... ... e 211
Table 5.7: Unit root tests of the initial variables (1989-2006)..................cccocevvveeeene 216
Table 5.8: Unit root tests of the sectoral indices................coooiiiiiiiiiii e, 217
Table 5.9: Unit root tests of the new variables (2001-2006) ................ccccooeeeieeen 218

Table 5.10: Johansen’s cointegration test on the general market index, 3-month
treasury bill rate, consumer price index and petroleum series index (1989-2006)... 220

Table 5.11: Johansen’s cointegration test on the sectoral banking index, 3-month
treasury bill rate, consumer price index and petroleum series index (1989—2005)...221

Table 5.12: Johansen’s cointegration test on the sectoral insurance index, 3-month
treasury bill rate, consumer price index and petroleum series index (1989-2005)...222

Table 5.13: Johansen’s cointegration test on the sectoral investment index, 3-month
treasury bill rate, consumer price index and petroleum series index (1989-2005)...223

Table 5.14: Johansen’s cointegration test on the sectoral industrial index, 3-month
treasury bill rate, consumer price index and petroleum series index (1989-2005)...223

Table 5.15: Johansen’s cointegration test on the general market index, consumer price
index, industrial production index and petroleum series index (2001-2006)........... 226

Table 5.16: Johansen’s cointegration test on the general market index, retail price
index, money supply (M1), GBP/Euro exchange rate and USD/Euro exchange rate

and 3-month treasury bill rate (2001-2006)..............coooiiiiiiiiiiie e, 226
Table I.1: Tests of normality for all the portfolios of the whole period (1989-2006)
................................................................................................................................... 274
Table I.2: Tests of normality for all the portfolios of the first sub-period (1989—1994)
................................................................................................................................... 279
Table I.3: Tests of normality for all the portfolios of the second sub-period
(199572000) ...ttt et 281
Table 1.4: Tests of normality for all the portfolios of the third sub-period (2001-2006)
................................................................................................................................... 284
Table I1.1: First Group of Variables ..............cocoooiiiiii e 289
Table I1.2: Second Group of Variables. ... 289
Table IV.1: KMO and Bartlett’s test for all portfolios of the whole period
(198972006) ..ottt e, 298
Table 1V.2: Total variance explained results for all portfolios of the whole period
(19892006 .....eneiei et 298

X1



Table IV.3: KMO and Bartlett’s test for portfolio 1 of the whole period (1989-2006)

................................................................................................................................... 299
Table IV.4: Total variance explained results for portfolio 1 of the whole period
(L989=2000) ..o 300
Table IV.5: KMO and Bartlett’s test for portfolio 2 of the whole period (1989-2006)
................................................................................................................................... 301
Table IV.6: Total variance explained results for portfolio 2 of the whole period
(T989=2000) ...t 301
Table IV.7: KMO and Bartlett’s test for all the portfolios of the first sub-period
(198971994 ) ... 302
Table IV.8: Total variance explained results for the all the portfolios of the first sub-
Period (1989—1004) ... e, 303
Table IV.9: KMO and Bartlett’s test for portfolio 1 of the first sub-period
(T98971994) ..o e 304
Table 1V.10: Total variance explained results for portfolio 1 of the first sub-period
(J98971994) ..ot 304
Table IV.11: KMO and Bartlett’s test for portfolio 2 of the first sub-period
(T98O—T994) ... e 305
Table 1V.12: Total variance explained results for portfolio 2 of the first sub-period
(T98971994) ...ttt 306
Table IV.13: KMO and Bartlett’s test for all the portfolios of the second sub-period
(199572000)% ...ttt 307
Table IV.14: Total variance explained results for all the portfolios of the second sub-
PETIOd (1995—2000) ... e 307
Table 1V.15: KMO and Bartlett’s test for portfolio 1 of the second sub-period
(199572000) ...ttt ettt n ettt e b enaeans 308
Table 1V.16: Total variance explained results for portfolio 1 of the second sub-period
(199572000) ...ttt et 309
Table IV.17: KMO and Bartlett’s test for portfolio 2 of the second sub-period
(199572000 .....ooeiiieeeeeieet ettt ettt ettt 310
Table IV.18: Total variance explained results for portfolio 2 of the second sub-period
(199572000 .....oovieieeeie ettt ettt b et aa s 310
Table 1V.19. KMO and Bartlett’s test for portfolio 3 of the second sub-period
(199572000) ... eieiieie ettt e 311
Table 1V.20: Total variance explained results for portfolio 3 of the second sub-period
(199572000) ...ttt ettt e, 312
Table 1V.21: KMO and Bartlett’s test for portfolio 4 of the second sub-period
(199572000) ..ot 313
Table 1V.22: Total variance explained results for portfolio 4 of the second sub-period
(199572000) ..o, 313
Table 1V.23: KMO and Bartlett’s test for portfolio 5 of the second sub-period
(1995—2000) ... e 314

X1i



Table 1V.24: Total variance explained results for portfolio 5 of the second sub-period

(L99572000) ..ot 315
Table IV.25: KMO and Bartlett’s test for all the portfolios of the third sub-period
(200T72000)% ... 316
Table IV.26: Total variance explained results for all the portfolios of the third sub-
PEriod (200172006 .........ccoo oo 316
Table 1V.27: KMO and Bartlett’s test for portfolio 1 of the third sub-period
(200172000) ... 317
Table IV.28: Total variance explained results for portfolio 1 of the third sub-period
(200172000) ....ceeei et 318
Table 1V.29: KMO and Bartlett’s test for portfolio 2 of the third sub-period
(200172000) ...ttt 319

Table 1V.30: Total variance explained results for portfolio 2 of the third sub-period

(200T72006) ..ottt ettt ettt e b et b et n et enneas 319
Table IV.31: KMO and Bartlett’s test for portfolio 3 of the third sub-period
(200172006) ...t 320
Table 1V.32: Total variance explained results for portfolio 3 of the third sub-period
(200172006) .....ooeineee ettt et 321
Table 1V.33: KMO and Bartlett’s test for portfolio 4 of the third sub-period
(200T72006) ...ttt ettt et esae e ene e e 322
Table 1V.34: Total variance explained results for portfolio 4 of the third sub-period
(200F72006) ...t eens 322
Table 1V.35: KMO and Bartlett’s test for portfolio 5 of the third sub-period
(200172006) ...ttt ettt ettt b sat e e e enenens 323
Table 1V.36: Total variance explained results for portfolio 5 of the third sub-period
(200172006 ..ottt et 324
Table 1V.37: KMO and Bartlett’s test for portfolio 6 of the third sub-period
(200172000 ...t bbb 325
Table IV.38: Total variance explained results for portfolio 6 of the third sub-period
(200172006 ...ttt et et b et be s 325
Table IV.39: KMO and Bartlett’s test for portfolio 7 of the third sub-period
(200172006 ...ttt ettt raeere e 326
Table 1V.40: Total variance explained results for portfolio 7 of the third sub-period
(200T72006) ...ttt ettt e, 327
Table 1V 41: KMO and Bartlett’s test for portfolio 8 of the third sub-period
(200172000) .....ooeviecieeee ettt ettt 328
Table 1V.42: Total variance explained results for portfolio 8 of the third sub-period
(200T72006) ......oooveeiieieee ettt 328
Table V.I. The observed, expected, unexpected and the change in the expected
inflation rate during the 1989-2006 period of investigation...................cccccoveeen.. 330
Table VI.1: The model statistics of the ARIMA (9,0,1) (1,1,0) ....coovvivee 341
Table VI.2: The model parameters of the ARIMA (9,0,1) (1,1,0).....ccccoeeveviii... 341

X111



Table VI.3: The autocorrelation statistics of residuals of the ARIMA (9,0,1) (1,1,0)

IOAEL ..ot 342
Table VI.4: The partial autocorrelation statistics of residuals of the ARIMA (9,0,1)
(LLL,0) MOAEL. ...ttt 343
Table VII.1: The seasonal autocorrelation statistics of the series.............ccccoeeeenee. 348
Table VII.2: The model statistics of the ARIMA (0,0,2) (0,0,0) .....ccooovirireiiiie, 350
Table VII.3: The model parameters of the ARIMA (0,0,2) (0,0,0) ........ccooverinnnnnn. 350
Table VIII I: Time-series regression results between the factor scores and the
macrovariables (all portfolios, whole period 1989—2006) ...............cccocveviiieiinne. 352
Table VIII.2: Time-series regression results between the factor scores and the
macrovariables (portfolio 1, whole period 1989—2006)...............ccoooveiiieiiiieieen 353
Table VIII. 3: Time-series regression results between the factor scores and the
macrovariables (portfolio 2, whole period 1989—-2006) .............cceeiveriiiinrieen, 354
Table VIII.4: Time-series regression results between the factor scores and the
macrovariables (all portfolios, first sub-period 1989—-1994)..............coeeeiiiiiinnne. 355
Table VIII.5: Time-series regression results between the factor scores and the
macrovariables (portfolio 1, first sub-period 1989—1994) .............ccooiiiiiiiiiii 356
Table VIII. 6. Time-series regression results between the factor scores and the
macrovariables (portfolio 2, first sub-period 1989—1994) ..............ccoeoriiiciieiene, 357
Table VIII.7: Time-series regression results between the factor scores and the
macrovariables (all portfolios, second sub-period 1995-2000) .............cccoeeiivnen 358
Table VIIL.8: Time-series regression results between the factor scores and the
macrovariables (portfolio 1, second sub-period 1995-2000)...............ccoeviiiennnnnne. 359
Table VIII9: Time-series regression results between the factor scores and the
macrovariables (portfolio 2, second sub-period 1995—-2000).............cccoeeieirnnnne 359
Table VIII. 10: Time-series regression results between the factor scores and the
macrovariables (portfolio 3, second sub-period 1995—2000)............cc.coieriiiinnnn. 360
Table VIII.11: Time-series regression results between the factor scores and the
macrovariables (portfolio 4, second sub-period 1995-2000)...................ccoooeeiiinnl 361
Table VIII.12: Time-series regression results between the factor scores and the
macrovariables (portfolio 5, second sub-period 1995-2000)...............cccoooieeiin 361
Table VIII.13: Time-series regression results between the factor scores and the
macrovariables (all portfolios, third sub-period 2001-2006).......................c.ooo0. 362
Table VIII. 14: Time-series regression results between the factor scores and the
macrovariables (portfolio 1, third sub-period 2001-2006) ....................c..coeein . 363
Table VIII.15: Time-series regression results between the factor scores and the
macrovariables (portfolio 2, third sub-period 2001-2006) ................cccoovveviininn... 363
Table VIII. 16: Time-series regression results between the factor scores and the
macrovariables (portfolio 3, third sub-period 2001-2006) ...............cccovvviveei .. 364
Table VIII. 17: Time-series regression results between the factor scores and the
macrovariables (portfolio 4, third sub-period 2001-2006) .............cccoevvvvecvieie . 364

X1V



Table VIII.18: Time-series regression results between the factor scores and the

macrovariables (portfolio 5, third sub-period 2001-2006) .............cccooiiiiiininnnn 365
Table VIII.19: Time-series regression results between the factor scores and the
macrovariables (portfolio 6, third sub-period 2001-2006) ....................coooinn, 366
Table VIII.20: Time-series regression results between the factor scores and the
macrovariables (POTtfolio 7,............oooiiiiiieiiece e third
.................................................................................................. "sub-period 2001-2006)
................................................................................................................................... 366
Table VIII.21: Time-series regression results between the factor scores and the
macrovariables (portfolio 8, third sub-period 2001-2006) .................ccooovveviiiieennnn. 367
Table IX.1: Canonical correlation between artificial factors and macrovariables (all
portfolios, whole period 1989—2006) .............c.coooviiiiie e, 369
Table I1X. 2: Canonical correlation between artificial factors and macrovariables
(portfolio 1, whole period 1989—2006) ............cccoooviiiiiiiiieeeee e 369
Table 1X.3: Canonical correlation between artificial factors and macrovariables
(portfolio 2, whole period 1989—2006) ................coooviiieeieeeeeeeeeeeeee e 370
Table 1X.4: Canonical correlation between artificial factors and macrovariables (all
portfolios, first sub-period 1989—1994)............cccooiiiiiii e 370
Table 1X.5: Canonical correlation between artificial factors and macrovariables
(portfolio 1, first sub-period 1989—1994) ..........oociiiii e 370
Table [X.6: Canonical correlation between artificial factors and macrovariables
(portfolio 2, first sub-period 1989—1994) ..., 371
Table 1X.7: Canonical correlation between artificial factors and macrovariables (all
portfolios, second sub-period 1995—2000)............c.cooiiiiiiiiieeeeeee e 371
Table IX.8: Canonical correlation between artificial factors and macrovariables
(portfolio 1, second sub-period 1995-2000) ............ccoooiiiiiiiiiiiie e 371
Table 1X.9: Canonical correlation between artificial factors and macrovariables
(portfolio 2, second sub-period 1995—2000) ...........coovviiiiiiiiiiiccie e 372
Table [X.10: Canonical correlation between artificial factors and macrovariables
(portfolio 3, second sub-period 1995-2000) .........c..oooviiioiiiiiie e, 372
Table [X.11: Canonical correlation between artificial factors and macrovariables
(portfolio 4, second sub-period 1995-2000) .............cceeiiiiiiiiiiiiecceeeee e, 372
Table 1X. 12: Canonical correlation between artificial factors and macrovariables
(portfolio 5, second sub-period 1995—2000) .........c.oooveiiiiiiiiii e, 373
Table 1X.13: Canonical correlation between artificial factors and macrovariables (all
portfolios, third sub-period 2001-2000)............c.cooviiiiiii e 373
Table I1X. 14: Canonical correlation between artificial factors and macrovariables
(portfolio 1, third sub-period 2001-2006)............c..ccooiiiiiiiiiiiieee e, 373
Table 1X.15: Canonical correlation between artificial factors and macrovariables
(portfolio 2, third sub-period 2001-2006).............ccocoeiiiiiiiiiieceeecee, 373
Table 1X. 16: Canonical correlation between artificial factors and macrovariables
(portfolio 3, third sub-period 2001-2006)...............ccoceiriiiiiiiii e, 374

XV



Table 1X.17: Canonical correlation between artificial factors and macrovariables
(portfolio 4, third sub-period 2001—2006).............ccooimeuiiirniiiiiriecceeecee,

Table 1X.18: Canonical correlation between artificial factors and macrovariables
(portfolio 5, third sub-period 2001—2006).........c.ccoooovviriiriieiieeieeeeeeeeee e,

Table I1X.19: Canonical correlation between artificial factors and macrovariables
(portfolio 6, third sub-period 2001—2006).............cccoveiiiieiiieieeiceeeeeeeeeees

Table 1X.20: Canonical correlation between artificial factors and macrovariables
(portfolio 7, third sub-period 2001—2006)...............c.oooiiiiiieeeeeeeeee e

Table I1X.21: Canonical correlation between artificial factors and macrovariables
(portfolio 8, third sub-period 2001-2000)..............ccoociioiiriieieeeeeeeeeee e,

XV1



FIGURES

Figure 4.1: The rate of inflation in Greece (1989-2006)...........cccocevviiiiineniiicnnn. 131
Figure 4.2: The first difference series of the inflation rate (1989—-2006).................. 132
Figure 4.3: The seasonal autocorrelations and partial autocorrelations of the first
differences Of the SETIES .........c.ocovvviiiiiieee e 133
Figure 4.4: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,1,0) (2,0,0) model..........coooviiiiiiiiiicece e 136
Figure 4.5: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,1,0) (0,0,1) MmOdel.........cooiiiiiiiiiiiiee e 137
Figure 4.6: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,1,5) (0,0,1) MOdel........ccccooiiiiiiiiiiiiciic e 139
Figure 4.7: The observed, the fitted and the forecasted values of the inflation rate
SETIES (1989—2000) ......oviiiiiiiiieiiceiee et 140
Figure 4.8: Scree plot for portfolio 1 of the first sub-period (1989-1994)............... 150
Figure II1. 1. Stock Market Price Index (1989-2006) ...........c..cooceeviiiviiiiiiei 291
Figure I11.2: Consumer Price Index (1989-2006).............ccoceeviiiiiiieiieieiiee e 291
Figure I11.3: Industrial Production Index (1993-2006) .............c.ooieviiviiiiiii 292
Figure I11.4: Oil Derivatives Price Index (1989-2006)................cccoeovviiiiiiiineieens. 292
Figure I11.5: Treasury Bill Rate (1989-2006)............cccooiiviiiieiiiiicccee e 293
Figure I11.6: Retail Price Index (2000-2000)............ccccoooiiiiiieiiiiiee e 293
Figure II1.7- Money Supply (M1) (2001-2006)...........c..coomiiieiiiieieeeeeee e 294
Figure I11.8: US Dollar/Euro Exchange Rate (2001-2006)..............oceovviieiiiiiienn. 294
Figure 111.9: GB Pound/Euro Exchange Rate (2001-2006).............cccccooviieeiiiennn.n 295
Figure I11.10: Sectoral Investment Index (1989-2005) ..o 295
Figure I11.11: Sectoral Industrial Index (1989-2005)...........c.ccooviiiiiiiiiiii, 296
Figure 111.12: Sectoral Insurance Index (1989-2005)..........cccooeiiiiiiiiiiiie 296
Figure I1I.13: Sectoral Banking Index (1989-2005)..........ccccooveiiiiiiieiiiiiiciiiee, 297
Figure IV.1: Scree plot for all portfolios of the whole period (1989-2006)............. 299
Figure IV.2: Scree plot for portfolio 1 of the whole period (1989-2006)................. 300
Figure IV.3: Scree plot for portfolio 2 of the whole period (1989-2006)................. 302
Figure IV.4: Scree plot for the all the portfolios of the first sub-period (1989—1994)
................................................................................................................................... 303
Figure IV.5: Scree plot for portfolio 1 of the first sub-period (1989-1994)............. 305
Figure IV.6: Scree plot for portfolio 2 of the first sub-period (1989-1994) ............. 306

Figure IV.7. Scree plot for all the portfolios of the second sub-period (1995—2000)308
Figure IV.8: Scree plot for portfolio 1 of the second sub-period (1995—2000) ........ 309
Figure IV.9: Scree plot for portfolio 2 of the second sub-period (1995-2000) ........ 311

XVil



Figure IV.10: Scree plot for portfolio 3 of the second sub-period (1995-2000)....... 312
Figure IV.11: Scree plot for portfolio 4 of the second sub-period (1995-2000)....... 314
Figure IV.12: Scree plot for portfolio 5 of the second sub-period (1995-2000)....... 315
Figure IV.13: Scree plot for all the portfolios of the third sub-period (2001-2006).317
Figure IV.14: Scree plot for portfolio 1 of the third sub-period (2001-2006).......... 318
Figure IV.15: Scree plot for portfolio 2 of the third sub-period (2001-2006).......... 320
Figure IV.16: Scree plot for portfolio 3 of the third sub-period (2001—-2006).......... 321
Figure IV.17: Scree plot for portfolio 4 of the third sub-period (2001-2006).......... 323
Figure IV.18: Scree plot for portfolio 5 of the third sub-period (2001-2006).......... 324
Figure IV.19: Scree plot for portfolio 6 of the third sub-period (2001-2006).......... 326
Figure IV.20: Scree plot for portfolio 7 of the third sub-period (2001-2006)........... 327
Figure [V.21: Scree plot for portfolio 8 of the third sub-period (2001-2006).......... 329
Figure VI.I: The industrial production index in Greece (1993—-2006)...................... 335

Figure VI.2: The first difference series of the industrial production index (1993—2006)
................................................................................................................................... 336

Figure V1.3: The first seasonal difference series of the industrial production index
(199372000) ...ttt 336

Figure VI.4: The seasonal autocorrelations of the first differences of the series ...... 337

Figure V1.5: The seasonal partial autocorrelations of the first differences of the series

................................................................................................................................... 338
Figure VI.6: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,0,0) (1,1,0) model........c.ooiiiiiiee e 339
Figure VI1.7. The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,0,0) (0,1,1) MOdEl........ooiiiiiiiiiiie s 340
Figure VI1.8: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (9,0,1) (L,1,0) MmoOdel.......ooiiiiiiieiceeee s 342
Figure VI.9: The observed and the fitted values of the industrial production series
(199372000) ... et 344
Figure VII. I: The petroleum derivatives index in Greece (1989-2006)................... 345
Figure VII.2: The first difference series of the petroleum derivatives index
(198972000) ...ttt 346
Figure VI 3: The first seasonal difference series of the petroleum dernivatives index
(198972006) ..ottt 346
Figure VII.4: The seasonal autocorrelations of the series ... 347
Figure VII.5: The seasonal partial autocorrelations of the series.............................. 347
Figure VII.6: The non-seasonal autocorrelations of the series................................. 348
Figure VII.7: The non-seasonal partial autocorrelations of the series...................... 349
Figure VII.8: The autocorrelations and the partial autocorrelations of residuals of the
ARIMA (0,0,2) (0,0,0) model.........cooiii e 350



Figure VIL.9: The observed and the fitted values of the petroleum derivatives series
(198972006) ... 351

XiX



Chapter One

INTRODUCTION

1.1 The Aim and Objectives of the Study

The aim of the study is to investigate for the existence of factors that affect the
behaviour of stock returns in the Athens Stock Exchange (ASE) for the period
between 1989 and 2006. Furthermore, the study examines whether these potential
factors are correlated or present any similarities in their influence on stock returns. In
order to achieve the objectives of the study different models are constructed and
employed. These models can be divided in two main groups.

The first group is related to asset pricing models and, specifically, to the
Capital Asset Pricing Model (CAPM) and the two versions of the Arbitrage Pricing
Theory (APT) model, the statistical and the macroeconomic one. By applying these
models we proceed to an analysis of publicly available financial data of listed
companies in the ASE and macroeconomic data of the Greek economy.

Moreover, the second category is comprised of more contemporary models that
are widely used in the examination of the behaviour of time series. These are the
family of (G)ARCH models and the unit root and cointegration techniques. The
(G)ARCH models are interesting and relatively easy to use models in estimating the
variance of the residuals of a time series, in case this series is characterised by
heteroscedasticity (time-varying volatility). Cointegration analysis is used when a
number of time series exhibit unit root (they are non-stationary) in their levels, but are
becoming integrated (stationary) in their first differences (/ (1)). When these series

become [ (1) we examine whether they are cointegrated, which means that there may



exist at least one linear vector that could relate, on the long-run, the time series of the
variables under examination.

The objectives of the study are a) to review the literature and the empirical
studies that took place in the Greek and foreign stock exchanges concerning the
relationship between risk and return with the employment of the CAPM and APT
models as well as (G)ARCH models, unit root and cointegration analysis; b) to
evaluate the validity of the CAPM, the statistical and the macroeconomic APT model,
in order to examine if the factors of the models are related; c) to investigate whether
some specific types of (G)ARCH models appear to influence the behaviour of stock
returns and to compare the results of these models; d) to employ a number of unit root
tests and cointegration analysis, so as to investigate whether the variables of the
analysis exhibit any relationship on the long-run, and €) to analyse the inferences of
the tests, discuss possible managerial implications and suggest proposals for future

research for any potential academic or investor in the ASE.

1.2 A Brief Literature Review on Asset Pricing Models

The development of asset pricing models is based on the early studies of
Markowitz (1952) and Tobin (1958). Markowitz observed that, in the case that a
number of risky assets constitute a portfolio, the total standard deviation of the
portfolio is less that the sum of any individual risky asset. These findings led to the
development of portfolio analysis and to the construction of models adequate to price
assets (Elton ez al., 2003).

A major model for the analysis of the risk and return between individual
securities or portfolios is the Capital Asset Pricing Model (CAPM). CAPM was
developed by Treynor (1962), Sharpe (1964), Lintner (1965) and Mossin (1966). It

implies that the return of an asset is proportional to a non-diversifiable (systematic)
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risk which is measured by the covariance between the asset’s return and the return of
the market portfolio for all assets in the market, divided by the variance of the market
portfolio return. In other words, the efficiency of the (optimal) market portfolio
implies that there exists a positive linear relationship between ex-ante security returns
and the market beta (the coefficient of systematic risk), and that variables other than
beta should not have any power in the explanation of the behaviour of stock returns
(Diacogiannis, 1994).

After the development of the model, several empirical studies tried to test the
validity of the CAPM. Some of these studies were those of Jacob (1971) and Miller
and Scholes (1972), who used individual assets, while the studies of Black et al.
(1972), Blume and Friend (1973) and Fama and MacBeth (1973) constructed
portfolios for testing the validity of the model. Since the development of the CAPM a
variety of different forms of asset pricing models have been developed and many
empirical studies have focused on the examination of these models. The main reason
for modifications on the original model or the development of different models was
the critique that the traditional CAPM received, mostly because of its inability to
verify that the market beta is the sole proxy for the risk-return trade-off between stock
returns and the market portfolio.

The critique has its roots in the study of Roll (1977). He criticised all previous
empirical tests of the CAPM while explaining that the market portfolio, as defined by
the traditional CAPM, is not some single index equity market. It includes foreign
assets, bonds and other property which is important in the maximisation of wealth.
This means that the proxies employed in all those previous studies could not be the
true proxies of the market. Consequently, the APT model, proposed by Ross (1976),
was employed in the examination of the behaviour of securities, as an alternative to

the CAPM. The restrictions on the model were fewer and it considered a number of
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factors, different than the market portfolio, that could influence stock returns. Several
empirical studies followed since then (for instance, Roll and Ross, 1980; Reinganum,
1981; Chen, 1983; Chen et al., 1986; Chen and Jordan, 1993). However, there is still
evidence of dispute regarding the empirical verification of the model, which led to
further modifications as well as different estimation techniques.

The main problem regarding the application of the APT model is which and
how many are the factors that influence the stock returns. There were two main
approaches of the empirical examination of the APT model for the solution of this
problem: The development of the statistical APT (Roll and Ross, 1980; Chen, 1983)
and the macroeconomic APT model (Chen et al., 1983; Clare and Thomas, 1994).
These two versions of the APT model are presented and analysed in chapter two and
three, while chapter four presents the empirical results of both models regarding their

validity in the ASE.

1.3 A Brief Literature Review on (G)ARCH Models and
Cointegration Analysis

Although the contribution of the CAPM and the APT model has played a
significant role in the explanation of the behaviour of security returns, a reason that
there were mixed results between the models is their inability to test for, and model
of, the time-varying volatility (variance and covariance) of security returns.

A solution to the problem came with the introduction of Autoregressive
Conditional Heteroscedastic (ARCH) models in finance and, more specifically, in
asset pricing. The ARCH model was developed by Engle (1982) so as to test the
behaviour of inflation in the UK and, afterwards, several researchers worked on the
model leading to many modifications. For example, Bollerslev (1986) developed the

Generalised ARCH (GARCH) model while Engle er al. (1987) developed the ARCH



“in mean” (ARCH-M) model. In chapter three the family of ARCH models is
presented and analysed.

One of the initial studies of ARCH models in asset pricing is the study of
Bollerslev et al. (1988). In their tests, the market beta was modelled in terms of a
time-varying volatility, something which gave stronger inferences regarding the
validity of the CAPM. Furthermore, in our study we will employ some specific
(G)ARCH models which proved to be useful in asset pricing through the last decades,
that 1s the simple form of Bollerslev’s (1986) GARCH model and the EGARCH
model of Nelson (1991). Our choice of models was based mostly on their significance
in previous studies, especially in the examination of the ASE (Koutmos ef al., 1993;
Chortareas et al., 2000; Siourounis, 2002; Siokis and Kapopoulos, 2007).

The possible long-run relationship between specific financial and economic
variables, such as the stock market index and the inflation rate, led to the development
of cointegration techniques. These techniques aimed to the examination of the
existence of linear vectors between the series under investigation. The most famous
techniques are the Engle and Granger (1987) two-stage test and Johansen’s (1988;
1991) and Johansen and Juselious (1990) cointegration analysis using a vector
autoregressive (VAR) model. Cointegration analysis is employed in case that the time
series of the variables have become stationary in their differences. An important
assumption of cointegration analysis is that the variables under examination should be
integrated (stationary) of the same order. Moreover, cointegration analysis follows,
which shows if there exists at least one certain linear combination between the

variables. In this case the series are cointegrated.



1.4 The Contribution of the Study

The study examines several aspects that could offer new information regarding
the way that the ASE functions. The Greek stock exchange is one of the capital
markets which proved to be extremely attractive over the last ten years to international
investors, as during the 1990s it had started the transition to become a developed
market. Investors and analysts have tried to benefit from possible abnormal returns as
well as from the diversification of portfolio risk. The general reforms in the ASE from
the late 1980s and early 1990s, that is capital market liberalisation, automated trading
system and a relative political stability (Chortareas ef al., 2000) made the ASE a place
of interest, so as to compare its evolution with that of other emerging or even
developed markets. Although these markets are becoming the centre of several
studies, they encounter problems that have to do mostly with data availability. This
obstacle can lead to biased statistical results that cannot be easily overcome.

Several studies have been conducted in the ASE using different methodologies
depending on the goal of each study, focusing mostly on the behaviour of stocks, the
efficiency of the market and the reaction to announcements or events (Karanikas,
2000; Niarchos and Alexakis, 2000; Siourounis, 2002). However, almost none of
these studies have combined in such a way traditional and modern financial and
econometric models in order to come to some robust inferences regarding the
behaviour of stock returns in Greece. The analysis can contribute in many ways to the
explanation of the risk-return trade-off, as new and older models using several
variables are combined so as to give the best unbiased results.

More specifically, in our work the statistical version of the APT model (Chen,
1983) is employed using historical data for the period between 1989 and 2006. We
decided to employ the model so as to examine if there are any (artificial) factors that

may explain the behaviour of stocks in the ASE. No similar empirical studies are
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evident for Greece, at least during this period under examination. The same holds for
the application of the macroeconomic APT model (Chen er al., 1986). We used a
number of macroeconomic variables and applied the model for the same period, and
as there are no similar studies in Greece, we compared our results with those of other
stock markets.

Furthermore, after the application of the APT models, we proceeded to the
comparison of the models. Specifically, we examined the relationship between the
macrovariables and the artificial factors generated from the methodology of the
statistical APT model. The methods used, like the Davidson and Mackinnon (1981)
test for specification error and the canonical correlation analysis (Chen and Jordan,
1993; Cheng, 1995) have not been used in similar studies for the ASE. It is interesting
to mention that all the models mentioned above, have been employed for the whole
period (1989-2006), as well as for the sub-periods (1989-1994, 1995-2000,
2001-2006), which is a large period under examination, at least for the ASE
standards.

Moreover, the use of specific ARCH models on the CAPM during the 18-year
period under examination gives new evidence regarding the validity of the model after
the estimation of time-varying volatility of the time series of stock returns. We have
selected these models based on their significance in previous empirical studies and,
during the testing procedure, we tried to compare them so as to use the best model in
the examination of the validity of the CAPM, a procedure not evident in similar
studies for the Greek market.

As far as the cointegration analysis is concerned, we tried to combine different
sets of financial as well as macroeconomic variables, based on economic theory and
data availability. Although, there are studies that have used similar variables for

different time periods, such as the inflation rate (Niarchos and Alexakis, 2000), in our
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study we have added variables which are not so usually employed in asset pricing
studies, that is the retail sales index, and examined their possible long-run
relationships with other variables.

Finally, after we have completed the cointegration analysis we proceeded to a
combination between cointegration and regression analysis, which is a procedure that
is not usually visible in empirical studies (Maysami et al., 2004) for any stock market,
although it is a relatively easy procedure and can give very interesting results
regarding the direction of these relationships between the variables.

There are several empirical studies that have used daily (Jeon and Seo, 2003),
weekly (Michailidis er al., 2006), or monthly (Fifield et al., 2000) data for the
examination of capital markets. In chapter five we use both daily and monthly
observations when examining the relationship between stock returns and the market
portfolio, so as to have more solid inferences regarding the behaviour of stocks.
Moreover, in case that some indices were unavailable for the whole period
(1989-2006) under investigation, e.g. the industrial production index in the tests of
chapter four and five, the study is divided in specific sub-periods that could lead to

interesting results without the need to subtract any variable from the analysis.

1.5 Methodology and Organisation of the Study

The study utilises a number of models (CAPM, APT) that have been employed
for many decades in asset pricing. However, they still seem to be popular in the
examination of the behaviour of stock returns and portfolio formation. By adding
specific econometric techniques (ARCH process, unit root and cointegration analysis)
it would be even more challenging to examine the relationships between specific

variables. For the study we have incorporated secondary data beginning from J anuary



1989 until December 2006. It is a relatively long period of stock returns examination
(for the ASE standards) and this research may motivate scholars to extend their
studies in the ASE.

After the introductory chapter one, the work continues with the presentation of
asset pricing models. Chapter two begins with the CAPM of Sharpe (1964) and
Lintner (1965) and its modifications. After an examination of the model, its critiques
are presented that led to the development of the APT model. Furthermore, the chapter
examines the two forms of the APT model, the statistical an the macroeconomic one.
Following the presentation of the models, a sufficient number of empirical studies is
presented both for the CAPM and the APT model. Moreover, chapter two examines
the phenomenon of heteroscedasticity and the ARCH process is presented, focusing
on its significance in finance. The respective empirical studies using ARCH models in
financial issues follow and, then, there is a presentation of unit root analysis in time
series. The chapter ends with the introduction of cointegration analysis and there is a
sufficient examination of empirical studies that have employed specific cointegration
techniques. We should mention that all the empirical studies include cases both for the
ASE and foreign stock exchanges.

The work continues with chapter three where the methodology is presented
and analysed. We explain how the two-stage procedure of the CAPM (Chen, 1983) is
employed and, then, we examine the empirical procedure of the statistical APT model
(Chen and Jordan, 1993). Moreover, we explain how the tests of comparison between
the two models are applied so as to come to some first inferences regarding the
validity of each model in the ASE. Consequently, the following sections examine the
way that the macroeconomic APT model is employed in the tests, but, as there are
observed variables to be used, we extensively depict the time series analysis of Box

and Jenkins (1976), which has already been used in prior studies (Chen er al., 1986;
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Chen and Jordan, 1993). Similarly with the previous sections, we explain how a test
of comparison is applied so as to examine the validity of the two forms of the APT
model.

Chapter three continues with an examination of the procedure concerning the
application of GARCH models on the CAPM. This procedure is followed by a
mathematical presentation of several ARCH models most of which are employed for
the tests of this work. After the ARCH processes we extensively explain the steps that
are followed so as to apply specific unit root tests and cointegration analysis on a
number of time series in order to examine their potential relationships on the long-run.
Then, there 1s a brief introduction to unit root analysis and there is a presentation of
the models that the study utilises regarding the stationarity of the time series of
variables. Chapter three ends with a brief examination of the two most famous
cointegration techniques, the Engle-Granger (1987) two-stage test and Johansen’s
(1988; 1991) multi-variate analysis.

Furthermore, chapter four and five present the empirical results. We decided to
separate the tests in two chapters so as to examine, at first (chapter four), what are the
results of more traditional models in the ASE, while the next chapter (chapter five)
presents the results of relatively more contemporaneous tests using financial and
macroeconomic secondary data for the examination of the ASE. The results gave
evidence of the superiority of the statistical APT model in comparison to the CAPM.
It is interesting to mention that the CAPM failed to show any adequacy as a model in
the explanation of portfolio returns during the whole period (1989-2006) and the
three sub-periods. This result has also implications for the efficiency of the ASE
which seems to be in doubt. Moreover, the tests between the statistical and the

macroeconomic APT model gave mixed results that are extensively examined in
chapter four.
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As far as chapter five is concerned, the results showed that the phenomenon of
heteroscedasticity is evident both for monthly and daily observations of stock returns
and the correction for heteroscedasticity with the employment of specific GARCH
models did not help the validity of the CAPM in the ASE. Finally, the second part of
chapter five shows that all the variables used in the tests become stationary in their
first differences and can be used in cointegration analysis. For these tests we
employed a sufficient number of variables, more than those used in chapter four, as
the methodology at this point, and the studies on which we were based, led us to this
decision. The results of cointegration analysis gave evidence that prove the existence
of common linear vectors between the groups of variables under examination,
verifying several conclusions of prior studies (Maysami ef al., 2004).

Chapter six summarises the empirical results regarding the ability of the
models to explain the relationships of variables in the ASE. Furthermore, there is a
presentation of the managerial implications of the study, which could be useful for
any individual investor or company. After the implications we explain the limitations

that this work had and we conclude the chapter with proposals for future research.
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Chapter Two

LITERATURE REVIEW

2.1 Introduction

The aim of this chapter is to explore the principles of the traditional CAPM,
with its main versions, and the principles of the APT model. The CAPM was
developed by Treynor (1962) and Sharpe (1964), while Lintner (1965), Mossin (1966)
and Black (1972) had made further extensions of the model (French, 2003). Other
developments were the Consumption-based CAPM (Breeden, 1979) and the
conditional CAPM based on up and down markets distinction (Pettengill ef al., 1995;
Fletcher, 1997). Ross (1976) developed the APT model, which is a multi-variate and a
not-so-restrictive model in comparison to the traditional CAPM. Finally, Roll’s
(1977) critique on the traditional CAPM has played a major role to the extended
applications of the APT model, especially in the areas of macroeconomics and
finance.

We should mention at this point that, for the construction of the
macroeconomic APT model, the Box-Jenkins (1976) methodology was employed
using as variables the inflation rate index, the industrial production index and the
manufacture of coke, refined petroleum products and nuclear fuels index. In chapter
three the Box-Jenkins approach and the ARIMA models are presented extensively.

Moreover, chapter two presents the importance of (G)ARCH models in
financial markets. And this holds because many time series in different sectors of an
economy exhibit the so-called “volatility clustering” phenomenon. This phenomenon
is even more evident in finance because of the series’ variability across time. A series’
volatility clustering phenomenon shows that large changes tend to be followed by

large changes, of either sign, and small changes tend to be followed by small changes
12



(Engle, 2001; Bollerslev et al., 1992). The researchers, in order to analyse the
phenomenon of volatility, have developed different models that can identify and
explain the volatility of a time series. In order to examine the volatility clustering
phenomenon, we investigate the “heteroscedasticity” of a variable. Heteroscedasticity
refers to the conditional variance of a variable, which means that the variance in the
present depends on its past values.

As our work focuses on financial theory and financial models (CAPM and
APT) it is crucial for the reader to understand the meaning of time-varying volatility
in asset pricing. An individual investor or a company expects an asset with high
variance to give a higher return (for example, Fama, 1970; 1991). The meaning of
uncertainty is of great importance in finance. In asset pricing theory the risk premium
is determined by the covariance between the future return on the asset and one or
more benchmark portfolios, that is the market portfolio according to the theory of the
CAPM.

While the examination of time-varying volatility and the problem of
uncertainty have found applications in many time series, it attracts most attention in
the area of financial markets where a very important and interesting empirical
literature has been generated, which shows changes through the decades in the
development of models. Time-varying volatility is also evident in many stock market
indices around the globe. The forms of volatility on these indices show similarities in
its persistence and affect each stock market in a specific way. Financial models, as the
CAPM, were taking into consideration the unconditional variance only (e.g. Black et
al., 1972; Black, 1972; Fama and MacBeth, 1973) which restricted the true potentials
of the model.

With the development of different econometric tools one can measure the

conditional variance of a series, e.g. in the case of pricing of individual stocks or
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portfolios in a market. These relatively contemporaneous models are the (G)ARCH
models and their variations, which will be extensively examined in the present
chapter.

Apart from (G)ARCH models, chapter two presents the unit root and
cointegration analysis of time series. The long-run features in economic and financial
data are usually associated with nonstationarity in time series and are called trends,
while short-run features are associated with stationary time series and are called
cycles. Most of the economic and financial time series can be viewed as combinations
of these components of trends and cycles. Typically, a shock to a stationary time
series would have an effect which would gradually disappear, leaving no permanent
impact on the series, while a shock to a non-stationary time series would permanently
alter the way that this series moves. Moreover, there could be a common trend shared
by two time series. If there is no further trend which exists in only one time series,
then it is said that these two time series are cointegrated (Gourieroux and Jasiak,
2001).

The rest of chapter two presents a review on the models employed in our
work. Specifically, we begin with a review on asset pricing models, that is the
standard CAPM and the statistical and macroeconomic APT model, which are the
main models applied in our work as presented in chapter four. After the presentation
of the models, we depict a number of empirical studies using these models. Moreover,
the following sections present the theory behind GARCH models as well as their
respective empirical studies. In the same way, there is a theoretical presentation of
unit root and cointegration analysis and the empirical studies that are based on these

techniques and the chapter ends with concluding remarks on the utility of the models.
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2.2 A Review on Asset Pricing Models

A dynamic and healthy stock exchange is considered a crucial factor of a
country’s economy. In a stock exchange stock brokers and traders can trade stocks
and other securities. Some of the roles that a stock exchange can play in an economy
is the raising of capital for businesses or the creation of investment opportunities for
small investors. The operations of a stock exchange can transform investor’s money
into investment. If this investment is profitable, it may give the opportunity to
investors for further investments. Thus, besides the contribution of the stock exchange
in a country’s national economy, there is also a contribution to the investors
individually (Elton et al., 2003).

Based on the notion of the stock exchange, it is obvious that the pricing of
assets is an issue that has been examined in the past and the research continues in the
present with the use of different asset pricing models that will be investigated in our

study.

2.3 The Capital Asset Pricing Model (CAPM)

The CAPM has become one of the main tools in the analysis of the risk-return
trade-off of assets and can be considered as a contribution of academic research to
finance. In finance dominates the notion that an investor can earn a higher return for
his investment by taking a higher risk. This feature is what characterises the CAPM. It
asserts that the return for any asset is a positive function of only one variable, its
market beta, which can be defined as the ratio of the covariance between an asset’s
return and the market return to the variance of the market return. The CAPM can be

used in several applications, such as in estimating the cost of capital of firms or
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evaluating the performance of managed portfolios (Diacogiannis, 1994; Campbell et
al., 1997).

The CAPM summarises the concept that the only reason investors would
expect a higher return on an asset, would be to compensate them for bearing the
higher risk associated with this asset. The model is based on the researches of
Markowitz (1952; 1959) and Tobin (1958), which have developed the risk-return
portfolio theory.

According to the CAPM, the mean-variance efficiency of the market portfolio
implies that a positive linear relationship between the ex-ante expected returns and the
market beta exists, and that there are no other variables, except the market beta, that
can have power in the examination of the time-series and the cross-sectional tests of
asset returns (Alexander ef al., 2001).

The development of the CAPM is based on some specific and, simultaneously,

restrictive assumptions. These assumptions are (Diacogiannis, 1994; French, 2003):

1. All investors have homogeneous expectations;

2. All investors are expected to be utility maximisers of future wealth;

3. Utility is represented as a function of return and risk;

4. All investors prefer more return to less and they are risk-averse, as
measured by the variance of the assets’ returns;

5. The variance (or standard deviation) is the measure of security risk;

6. The capital market is in equilibrium,;

7. The deviations from a least squares regression line of the variance of an
asset’s return against this asset’s return follow a normal distribution;

8. There are no taxes;

9. There are no transaction costs (no frictions in the market);
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10. There is a riskless asset, according to the belief of all investors in the
market;

11. Short sales are allowed;

12. Leverage is allowed;

13. Each security has a number of shares that is constant through time; and

14. Fractional shares may be held;

The main implications of the CAPM are that a) there is a linear relationship
between risk (measured by the market beta) and return; b) beta is the only risk that is
related to the return of a security or portfolio, and ¢) the risk premium of the market
index is positive (Diacogiannis, 1994).

Generally, the assumptions above express the notion that the market is
efficient and all potential investors have the same expectations regarding the return
from an investment. Their actions are based on the relationship between risk
(measured by the market beta) and return and there are no other factors that can have
an effect on this relationship. This is one of the reasons that different models were
developed, such as the APT models (Ross, 1976; Roll and Ross, 1980; Chen er al.,
1986; Cheng, 1995) who showed that there are more factors, except the return of the

market portfolio, that may affect the behaviour of security returns.

2.3.1 The Sharpe-Lintner CAPM

As mentioned before, the CAPM represents the relationship between the beta
coefficient (which measures a security’s risk to the market portfolio) and the return of
an asset. In chapter three we present and extensively examine the Sharpe-Lintner

CAPM and its components, as it is the first model that is employed for testing the
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behaviour of stock returns. In order to differentiate the model from later versions we
will name it the “Sharpe-Lintner CAPM” although there were more scholars, like
Treynor and Mossin, that have contributed in the development of the model (French,
2003). The CAPM of Sharpe (1964) and Lintner (1965) was a development on the
mean-variance portfolio models of Tobin (1958) and Markowitz (1952; 1959). The
Markowitz mean-variance analysis is concerned with the allocation of wealth among
the various assets that are available in the market, given that the investor is a utility
maximiser for one specific period of investment. Thus, the CAPM of Sharpe (1964)
and Lintner (1965) utilises the characteristics of an investor’s wealth allocation
decision to derive the equilibrium relationship between risk and return from an
investment on individual assets or portfolios. The model can be represented by the

following linear equation:

E(R,) =Ry +b,(E(R,)~Ry) (1

where E(R,) is the expected return of a security at time ¢, R, is a risk-free rate of

return, b, is the beta of the security at time ¢ and E(R,,) 1s the expected return of the

market portfolio at time ¢. With the assumptions that there are risk-free borrowing

and lending opportunities available in the market and that all consumers can borrow

or lend as much as they like at the risk-free rate of return, R, the efficient set

becomes a straight line, since the expectations and portfolio opportunities are

homogeneous in the market for all investors (Alexander ez al., 2001).
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2.3.2 The Black CAPM

In the absence of a risk-free asset, Black (1972) suggested the use of a zero-

beta portfolio, R_,, as a proxy for the risk-free asset, whose covariance with the return
of the market portfolio is equal to zero (cov(R,,,R,,)=0). Thus, this version of the

CAPM depends upon two factors: A beta coefficient and a zero-beta one. This is the

reason that 1t is called the two-factor CAPM, which can be represented as:

E(Rit) = E(th) + bit[E(Rmt )— E(th )] (2)

Moreover, the two-factor model of Black (1972) explains that the equilibrium
expected return of an asset is a function of the market beta, which is defined by the

return on the market portfolio, R ,, and a second factor, defined by the return on a

mt >

zero-beta portfolio, R, which is uncorrelated with the market portfolio (Campbell et

2t

al., 1997). If E(R,,) is equal to zero, it implies that the traditional CAPM holds.

The zero-beta portfolio plays the role equivalent to the risk-free rate of return
in the traditional Sharpe-Lintner model, when there is a relaxation from one of the
assumptions of the traditional model, that 1s the relaxation of the assumption that

riskless borrowing and lending opportunities are available (Black et al., 1972).

2.3.3 The Consumption-based CAPM

The Consumption-based CAPM (CCAPM) is a single-beta model, which was
developed by Breeden (1979), based on the concept of the Intertemporal CAPM

(ICAPM) of Merton (1973). ICAPM states that the expected excess return of an asset
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is given by a multi-beta version of the CAPM. This number of betas is equal to one
plus a number of variables e.g. the labour income or the prices of consumption goods,
which are needed in order to explain the features of the investment set. And because
of the fact that these variables cannot be easily identified, the model cannot be easily
applied in empirical tests (Breeden, 1979).

This is the main reason that this multi-beta model was modified into a single-
beta one, where the expected excess returns of an asset is proportional to its beta with
respect to the aggregate real consumption rate. This is also the main difference with
the standard CAPM: the betas of assets are measured in relation to the changes in the
aggregate real consumption rate and not in relation to the market. The CCAPM can be

represented as follows:

E(R,) =R, +b,[E(R, ~R,)] )

where all the variables are familiar with the standard form of the CAPM, except from

R

ct 2

which is the return on every portfolio whose total dividend is equal to the

aggregate consumption ¢ and b_,, which is the beta of asset i with respect to the

it >
portfolio paying aggregate consumption.

We should mention here that, like in the case of the standard CAPM, if a
riskless rate of return does not exist, then a zero-beta model is derived. In the case of
the CCAPM, investor’s wealth is not directly relevant to stock returns and one does
not need to worry about defining the exact market portfolio. On the other hand, in
order for the CCAPM to be employed by researchers, one must estimate the aggregate

consumption and its changes. The empirical studies of Lucas (1978), Breeden (1979),

Grossman and Shiller (1981), and Hansen and Singleton (1982; 1983) showed how a
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simple relationship between consumption and asset returns can capture the
implications of a complex multi-factor asset pricing model. But the truth is that the
CCAPM has failed perhaps the most important test of all, which is the test of time.
More than twenty-five years after the development of the CCAPM, almost all applied
work in finance still uses portfolio-based models to correct for risk, to explain the
anomalies of the market and/or to produce cost of capital estimates (Campbell and
Cochrane, 2000).

The CCAPM does poorly in practice relative to other factor models that use
different risk factors. A CCAPM could hold in many cases, but there is evidence that
the CAPM outperforms the specification of the CCAPM, and that multi-factor
extensions of the standard CAPM perform even better (Campbell and Cochrane,
2000). In the following sub-section the conditional CAPM is presented, which has
developed a separate theory on its own after several significant applications in finance

(see: Pettengill ef al., 1995).

2.3.4 The Conditional CAPM based on Up and Down Markets Distinction

In 1974, Levy made a suggestion regarding the computation of betas for bull
and bear markets separately. This concept was originally tested by Fabozzi and
Francis (1977). They estimated betas over the bull and bear markets and the results
showed no sign of beta instability. Later, Fabozzi and Francis (1978) suggested that
the downside risk, which is measured by the beta reflecting the bear market, is a more
valid measure of portfolio risk than the single beta of the standard version of the
model.

Kim and Zumwalt (1979) examined the variation in the returns of portfolios in

up and down markets and the results showed similarities with those of Fabozzi and
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Francis (1978). Specifically, Kim and Zumwalt (1979) found that the downside risk is
a more valid measure of risk than the standard single beta. Chen (1982) also found the
same results regarding the significance of downside risk.

In their study, Pettengill et al. (1995) suggested that when realised returns are
used in an analysis, the relationship between the systematic risk and the expected
returns is conditional on the excess return of the market. The model employed in their

research in order to complete the cross-sectional analysis was the following:

R, =a, +a,Db, +a, (1-D)b, +e, 4)

where D =1, if (R, ~R,)>0 (the market excess return is positive) and D=0, if
(R,, — R;) <0 (the market excess return is negative).

Their results showed a positive (negative) relationship between betas and
returns during an up (down) market. Later empirical studies, based on the work of
Pettengill et al. (1995), came to similar results regarding the significance of beta in
bull and bear markets (Crombez and Vander Vennet, 2000).

All the models presented above are some of the most popular capital asset
pricing models applied in finance. The major reason that several versions of the
CAPM were developed, was its poor performance in the explanation of the behaviour
of assets returns to a significant degree. These inferences led to the critiques on the

model, which are presented in the next section.
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2.4 The Critiques on the CAPM

Roll (1977) criticised the empirical applications of the CAPM on the basis that
they are mean-variance tautological and that the market portfolio is unobservable.
That is, suppose that the index used in the model is not the “market portfolio” but
some other portfolio that lies on the efficient set. Then, there will always exist a linear
relationship between the expected return of an asset and its beta with this efficient
portfolio. Portfolios, which are uncorrelated with the index portfolio, will have a zero
beta (though they may have specific risk), and the expected return on the index will
have a beta equal to one. All assets’ expected returns would lie on the straight line
between these two points. The only test of the CAPM is whether the index portfolio is
efficient. Does this mean that the CAPM should not be applied in tests? The answer is
negative, since the index portfolio we chose may not have been the market portfolio,
as the returns of all possible investments are unobservable. In summary, Roll’s (1977)
critique claims that the CAPM cannot be tested.

Other studies suggested that the CAPM was miss-specified in that additional
factors could explain the variability of stock returns. Basu (1977) identified the
earnings-to-price (E/P) ratio as an explanatory variable: low E/P ratios can predict
higher returns. Fama and French (1988) found that dividend yields are good predictors
of long horizon returns: high dividend yields are able to predict higher returns. Banz
(1981), Reinganum (1981) and Fama and French (1992) described a size effect in
security returns: small firms returns are higher than those predicted by the CAPM.
Fama and French (1992) also claimed that the CAPM is miss-specified in the US
stock market as, during the period between 1963 and 1990, beta does not explain the

cross-section of expected returns, but size and book-to-market ratio do.
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2.5 The CAPM and the Anomalies of the Market

Although initial empirical studies supported the CAPM (Black ef al., 1972;
Fama and MacBeth, 1973), subsequent research has shown that market beta does not
carry a risk premium (Reinganum, 1981). Furthermore, other variables like the market
value of equity (MVE) ratio, the earnings-to-price (E/P) ratio and the book-to-market
(B/M) equity ratio have been reported to have explanatory power beyond market beta
on the returns of assets (Banz, 1981; Basu, 1983; Rosenberg ef al., 1985). All these
variables have commonly been regarded as anomalies or characteristics of the
market, as they do not have a clear role in the formation of an asset pricing model.

Fama and French (2003) in their work have shown that the standard CAPM
cannot explain stock returns. As the CAPM has so many assumptions and the failure
of one of them threatens its validity, the results of Fama and French (2003) should not
surprise anyone. According to the CAPM, expected stock returns are assumed to be
constant for any period of analysis. If this assumption does not hold — the expected
returns of stocks are time-varying — the returns of stocks or portfolios can be
determined by the covariance with other variables that can explain the behaviour of
stock returns and not only by the covariance with the return of the market (Merton,
1973; Campbell, 1993). The results of Campbell and Vuolteenaho (2004) were similar
to the above, that is the time-variation of expected returns is related to the failure of
the CAPM.

In their study, Fama and French (1989) argued that stock market returns can
be predicted. These results contrast the market efficiency hypothesis of Fama (1970).
Fama and French (1992; 1993) reported that value stocks, stocks of high B/M value
ratio, can have higher expected returns than growth stocks, which are stocks of low

B/M value ratio. Other scholars showed that the momentum strategy of buying the
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past winners and selling the past losers can have positive results for the investors
(Jegadeesh and Titman, 1993).

Scholars who believe in the efficiency of the market argued that these market
characteristics (anomalies) are possible examples of data snooping, that is a set of
macroeconomic variables is likely to have an effect on stocks returns for a specific
period of time. But, in this case, there must always be a persistence effect, in order for
the investors to achieve abnormal returns. Bossaerts and Hillion (1999) showed that
although there are variables that can predict stock returns in-sample, the out-of-
sample results were quite different. The results of Malkiel (2003), using US data,
showed that there is no evidence of persistence and there might be strong efficiency in
the stock market as the abnormal returns disappear quickly. Of course, data snooping
is not the only possible reason for the prediction of stock returns. Jegadeesh and
Titman (2001) showed in their results that momentum strategies were persistent
during the last decade and gave profitable results, while Campbell (2000) found that
there are some variables in a stock market that can really predict abnormal returns.

From the above, we can understand that scholars believe that several theories
of modem finance should be developed and examined from the beginning (Shiller,
2003). Although there are different results from different analyses, the common
interest of economists is the predictability of stock returns and not the reasons that led
to the appearances of anomalies in a stock market. Barberis and Thaler (2003) argued
that researchers should first explain the reasons behind the rationality or irrationality
in the stock markets and then try to develop new theories on asset pricing. Campbell
and Cochrane (1999) explained that, during recessions of the economy, investors are
not so risk tolerant and demand a larger premium from their investments, while Fama
(1991) and Campbell and Vuolteenaho (2004) explained that the examination of the

time-variation of stock returns can give more accurate cross-sectional results.
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2.6 The Arbitrage Pricing Theory (APT)

The arbitrage pricing theory (APT) was originally proposed by Ross (1976)
and latter extended by Huberman (1982), Connor (1982), Chamberlain and Rothschild
(1983), Chen and Ingersoll (1983), Chen (1983), Connor and Korajczyk (1988),
Lehmann and Modest (1988), and so on. During that period the APT model had
attracted considerable attention as a testable alternative to the CAPM of Sharpe
(1964), Lintner (1965) and Black (1972).

Specifically, the APT model can be considered as an alternative concept to the
CAPM for explaining risk and return in the market. APT has two claimed advantages
over the CAPM (Alexander ef al., 2001): a) Its assumptions on investor preferences
towards risk and return are less restrictive and b) it is argued that APT is empirically
testable. Although these assumptions hold in several markets under investigation,
there is still some dispute regarding the empirical verification of APT.

The APT assumes that security returns are generated by a “multi-factor”

model, which is linear (Elton et al., 2003);

R,=a, +b,F,+b,F, +..+b,F, +e, (5)

kt* mt

where the betas, b_, are the sensitivities of each security to the factors, while the e,
are the firm-specific components of the return. F), to F,, are proxies for new

information about e.g. macroeconomic variables such as industrial production,
inflation, interest rates, oil prices, and so on. In other words, it is believed that all
security returns depend on the movements in these factors.

The APT model is a way to improve upon the CAPM, especially in light of the

evidence on CAPM’s poor performance in describing expected returns. APT, as a
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factor model, specifies that the return on each risky investment is determined by: a) a
relatively small number of common factors, which are proxies for those factors in the
economy that affect a large number of different investments, and b) a risk component
that is unique to the investment.

The APT rests on fewer assumptions than the CAPM. The assumptions for the
APT are: a) returns can be described by a factor model, just like the one presented
above; b) there are no arbitrage opportunities, and c¢) there is a large number of
securities, so it is possible to form portfolios that diversify away the firm-specific risk
of individual stocks (Alexander et al., 2001; Elton et al., 2003). The big question
regarding the APT model is what exactly these “factors” that influence stock returns
are. There are at least two major approaches so as to answer this question: The
statistical and the macroeconomic approach (Diacogiannis, 1994).

“Factor analysis” 1s a statistical technique which determines the factors in the
data and explains the existing covariance between stocks in the sample. For example,
Roll and Ross (1984) found that there are 4 or 5 factors that can explain the behaviour
of stock returns. They also found that as the number of securities included in the
analysis increases, so does the number of significant factors. It is important to mention
that there is no good way to associate any of the estimated factors with any underlying
theoretical constructs. This means that there is no clear economic interpretation for
any of the empirical results (Campbell et al., 1997).

Regarding the macroeconomic version of the model, the problem with this
approach is that there is no theoretical reason or identification for any of the factors
involved. This approach, however, hypothesizes that certain factors are important,
based on theoretical considerations, and uses these factors to price the variation of
stock returns. For example, Chen ef al. (1986) used unanticipated changes in four

variables as the factors that affect stock returns: a) the difference in the yield on long-
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term and short-term treasury bonds; b) the rate of inflation; ¢) the difference in yields
on BB-rated corporate bonds and treasury bonds, and d) the growth rate in industrial
production.

The problem with the macroeconomic approach of the APT model is that it is
difficult to know if someone has a priori chosen the right factors, no matter how
interesting the results of the model might be. This approach is best used by individuals
who believe that APT holds and they think they know what type of risk factors the
market prices. This makes the theory easy to use, but almost impossible to test

(Diacogiannis, 1994).

2.7 A Review of the Empirical Studies of the CAPM and its
Variations

Many empirical tests have been applied for the examination of the
implications of CAPM, using historical rates of returns of securities and historical
rates of return of a proxy for the market portfolio. Some early researchers on the topic
were: Lintner (1965), Douglas (1968), Jacob (1971), Black et al. (1972), Miller and
Scholes, (1972), Blume and Friend (1973) and Fama and MacBeth (1973). In order to
solve the problem of error biases, Blume (1970), Friend and Blume (1970), and Black
et al. (1972) grouped stocks into portfolios. The results showed that estimates of beta
for diversified portfolios are much more precise than estimates for individual stocks.
In other words, this was a method for the reduction of the error-in-variables problem.

In the late 1970s, new empirical studies contradicted even more the Sharpe-
Lintner version of the CAPM (Breeden, 1979). There was solid evidence that much of
the variation in expected returns was unrelated to market beta. The first major

argument against the validity of the CAPM was Basu’s (1977) evidence that when
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common stocks are sorted based on E/P ratios, future returns on high E/P stocks are
higher than predicted by the CAPM.

Banz (1981) reported a size effect, which meant that, when stocks are sorted
on market capitalisation, average returns on small stocks are higher than predicted by
the CAPM. Rosenberg ef al. (1985) argued that stocks with high B/M value ratio have
high average returns that are not captured by the beta of the market. Finally, Bhandari
(1988) showed that the high debt-equity ratio is associated with returns that are too
high relative to their betas. Additionally, Chan er al (1991) found a strong
relationship between the B/M value ratio and stock returns in the Japanese stock
market. Capaul ef al. (1993) have shown a similar B/M value effect in four European
stock markets and the Japanese market.

Fama and French (1992) reported the significance of size and B/M value ratio
in the explanation of the behaviour of the US stock returns. In other words, size and
B/M value ratio tended to explain the cross-section of average stock retums.
Specifically, Fama and French (1992) claimed that the CAPM is miss-specified in the
examined period between 1963 and 1990 because a) beta does not explain the cross-
section of expected returns, while b) a combination of size and B/M value seemed to
explain average returns. Fama and French (1996) reached similar conclusions with the
use of a time-series testing approach.

Fama and French (1993) suggested a three-factor model so as to explain the
expected returns of stocks. The three independent variables used in the model were a)
the expected premium on the excess return of a broad market portfolio; b) the
expected premium on the difference between returns on a portfolio of small stocks
and the returns on a portfolio of large stocks and c) the expected premium on the
difference between the returns on a portfolio of high B/M value stocks and the returns

on a portfolio of low B/M value stocks.
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Furthermore, Kothari ef al. (1995) found that betas estimated from annual
rather than monthly returns produced a stronger positive relationship between average
returns and beta. Jagannathan and Wang (1996) examined whether the cross-section
of returns can be explained by a conditional CAPM, that is, where betas and expected
returns are allowed to vary over the business cycle. They reported that, when betas
and returns are allowed to vary over time, by assuming that the CAPM holds period
by period, the size effect, according to the findings of Fama and French (1992), is
much weaker. Additionally, when a proxy for human capital is included in the return
on aggregate wealth, the size effect vanishes.

Based on Black’s (1972) version of the CAPM, Gibbons (1982), Stambaugh
(1982) and Shanken (1985) have tested CAPM by first assuming that the market
model is true, that is, the return of an asset is a linear function of a market portfolio
proxy. Specifically, Stambaugh (1982) estimated the market model and, with the use
of the Langrage multiplier test, found evidence supporting Black’s (1972) CAPM.

A very interesting study during that period was the one by Kim and Wu
(1987). Based on the concept of the standard CAPM, they developed a multi-factor
version of the model. Specifically, they employed a CAPM-based model where
factors from macroeconomic variables were added. The aim of the study was to heal
the misspecifications of the statistical APT model, as it 1s not entirely able to give to
the derived factors a proper economic meaning for the explanation of stocks’
behaviour. The study used US data for the period 1959—-1985 and the model was
applied on individual stocks and portfolios. The results showed that there were three
factors (related to production, investment and employment) at least, which played a
major role in the explanation of stock returns and the most interesting part was that

the measure of market return (the market beta) was not one of them.
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In the paragraphs that follow there is a presentation of more recent empirical
studies — studies that took place during the 1990s but mostly after the millennium.
Particularly, MacKinlay (1995) examined the validity of the CAPM by employing its
standard form and alternative multi-factor models. The results showed that alternative
models can be useful in comparison to the traditional CAPM, although these models
cannot significantly explain the deviations from the CAPM.

Fletcher (1997) examined the conditional relationship between beta and return
in the UK stock returns. The results were insignificant regarding the unconditional
relationship between beta and returns, while, when the data sample was divided into
sub-periods, according to whether there is an up or down market — the excess market
return is positive or negative — based on the study of Pettengill et al. (1995), there was
a significant relationship between stock returns and market beta.

Ramchand and Susmel (1998), using an International CAPM (ICAPM),
examined the relationship between stock returns and a world index for ten stock
markets. These results for the six markets gave evidence that the world market beta is
a non-linear function of domestic volatility. The results also showed that, for the
Pacific and North American markets, the beta coefficient is time-varying, while, in
most of the European markets, the world market beta is not related with the domestic
market’s volatility.

Heston et al. (1999) investigated whether beta and size have the ability to
explain the variation in the returns of 12 European countries between 1980 and 1995.
The results showed that returns are positively related to beta and negatively related to
the size of firms. Additionally, Hodoshima et al. (2000) examined the relationship
between stock returns and beta by employing cross-sectional regression tests. The
results of the regression without differentiating positive and negative market excess

returns gave flat relationships between stock returns and beta, while, by differentiating
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between positive and negative market excess returns (Pettengill et al., 1995; Fletcher,
1997), there were significant conditional relationships between returns and beta.
Specifically, the conditional relationship between the stock returns and beta was more
robust when the market excess return was negative than positive in terms of goodness
of fit of the model under examination.

Gonzalez (2001) examined the CAPM in the Caracas Stock Exchange using
data for the period between 1992 and 1998. The results of the analysis showed that the
CAPM has not any explanatory power in assessing the financial performance of the
local market, while the APT model showed that there are factors that can be used in
the explanation of stock returns.

Connor and Sehgal (2001) investigated the Fama and French (1993) three-
factor model on stock returns for the Indian market. The results showed that the
market beta, the B/M value ratio and the market value (size) influence the market. In
other words, these factors explained the cross-sectional mean returns, while the
market factor did not have such power by itself. On the other hand, the results were
quite different regarding the influence of these factors on earnings and this was the
reason that there was no accurate link between the factors on earnings and the factors
on stock returns. Overall, the results of this study support the validity of the Fama and
French (1993) three-factor model.

Lam (2002) examined the relationship between stock returns and a set of
factors, namely, the market beta, the leverage, the size of firms, the B/M value ratio
and the E/P ratio in the Hong Kong stock market for the 1984—1997 period. The study
showed that the size of firms, the B/M value and the E/P ratio captured the variation
of average stock returns. On the contrary, the market beta seemed to be weak in the

explanation of stock returns behaviour.
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Lau ef al. (2002) investigated the relationship between stock returns and beta,
size, cash flow-to-price ratio, E/P ratio, B/M value ratio and the growth of sales in
Singapore and Malaysia. They used monthly data of stock returns for the period
1988—1996 and their inferences gave evidence of a conditional relationship between
the returns of stocks and beta for both countries and, specifically, during the months
with positive market excess returns, there was a positive relationship between the
variables. The alternative occurred for the months with negative market excess
returns. The results have also shown a negative relationship between stock returns and
size for both countries, while, for Singapore only, there was a negative relationship
between stock returns and the growth of sales. Finally, for Malaysia the results have
shown a positive relationship between the returns of stocks and the E/P ratio. The
main conclusion was that emerging markets such as the ones under examination,
present similarities and differences in comparison to developed markets, like the US
one.

Tai (2003) employed the ICAPM so as to investigate if the existence of pricing
anomalies represented compensation for bearing extra-market risks by allowing for
both time-varying first and second moments of asset returns. The MGARCH-M
model was used in the analysis, as it does not only allow both the first and second
moments of asset returns to be time-varying, but also links the conditional covariances
to the conditional expected returns. The results gave significant evidence of the
validity of the model with the use of the MGARCH-M model,}‘vhile the unconditional
version of the model gave poor results.

Chen (2003) compared the traditional CAPM with the CCAPM, so as to
analyse which of the two coefficients — the market or the consumption beta — is a
better measure of risk. The data sample used was seven financial market sectors in the

emerging Taiwan stock market. The results of the analysis showed that, while the
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consumption beta is a better measure theoretically, the traditional CAPM is proved to
be a better model in the prediction of assets’ returns.

Carmichael and Samson (2005) applied a linear factor model so as to analyse
the relationships between the returns of assets from the Toronto Stock Exchange and
the Canadian bond market and two observable risk factors. The market portfolio was
used as proxy in the model, according to the theory of CAPM, and the consumption
growth, according to the theory of the CCAPM. The results showed that the market
risk premium explained a significant part of the assets, while the consumption risk
premium had a reduced impact on the assets under examination.

Ng (2004) applied an International CAPM that nested the standard CAPM, the
International CAPM and the Dynamic CAPM. The model’s performance was
acceptable as far as the explanation of the average foreign-exchange and stock market
returns in the US, Japan, Germany and the UK is concerned. However, it was evident
that the model was not better in comparison to the traditional form of the CAPM, as
they both failed in the prediction of average returns on portfolios of high B/M value
stocks.

Drew et al. (2004) investigated whether idiosyncratic volatility was priced for
stocks in the stock market of Shanghai. The results have shown that volatility was
priced and, after a comparison between a multi-factor model and the standard CAPM,
it was evident that the multi-factor model explained to a higher degree the returns of
stocks. Moreover, they suggested that the size of firms and the i1diosyncratic volatility
should be used as proxies of systematic risk when an asset pricing model is employed.

Tang and Shum (2004) investigated the relationship between expected returns
and risk in the stock exchange of Singapore for the period between 1986 and 1998.
The results presented a weakness of market beta in the explanation of stock returns,

but, when a conditional methodology of up and down markets was employed, there
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was a significant performance from the market beta — a significant positive (negative)
relationship between beta and stock returns when the market excess returns were
positive (negative). Finally, they suggested that other variables should also be added
in such studies as beta is not the only factor capable of explaining the cross-sectional
variation of stock returns.

Wang (2004) investigated the stock market of China for the period between
1994 and 2000. The results have shown that the market beta, the size of firms and the
B/M value ratio did not have any power in the explanation of stock returns behaviour.
In other words, the study presented evidence of rationality in the Chinese stock
market. Moreover, Ho et al. (2005) investigated the pricing of beta, B/M value ratio
and size of firms under conditions of up and down markets in the Hong Kong stock
exchange. The results of the study showed that the three factors were significantly
priced under these conditions. It is interesting to mention that, during that time, this

conditional analysis was the first for the Hong Kong stock market.

2.8 A Review of the Empirical Studies of APT Models

The APT model of Ross (1976) was a breakthrough in the development of
specific multi-factor models for the explanation of the variation of asset returns. In this
section we present past and recent studies which are based on the theory of arbitrage
pricing. Roll and Ross (1980) investigated the US stock market using the statistical
specification of the APT model. The data sample was daily stock returns and the
period of analysis extended from 1962 to 1972. The maximum likelihood estimation
was used in the application of the model and the results showed that there were at least
three priced factors for the period under examination. The study of Roll and Ross

(1980) was one of the main studies that our work was based on so as to apply the
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statistical APT model in the ASE. The results of our tests, presented in chapter four,
show that there is a number of significant factors that can explain the behaviour of
portfolio returns during the whole period and the sub-periods under examination.

Chen (1983) also examined the US stock market for the period 1963—1978 by
applying the statistical APT model using maximum likelihood estimation. The data
sample needed for the analysis was daily stock returns and, after the application of the
APT model, it was compared with the CAPM. The results showed that the APT model
performed quite well, a result also similar to the results of our work. Alternatively,
Chen et al. (1986) used a number of macroeconomic factors so as to examine the
validity of the model for the US stock market. The period used for the analysis
extended between 1953 and 1983. The results gave evidence of several priced
macroeconomic variables, which means that they played a significant role in the
explanation of the behaviour of stock returns. It is important to mention that both the
stock market index and the variable of aggregate consumption gave insignificant
results.

Faff (1988) employed a statistical APT model in the Australian stock market
so as to examine possible derived factors. Based on the studies of Chamberlain and
Rothschild (1983) and Beggs (1986), principal components analysis was used for the
derivation of factors. After the application of the APT model, it was compared with
the standard CAPM and the results were mixed for the period between 1974 and 1985.

Additionally, Chen and Jordan (1993) examined the power of the statistical
and the macroeconomic APT model in the US stock market using monthly returns for
the period between 1971 and 1986. The results of the analysis exhibited small
differences between the models but it is important to mention that, during the
application of the Davidson and MacKinnon (1981) method for the comparison

between the models, the results of Chen and Jordan (1993) were the same with the
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results of our study, that is the statistical APT is a better model compared to the
macroeconomic APT model.

Furthermore, Clare and Thomas (1994) investigated the cross-sectional
variation of stock returns using two different methods of ordering stocks into
portfolios. The period of analysis extended from 1983 to 1990 for the UK stock
market and the results of the tests showed that only two factors were priced while
ordering stocks according to size. On the other hand, more sources of risk (more
macroeconomic variables) were found to be priced while ordering stocks according to
beta. These statistical inferences might be a reason of the differences in the spread of
returns and risk between the two methods of portfolio formation.

Cheng (1995) investigated the relationship between a set of factors derived
from factor analysis and a number of macroeconomic variables. The study was applied
on UK data for the period between 1965 and 1988 using monthly stock returns.
Canonical correlation analysis was employed so as to examine the link between the
factor scores of the security returns and the factor scores of the macroeconomic
variables. The results showed that stock returns were positively correlated with several
macroeconomic variables while there was also a small negative correlation between
stock returns and some of the variables.

Diacogiannis and Diamandis (1997) developed three multi-factor risk-return
models based on Ross’s (1976) APT model. These models could use factors generated
from a number of observable macroeconomic variables. The interesting part of this
analysis was to help scholars investigate the possible pricing of risk premia in a
market, using a sample of securities and a set of macroeconomic variables.
Furthermore, Antoniou et al. (1998) examined the validity of the APT model in the
UK stock market. They used two data samples of stock returns and the inferences of

the study exhibited three variables that influenced both samples: the supply of money,
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the inflation rate and the excess return of the stock market, results that are also
partially evident in our work for the ASE presented in chapter four.

Zhou (1999) investigated the best combinations of economic variables that can
forecast stock factors. Based on previous studies (Chen et al., 1986; Fama and French,
1993) they compared a five-, a four- and a three-factor model, so as to examine which
is the best forecasting model and if the number of variables play a major role in the
validity of the models. The results showed that the three-factor model was the one that
had the best out-of-sample performance.

Fifield er al. (2000) examined the influence of local and world factors on a
number of emerging stock markets (ESMs) including the stock markets of Hong
Kong, Mexico, India, Greece and Turkey, during the period between 1987 and 1996.
Some of the variables employed for the analysis were the inflation and money supply,
as the local factors, and the world market return and world inflation, as world factors.
After the application of factor analysis on the macroeconomic variables, the derived
factors were used as independent variables in a series of multi-factor regressions so as
to examine whether they can explain the behaviour of the indices of the ESMs. The
results of the regressions showed that a selective number of world and local variables
exhibited a significant influence on stock returns, but, because of the fact that the total
variance explained from the factor analysis was relatively small, it was suggested that
more variables should be used in similar tests.

Bilson et al. (2001) examined if a set of macroeconomic variables had
explanatory power over stock returns in emerging markets. The results gave evidence
of the existence of relationships between the variables but the influence of the factors
was relatively poor. Additionally, Garcia and Bonomo (2001) investigated the
Brazilian stock market by applying a conditional CAPM and APT model for the

period between 1976 and 1992. The results showed that the APT model performed
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better as it included a factor that captured the risk of inflation and proved to be
important in the pricing of portfolios.

Fletcher (2001) investigated if conditional asset pricing models are adequate to
explain the UK stock returns predictability. The results gave evidence of the adequacy
of a domestic APT model to explain a significant part of predictability in stock returns
and performed better than the domestic CAPM. There is also evidence of a better
performance of domestic asset pricing models in comparison to their international
ones.

Finally, Cauchie et al. (2004) compared the statistical and the macroeconomic
APT model using monthly data from the Swiss stock market between 1986 and 2000.
The results showed that the statistical APT model provided more robust results in the
explanation of stock returns behaviour, a result which is also similar to the results of
our work. Moreover, stock returns in the Swiss market are influenced by both local

and global factors.

2.9 A Review of the Empirical Studies of Asset Pricing Models in
Greece

In the present section we present a brief number of studies that examined the
risk-return relationship in the ASE.

Karanikas (2000) examined the cross-sectional relationship between firm-
specific characteristics and average stock returns in the ASE having as independent
variables the capitalisation size, the B/M value ratio and the dividend yields for the
period 1991-1997. After using the Fama and Macbeth (1973) methodology with the
adjustments of Shanken (1992) in order to avoid the error-in-variables problem, a
statistically significant relationship between the B/M value ratio, the dividend yields

and the average stock returns came as the main results of the analysis. Specifically,
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the performance of the B/M value ratio was not changeable by the inclusion of other
variables during the tests and had the strongest influence on average stock returns in
comparison to the dividend yields and the market capitalization.

Diacogiannis et al. (2001) investigated the pricing of possible risk premia in
the ASE by applying a different form of APT model, which used observable
macroeconomic and financial variables for the construction of the factors used in the
analysis. They used quarterly data for the period 1980—1992 and the results showed
the existence of two, at least, common factors for the 1980—1986 and the 1986—1992
sub-period under examination. The main conclusion of the study was that the variables
had an effect on the pricing of risk premia. Furthermore, the results of the tests showed
that, with the use of a significant number of observed variables, the tests based on
factor analysis may give very interesting results regarding the behaviour of portfolios
and individual stocks.

Theriou et al. (2005) examined the cross-sectional relationship between risk
and return in the ASE during the period 1993—2001. They investigated whether there
are anomalies in the Greek stock exchange by testing the CAPM and by constructing a
model using firm-specific factors which were the B/M value ratio and the size (market
value) of firms. The results of the tests showed the inability of the CAPM to explain
the behaviour of monthly stock returns (the market beta was insignificant), while, in
contrast to the CAPM, the firm-specific factors were statistically significant. This is
evidence that there are firm-related factors which can influence the behaviour of stock
returns.

Furthermore, Michailidis et al. (2006) examined the CAPM 1n the ASE during
the period between 1998 and 2002. The data sample consisted of 100 listed stocks and,
in order to enhance the precision of the beta estimates, the stocks were grouped into

portfolios. The results of the tests did not verify the validity of the model. However,
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the linear structure of the CAPM is supported, an inference that is similar to the results
of our work.

Finally, it is important to mention that there is a number of studies that have
employed the standard CAPM or variations of it in the ASE (Theriou et al., 2004a;
2004b) and there are other studies that have investigated for seasonal anomalies, that is
the holiday effect in the ASE (Coutts er al., 2000) or used econometric models on
specific time series such as the ASE composite index (Chortareas et al., 2000) but
these studies have not compared the CAPM with different forms of APT models.
Moreover, these models have not been recently investigated with the use of high

frequency data (daily stock returns) which will be used during the application of

(G)ARCH models.

2.10 (G)ARCH Models and Conditional Variance

2.10.1 Unconditional and Conditional Variance in Stock Returns

The distinction between unconditional and conditional variance has a
significant empirical impact, especially in financial econometrics. First of all, one
should consider how stock prices are determined. The rational valuation formula

states that the price of a stock at time t, P, , is the expected discounted present value of

future dividend streams:

F = Et{ibml)m:l (6)

i=l

where E, is the expectation formed at time ¢, D,,, is the dividend in period ¢ +i and

t+i

b,,; is the factor that discounts to the present dividends that are received at some
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future time. Specifically, b,,, is a function of the risk-free rate and a risk premium,

+
which can explain the risk of expected returns (Cuthbertson, 1996). An increase in
perceived risk leads to a decline in the stock price, so that the return of the stock
declines. It is obvious from the above that the risk from an investment directly
impacts upon the price of a stock.

A possibility for the assessment of risk is related to the variance of the forecast
errors of stock returns. It should be mentioned that the variance is assessed at time ¢,
which means that it is conditional on time ¢ information. If there is an increase in the
conditional variance there will be an increase in the risk premium and the stock price
declines. It is obvious that a model could be developed, which would estimate the
conditional variance of the forecast errors of returns.

Engle (1982) developed the ARCH model, which has the ability to model the
conditional variance of errors. It was firstly used in the examination of whether the
variance of inflation in the UK was higher in some periods than in others. There was
also the separation of the predictable (mean) movements in inflation from the
unpredictable (residuals) ones. The purpose of the application of the model was to
make the variance of the residuals predictable (Engle, 2001). The shocks have an
autoregressive characteristic, which means that volatility is based on past values of
shocks and this is the reason that Engle’s (1982) model allows the conditional
variance to vary over time driven by past shocks. Later, the ARCH model, and its

variations, were used in asset pricing, hedging and other popular areas of finance.

2.10.2 The Contribution of Econometrics in the Field of Finance

Financial time series are often available at a higher frequency than other time

series (that i1s macroeconomic time series such as the inflation rate) and exhibit a
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statistically significant correlation between observations whose values are at a large
distance (Susmel and Engle, 1994; Tay and Zhu, 2000). Another characteristic of the
financial time series is the time-varying volatility, or the heteroscedasticity, of time
series (Bollerslev et al., 1988; Booth ef al., 1997, and for a survey of studies on
finance Bollerslev ef al., 1992; Bera and Higgins, 1995). In this case the time series,
that is of returns from investing in a financial asset, contain periods of high (low)
volatility followed by even higher (lower) volatility periods, independent of the sign
(the volatility clustering phenomenon).

During the last decades several studies have examined the “conditional
variance” of time series (Engle, 1982; Bollerslev, 1986; Engle et al., 1987). In other
words, they have investigated the phenomenon of heteroscedasticity, which is usual in
the case of financial time series. As it is already mentioned, the ARCH model
developed by Engle (1982) provided a precise way of investigating the volatility issue
of economic variables, and it was initially used to model inflation. Friedman (1977)
had tested the hypothesis that higher inflation is more volatile. Using data from the
UK as sample for his analysis, Engle (1982) supported Friedman’s (1977) hypothesis
of the volatility of inflation by applying the then innovative ARCH model.

Chapter three presents Engle’s (1982) ARCH model and its most popular
variations are examined: The GARCH model of Bollerslev (1986), the ARCH-in-
mean (ARCH-M) model of Engle et al. (1987) and Nelson’s (1991) Exponential
GARCH (EGARCH) model. These models are employed in our empirical tests and

the results are presented in chapter five.
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2.11 The Sources of ARCH Effect

There are several reasons for the presence of ARCH effects in a series under
examination and one of these possible explanations is the existence of a serially
correlated news arrival process. Interpreting shocks as news means that the “news
arrival process” is serially correlated. For example, especially in financial markets,
information which was not incorporated into asset prices comes to the market in an
“aggregated form” — small (large) changes tend to be followed by smaller (larger)
changes, independent of the sign.

Diebold and Nerlove (1989) confirmed the presence of serial correlation of
news as a reason for the volatility clustering phenomenon. It would be important to
mention the two major forms that we can understand the arrival of news (shocks) and
its effect on a market. According to the first form, information arrives regularly but
may contain surprises that is published information on consumers’ expenditures,
inflation and unemployment are available at specific times of the month or quarter and
may present deviations from what was originally expected. According to the second
form, the arrival of information is not predictive and the shocks are almost
unexpected, like earthquakes and changes in a government’s policy through the year.

News from different parts of the world can affect asset prices significantly at
discrete intervals. Today there are companies that cooperate at an international level
and the financial markets are linked and affect each other, which means that there are
spillover news phenomena from one market to another. These effects can also increase
by the internal market behaviour as traders may iterate to a common view. Engle et al.
(1990) and Ito et al. (1992) examined the serially correlated news arrival phenomenon

and their results confirmed the hypothesis, but their explanations lacked of power.
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It is important to mention that there are several studies that investigated the
reasons for the phenomenon of ARCH as it is the main focus of our tests using
(G)ARCH on asset pricing models in chapter five. Some of the studies are those of Ng
(1988), Giovannini and Jorion (1989a; 1989b), Bollerslev and Domowitz (1991), Ng
(1991), Bodurtha and Mark (1991), Chou et al. (1992), Gallo and Pacini (1998),
Dillen and Stoltz (1999), Kim and Rui (1999), McKenzie et al. (2000), Ortiz and
Arjona (2001), Koutmos and Knif (2002), Morelli (2002), Friedmann and Sanddorf-
Kohle (2002) and Gardeazabal and Regulez (2004). It is obvious that there is an
interest on the examination of ARCH effects and this is also the reason that we

employ the (G)ARCH models in our work.

2.12 A Review of the Empirical Studies of (G)ARCH Models

2.12.1 The Empirical Studies of (G)ARCH Models in Asset Pricing and Stock
Returns Analysis

Most of the studies examining for ARCH effects have found significant results
regarding the capture of conditional heteroscedasticity in stock markets. For example,
French er al. (1987) examined daily S&P stock index data for the period 1928—-1984
in order to capture possible heteroscedastic effects. Akgiray (1989), having as data
indices returns, found significant inferences regarding the effects of volatility
clustering on these indices, while Engle and Mustafa (1992) applied the ARCH
models on option prices. Likewise, Noh et al. (1994) and Nelson (1991) examined the
effects of shocks on the market risk premium and all found similar results: A shock
can affect the variance of stock market returns at a single point at time.

It should be noted here that, for such analyses, models with high orders of lag

lengths are not necessary. For example, models like the GARCH(1,0) and
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GARCH(1,2) are enough for such analyses. Of course, there were cases where higher
orders of lag lengths were used. Bodurtha and Mark (1991) and Attanasio (1991)
applied ARCH(3) models to examine the portfolios of monthly NYSE returns and
monthly excess returns from the S&P 500 index.

Morgan and Morgan (1987) examined the validity of several market models
by applying the ARCH models. Specifically, in their study of the small firm effect,
they found that when correcting for the conditional variance in returns from portfolios
long in small firms and short in large firms, there is a reduction in the coefficients of
market risk and an increase in the coefficients of abnormal returns. Many other
studies followed trying to use market models by applying ARCH processes (Bera et
al., 1988; Connolly, 1989; Diebold ef a/., 1989; Schwert and Seguin, 1990).

The importance of ARCH models in asset pricing was born because of the
trade-off relationship between risk and return from an investment on an asset. For
example, a variation of the ARCH model (a multi-variate GARCH-M model) was
applied to the original CAPM of Sharpe (1964), Lintner (1965) and Mossin (1966) by
Bollerslev et al. (1988) and Koutmos and Theodossiou (1993) employed the standard
GARCH model on the macroeconomic APT model of Chen et al. (1986).

The ARCH-M model developed by Engle et al. (1987) provides a tool for the
estimation of the linear relationship between the return and the variance of an asset.
The model had several applications in asset pricing: French et al. (1987) used it on the
daily S&P index, Chou (1988) on the weekly NYSE value-weighted returns, and
Friedman and Kuttner (1988) for the examination of quarterly US stock indices.
Moreover, Campbell and Shiller (1989) estimated the relative risk aversion parameter
using annual data from the Cowles/S&P index during the 1871-1986 period and a
value-weighted index for the NYSE during the 1926—1986 period. Grossman et al.

(1987) applied the ARCH-M model on the Consumption CAPM and Engel and
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Rodrigues (1989) applied the model on a multi-variate CAPM. The ARCH-in-Mean
model was used in the studies as it directly reflects the presence of the conditional
variance in the conditional mean of the returns.

In contrast to its advantages, there is evidence of a sensitivity of the parameter
estimates in the ARCH-M model with respect to different model specifications as in
the work of Bailie and DeGennaro (1990). They used both daily and monthly
portfolio returns and, by changing the conditional distribution from normal to student-
t, the parameter for the conditional variance entering the mean equation changed from
significantly positive, at the five per cent level, to insignificant and of either sign.
Similar results can be found in the studies of Bollerslev and Wooldridge (1992),
French et al. (1987) and Cocco and Paruolo (1990). Additionally, the problem of
constancy of the linear relationship between the expected return and the conditional
variance in the ARCH-M model has also been under question by several authors. For
example, on introducing additional instruments over the past squared residuals in
estimating the conditional variance, Harvey (1989) reports the coefficient to be
significantly time-varying of either sign, depending on the stage of the business cycle.

It is evident that ARCH models have been successfully applied to the pricing
of individual stocks and options (Jorion, 1988; Choi and Wohar, 1992; Lamoureux
and Lastrapes, 1991, Engle and Mustafa, 1992; Day and Lewis, 1992). Ng (1991)
examined an asset pricing model in which the Sharpe-Lintner CAPM and the zero-
beta CAPM are used as special cases. The model allows the conditional expected
excess returns and the risks to change over time. Significant time variability is shown
in the conditional expected excess asset returns and risks and also in the reward-to-
risk ratio. This paper reports the results of multi-variate tests on a conditional capital

asset pricing model that allows time variation in the conditional expected asset
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returns, asset variances and covariances. The time-varying covariance matrix of asset
returns is assumed to follow a multi-variate GARCH process.

Empirical results based on time-series and cross-sectional tests on beta-ranked
portfolio returns do not reject the conditional efficiency of the market proxy portfolio.
But when tests are based on size-sorted portfolios, the tests suggest rejecting the
model. These results show a consistency with the results of Harvey (1989) and
Schwert and Seguin (1990) but contradict the results of Bollerslev er al. (1988),
Bodurtha and Mark (1991), and Fama and MacBeth (1973).

Bodurtha and Mark (1991) applied the ARCH-M model to formulate a
conditional CAPM with time-varying risk and expected returns using data from the
US stock market. In the conditional CAPM, an asset’s beta is the ratio of the
conditional covariance between the return of the asset and the return of the market and
the conditional variance of the market return. They showed how these ARCH features
can be estimated using the generalised method of moments (GMM). The estimation
strategy offers some concrete advantages over maximum likelihood methods in that 1t
frees the investigator from having to parameterise many features of the ARCH model
that could be of incidental interest only.

Relative to other recent tests of models with time-varying risk and returns, the
results of Bodurtha and Mark (1991) appeared to be more supportive of the
conditional CAPM. Their model differs from the model used by Ng (1991) in several
ways: Ng (1991) used market value weights as data and nested the model of
Bollerslev ef al. (1988) and Harvey (1989), which assumed a constant market price of
risk. It was assumed that the innovations from her model followed a GARCH(1,1),
while Bodurtha and Mark (1991) adopted a third order ARCH process. Another
difference is that Ng (1991) had estimated her model by maximum likelihood, while

they adopted the GMM methodology. Bodurtha and Mark (1991) found strong
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evidence of time variation in the conditional first and second moments of excess stock
returns. The results suggested that monthly and quarterly variability components were
priced in equity excess returns, which is evidence of an information effect
corresponding to the quarterly release of news in possible corporate and governmental
reports of statistical data.

Koutmos and Theodossiou (1993) examined the influence of the standard
GARCH model on the macroeconomic APT in the US stock market for the period
between 1970 and 1988, using similar observed factors with the ones used by Chen ef
al. (1986). The results showed that the conditional heteroscedasticity is evident in the
monthly returns of stocks and the econometric model employed for the analysis gave
accurate estimates of the time-varying volatility of the returns. Alternatively, Dillen
and Stoltz (1999) examined the classic market model using the original ARCH model.
The purpose was to examine the distribution of the residuals under different
assumptions. The research was held on the Stockholm Stock Exchange for a data
sample of 20 stocks. They found that the residuals have a leptokurtic distribution and
that changes in the assumed distribution of the residuals can change the beta
coefficient in comparison to the standard OLS estimation process.

McKenzie ef al. (2000) analysed the phenomenon of large beta observations
so as to understand if this is a result of a response by the market to the arrival of news
or if it is a result of the model when it picks up noise from the mean of the series. For
their analysis they applied a Multi-variate GARCH (M-GARCH) model to generate the
time-varying beta coefficients. They used as investigation sample daily data from the
US deposit taking institutions for the 1976—1994 period. The results of the study

confirmed that the time-varying coefficients of risk are affected by economic factors

which have to be investigated.
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Furthermore, Ortiz and Arjona (2001) examined several Latin-American stock
markets: Argentina, Brazil, Chile, Colombia, Mexico, and Venezuela. They applied
different variations of GARCH models (EGARCH, GARCH-M) in their study. Their
data sample consisted of weekly data between 1989 and 1994. Their results were very
interesting as all the models that were applied in the study did not capture the
volatility of the markets’ series under examination. Specifically, the models rejected
the autocorrelation of the series, the distribution of the residuals was normal in almost
all cases and heteroscedasticity was just rejected for all econometric mod<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>