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ABSTRACT 

This thesis presents a parallel approach to evacuation modelling in order to aid real-time, large-

scale procedure development. An extensive investigation into which partitioning strategy to 

employ with the parallel version of the software was researched so as to maximise its 

performance. 

The use of evacuation modelling is well established as part of building design to ensure buildings 

meet performance based safety and comfort criteria (such as the placements of windows or stairs 

so as to ease people‘s comfort) . A novel approach to using evacuation modelling is during live 

evacuations from various disasters. Disasters may be fast developing in large areas and incident 

commanders can use the model to plan safe escape routes to avoid danger areas. For this type of 

usage, very fast results must be obtainable in order for the incident commanders to optimise the 

evacuation plan along with the software‘s capability to simulate large-scale evacuation scenarios. 

buildingEXODUS provides very fast results for small-scale cases but struggles to give quick 

results for large-scale simulations. In addition, the loading up of large-scale cases are dependent 

on the specifications of the processor used thus making the problem case unscalable. A solution 

to address these shortcomings is the use of parallel computing. Large-scale cases can be 

partitioned and run by a network of processors, thus reducing the running time of the simulations 

as well as the ability to represent a large geometry by loading parts of the domain on each 

processor. This scheme was attempted and buildingEXODUS was successfully parallelised to 

cope with large-scale evacuation simulations.  

Various partitioning methods were attempted and due to the stochastic nature of every evacuation 

scenario, no definite partitioning strategy could be found. The efficiency values ranged from 

230% (with both cores being used from 10 dual-core processors) when an idealised case was run 

to 23% for another test case. The results obtained were highly dependent on the test case‘s 

geometry, the scenario being applied, whether all the cores are being used in case of multi-cores 

processors, as well as the partitioning method used.  

However, the use of any partitioning method will produce an improvement from running the case 

in serial. On the other hand, the speedups obtained were not scalable to warrant the adoption of 

any particular partitioning method. The dominant criteria inhibiting the parallel system was 

processor idleness or overload rather than communication costs, thus degrading the performance 

of the parallel system. Hence an intelligent partition strategy was devised, which dynamically 

assesses the current situation of the parallel system and repartitions the problem accordingly to 

prevent processor idleness and overloading. A dynamic load reallocation method was 

implemented within the parallelised buildingEXODUS to cater for any degradation of the parallel 

system. At its best, the dynamic reallocation strategy produced an efficiency value of 93.55% and 

a value of 36.81% at its worse.  

As a direct comparison to the static partitioning strategy, an improvement was observed in most 

cases run. A maximum improvement of 96.48% was achieved from using the dynamic 

reallocation strategy compared to using a static partitioning approach. Hence the parallelisation of 

the buildingEXODUS evacuation software was successfully implemented with most cases 

achieving encouraging speedup values when a dynamic repartitioning strategy was employed.   
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1 INTRODUCTION   

Large-scale evacuation is the mass movement of thousands or even millions of people [1] from a 

dangerous place, due to the threat or occurrence of a disastrous event, to a place of safety. The 

geometry involved is normally a very large area that can hold a large population such as 

stadiums, towns, high-rise buildings, etc. Very large events such as sports, religious, cultural and 

entertainment events are now regular occurrences. Organisers of these events have the difficult 

tasks of planning the evacuation from such places if any need arises. In recent years both man-

made and natural disasters have impacted on the safety of people which have become important 

issues to consider by transportation professionals [1 - 3], inferring that planning a large-scale 

evacuation has become a necessity [4]. Examples where large-scale evacuations have occurred 

are the evacuation of the World Trade Centre, the evacuation of New Orleans when hurricane 

Katrina hit the US‘ south coastline in 2005 and the evacuation in response to the 2010‘s love 

parade stampede in Duisburg, Germany. Planning and running large-scale trial evacuations can be 

very costly [3, 5], both financially and in the number of people required to perform these test 

evacuations.  These trials must be run a number of times to get a realistic picture of how the 

evacuation was performed: to get the optimal evacuation plan, different strategies and scenarios 

have to be tested. Moreover to physically evacuate a large area, such as part of a city, is not 

feasible and hence no proper evacuation plan can be obtained for these cases.  

During live evacuations, incident commanders may have no idea which evacuation routes will 

lead the evacuees to safety in the shortest time. This is particular the case if these evacuations 

may not be necessarily from a built environment, where an evacuation plan may have already 

been devised, but from any open area which does not require an evacuation plan. In a built 

environment, people tend to evacuate from the exit they entered the domain [6] and if that 

particular route becomes inaccessible due to some damage to it, the evacuees may not be aware of 

alternate exit points. Incident commanders must be ready to cater for all the different scenarios 

that can arise during these evacuations. A solution to remediate all of these problems is the use of 

evacuation modelling. The evacuation model can be linked to CCTV and it is used to dynamically 

modify the procedures. 
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1.1 Evacuation modelling 

For decades, evacuation modelling developers have been designing and improving models that 

can predict evacuation movement and behaviour [6 - 15]. The use of evacuation / pedestrian 

modelling is well established as part of building design to ensure that buildings meet 

performance-based safety and comfort criteria [12, 16 - 22].  During live incidents, incident 

commanders can use evacuation models to test different evacuation scenarios to obtain the 

optimal evacuation plan [23]. To obtain the best evacuation plan, each simulation must be 

performed significantly faster than real-time so that the incident commanders have time to run a 

simulation, analyse the results, modify the scenarios, run the simulation again until the best 

solution is obtained. However, evacuation models such as the buildingEXODUS that discretise 

space and incorporate individual people and their interactions [12, 24] are computationally 

expensive [25].  Computational overheads involved in such simulations may mean that the time 

taken by the processor to run simulations involving very large populations or very large 

geometries (or both) may require several hours.  

The evacuation model‘s predicted time to physically evacuate a geometry is called the simulation 

time and the computational speed of the  processor to simulate the evacuation of that geometry  is 

called the wall-clock time [26]. The wall-clock time should be considerably faster than the 

simulation time to be of any use to incident commanders. Evacuation models which do not use a 

formula to predict the movements of its population, will give out different simulation times at 

every run. This is due to the unpredictibility of the population‘s movement that the model 

promote. On the other hand, in deterministic models; such as in the field of Computational Fluid 

Dynamics, the same simulation times are obtained at every run.  

The simulations of the evacuation of small geometries are usually done in a very short time. For 

example, using the buildingEXODUS evacuation software, the evacuation of 1,000 people from a 

supermarket, with the surface area of 4,000m
2  

required a simulation time of 86.73s and the wall-

clock time to simulate this case was only 3.12s. Here the wall- clock time is over 27 times faster 

than the simulation time. The evacuation of small geometries will not have the need of incident 

commanders planning a live evacuation plan, as usually these evacuations are fairly simple and 

straightforward.  
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On the other hand, large-scale evacuation may need live evacuations plans as incidents are 

unfolding. A good example is the evacuation of the world trade centre (WTC). The 

buildingEXODUS software was used to simulate the evacuation of the north tower of the WTC 

[27 - 29]. This involved a building of 110 storeys and two different target populations, one 

involving approximately 8,200 occupants and the other involving 21,000 occupants.  With a 

population of 8,200, the actual evacuation required around 100 minutes in simulation time while 

with a population of 21,000 the evacuation may required approximately 150 minutes.  Using a 3.6 

GHz Pentium 4 PC with 3.25 GB RAM, these simulations required approximately 25 minutes 

and 120 minutes of wall-clock time respectively.   

Even at four times faster than real time, the 25 minute simulation of the WTC evacuation is not 

sufficiently fast to be of use to incident commanders.  Performance would need to be significantly 

faster than real time before it may prove useful in such applications, hence the need for a parallel 

version. 

1.1.1 Evacuation software for large-scale evacuation 

There are several evacuation models that can simulate large-scale evacuations and several that are 

restricted to simulate only small-scale evacuations. Some examples of models that are capable of 

simulating large-scale evacuations are the buildingEXODUS model (30,000 people in a 60,025 

m2 area [30]), the PedGo software (80,000 people from a stadium [31]), Simulex [32], Legion 

[34, 35] and STEPS can simulate evacuations from stadiums [12, 33]. Some of the models which 

can only handle small-scale evacuations are the GridFlow model (can support up to 5,000 

occupants [12]) and the EXITT model (can only simulate evacuations from residential buildings 

[12]). 

There are different types of evacuation models, some which can predict just the evacuation times 

and others which incorporate human behaviour and external stimuli to study the various external 

influences (fire, smoke etc) in much detail [17] as well as predict the evacuation times. The 

ability to simulate the evacuation of large domains depends on how the models represent their 

regions and people. The more attributes there are to the regions and people, the more 

computationally expensive it is to load and run the simulations.  
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There are three main methods to represent a geometry by the models: the coarse node method, the 

fine node method, and the continuous method [36]. Models that incorporate the coarse node 

approach are not that demanding on the processors and can hence load and simulate large-scale 

evacuations [1]. A drawback for those models is that they cannot consider human behaviour and 

interactions in detail. These models tend to treat the movement of people like a fluid flow. 

Models that use a fine node and continuous approach are much more computationally expensive 

to load and run. Computational overheads involved in such simulations may mean that clock 

times for simulations involving very large populations or very large geometries (or both) may 

require several hours. Indeed simulations, involving extremely large geometries, such as those for 

urban-scale applications, if at all possible, may require days [16].   

The buildingEXODUS software is one of the evacuation models that can perform large-scale 

evacuation, even though it is a fine node model. There is a limit to what extent buildingEXODUS 

can perform large-scale simulation as it will depend on the size of the geometry / population 

incorporated and the computer hardware used. The memory and processing capabilities of the PC 

used determine how large a simulation can be; more memory and processing power will imply a 

larger simulation can be formulated. A good alternative to buying a single high performance 

computer and simulating the large cases is to make use parallel computing. Parallel computing 

can either use multiple processors in a shared-memory environment or use several computers on a 

network, called distributed computing, to perform these large simulations. Parallel computing 

uses all the computers available as one very powerful virtual computer. Parallel computing is 

widely used in many different fields [37, 38]. Some examples are in the Computational Fluid 

Dynamics (CFD) field [39 - 41], fire modelling [42, 43], weather modelling [37, 44, 45], biology, 

search for extra-terrestrial life [46] and many more areas. However, very little literature is 

available on its use to evacuation modelling. 

Please see Chapter 2 for a more detailed explanation of the various models and their attributes. 
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1.2 Requirements imposed by the software developers 

In creating a parallel implementation of the buildingEXODUS software, there are a number of 

core requirements that the parallel implementation must satisfy. These requirements are intended 

to make the parallel version of the software both flexible and easy to adopt by the existing users.  

These include the following considerations: 

1. There should be no difference between the input or output files for the serial and parallel 

implementations of the software.  This will allow applications to be designed and the 

results visualised using the familiar serial components of the software. 

2. The parallel implementation should work on an arbitrary number of processors. 

3. Minimal additional investment (in time and hardware/software) should be required by the 

user to effectively run the software. 

4. The parallel implementation is intended to function in a Microsoft Windows environment. 

5. Ideally the parallel architecture could be office PCs connected by a LAN network. 

6. There should only be one EXODUS source code i.e. separate parallel and serial source 

codes would not be developed. 

Having a single software source code is desirable in order to minimise the effort required to 

maintain the product [16]. 
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1.3 Research Questions 

In starting this work, there were two main areas of research that needed to be explored and these 

are: 

1. Can parallel computing techniques be usefully applied to buildingEXODUS to enable 

faster wall-clock times and also to load vast cases, which cannot be loaded on a single 

processor? 

 How much speed-up (How much faster a parallel version is to its serial version) can be 

obtained from using the parallel techniques? 

 By using all the combined memory of the different computers on the network, how big a 

scenario can be loaded and run? 

 Is the parallel system scalable? Will increasing the number of processors on the network 

increase the speedup?  

2. Which partitioning techniques will yield the optimal partitioning strategies? 

 How to partition the problem, so that the communication costs is minimised and the load 

balancing is preserved? 

 Is a partitioning software better suited for partitioning the problem, or must a specialised 

partitioning algorithm be created? 

 Is dynamic repartitioning an option to consider? Will extra communication and algorithmic 

costs be a limiting factors on the advantages gained from a dynamic repartition? 
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1.4 Objectives 

The objectives of this thesis are to try to fulfil all the requirements imposed by the software 

developers and to resolve those questions asked in the previous section. This thesis presents a 

parallel approach to evacuation modelling in order to aid real-time, large-scale procedure 

development. 

1.4.1 Can parallel computing techniques be usefully applied to buildingEXODUS to 

enable faster wall-clock times and also load vast cases, which cannot be 

loaded on a single processor? 

The parallel version of the buildingEXODUS codes should be compared against the serial version 

to confirm that the parallelisation techniques have not modified the evacuation outcome which 

the serial version would have given. The parallelised version should be compatible to run on 

standard office PCs connected via a LAN network. The performance of the new version must be 

tested to see if there have been sufficient improvements in the wall-clock times compared to the 

serial version. Large problems, which were previously impossible to load and run on a single PC, 

should be tested on the parallel version to confirm its ability to load vast geometries containing a 

large number of people.  

1.4.2 Which partitioning techniques will yield the optimal partitioning strategies? 

A significant exploration of all the domain decomposition strategies must be researched in order 

to come up with the most efficient technique. 

Whichever strategy is chosen, care must be taken to minimise communication costs amongst the 

processors, which otherwise will increase the wall-clock time. Another important factor that is 

crucial in maintaining a good parallel performance is load balancing. Much research must be 

done in optimising these two functions in order to obtain the optimal parallel decomposition 

strategy. A decomposition technique must be devised to both promote the load balance of the 

problem and reduce the communication costs associated with a parallel system. In the event of a 
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failure in finding a partitioning technique which can be applied to every evacuation scenario, a 

dynamic repartitioning approach must be researched. The advantages gained from using a 

dynamic approach must be compared to the resulting costs incurred in order to determine which 

are the crucial factors affecting this approach. 

1.5 Structure of Thesis 

Chapter 1. Introduction: 

This chapter has introduced the research questions and goals of this thesis and the objectives to 

answer them by researching the subject.  

Chapter 2. Background and Literature Review: 

This chapter provides a state of the art description of the issues raised in chapter 1. Various topics 

required for the advancement of this research are elaborated. These topics are: evacuation 

modelling, parallel processing and partitioning strategies. 

Chapter 3. buildingEXODUS evacuation model: 

An overview of buildingEXODUS is described in detail in this chapter. The limitations of 

buildingEXODUS are introduced and how parallel processing can be a solution to address these 

shortfalls.  

Chapter 4. Parallel implementation of buildingEXODUS: 

The prototype used to work out the parallelisation strategies to be used on the buildingEXODUS 

is described. The software parallelisation strategies applied to buildingEXODUS as well as the 

rejected techniques are explained.  

Chapter 5. Domain partitioning in buildingEXODUS: 

The different decomposition strategies are explained and discussed. An intensive investigation 

was researched into which partitioning strategy is capable to partition any type of geometry and 

minimise the communication costs whilst maintaining load balance. 
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Chapter 6. Dynamic repartitioning in buildingEXODUS: 

A dynamic repartitioning strategy is devised and tested in comparison to the results obtained 

when the static strategy was employed. Several avenues were explored to culminate in the final 

partitioning strategy adopted.  

Chapter 7. Conclusions: 

A summary of the current research in this thesis is outlined and the concluding recommendation 

on the outcome of this research is proposed.  

Chapter 8. Further Work: 

The suggested future work regarding the work present in this thesis is explained and subsequent 

research areas which can improve the findings are advised. Additional research questions were 

also raised in this chapter. 
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2 BACKGROUND AND LITERATURE REVIEW 

2.1 Evacuation modelling 

Evacuation modelling is frequently used in a range of sectors [11, 17, 47, 48], such as in the 

naval, building, aviation and the rail sector [47]. Given the recent occurrence of several large-

scale man-made and natural disasters [1, 3], the need for analysing a wider range of hazards 

(including terrorist attacks) [49] and as a result evacuation planning has become all the more 

important [50, 51]. 

The huge technical progress in computational power has made the application of evacuation 

models to large-scale incidents more viable [17, 52, 53]. Ekman et al. [54] concluded that 

computer performance growth was over 50% between 1985 and 1996 and has decreased to 41% 

in the 1996 - 2004 period. Meanwhile clock frequency has been improving at a rate of 29% 

annually with it being 16MHz in 1985 to peaking to 3.4GHz in 2004 [54]. Kareem et al. [55] 

states that the performance of modern processors is rapidly increasing with the number of 

transistors per chip, increasing exponentially over the last three decades; please refer to Figure 

2.1. This conforms to Moore‘s law. Hence, with the current processing power available, many 

evacuation models can simulate the evacuation from small-scale environments such as low-rise 

buildings (under 22.9 metres [12, 13]), naval vessels and aircrafts [17, 47, 48]. However, due to 

high computational costs, not all models cater for the simulation of thousands of people in large-

scale evacuations, such as from high-rise buildings, stadia, and even cities.  
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Figure 2.1 - Scaling of transistors, the number of transistors is expected to continue to double 

about every two years, in accordance with Moore's Law [55]. 

2.1.1 Benefits of evacuation modelling 

There are many benefits of using evacuation models and these are now discussed. Performing a 

full-scale evacuation poses considerable ethical, practical, financial [6, 25] and safety issues [53]. 

The use of evacuation models can address all of the above problems. Buildings, ships and 

airplanes commonly use evacuation modelling for performance-based analysis during their 

planning stage [10]. In this day and age, bigger and more complex structures are being 

constructed [6]. Bigger cruise ships (Voyager of the seas [56]), airplanes (Airbus‘ A380 [57]) and 

buildings are being designed [53]. The constructors can use evacuation modelling to gain 

valuable insights about the possible evacuation issues in the planning stages [53], when they still 

have time to work towards the best design to optimise the evacuation scenario. The gathering of 

large populations in one location can occur for a number of reasons: major sporting events which 

can hold up to 70,000 fans [58], large transportation terminals, such as New York Grand Central 

Terminal and Pennsylvania Station accommodate 200,000 passengers each weekday [58], 

religious pilgrimage, whereby over 2 million pilgrims go to the Hajj pilgrimage every year [59], 
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festivals and carnivals with more than one million spectators viewing the annual Tournament of 

Roses parade along a 9 km route in Pasadena, California [58], the Love parade 2002 in Berlin had 

about 500,000 people [60] are some examples. These require detailed planning to cope with the 

range of issues presented by the gathering of large populations. Organisers of these events can use 

evacuation modelling to plan the evacuation from these events.  

2.1.2 Types of evacuation models 

There are various types of evacuation models employing different techniques and ways to 

represent their data. An evacuation model can be assembled from a choice of different modelling 

methods available and diverse ways to represent its geometry and its population. 

A brief description of the different components of an evacuation model is given to better 

understand the core features of buildingEXODUS. Each of its features is important in choosing 

the appropriate parallel techniques needed to parallelise and partition the software. 

2.1.2.1 Modelling Method 

According to Kuligowski  et al. [12], evacuation modelling uses three main types of modelling 

methods: the behaviour model, the movement model and the partial behaviour model.  

1. Behaviour model:  

The behaviour models try to incorporate human behaviour in the process of evacuation. These 

models takes into account, not only the physical environment, but treats its population as active 

individuals which can respond to stimuli such as various fire hazards and have individual 

behaviour, such as reaction times, exit preferences etc. The buildingEXODUS evacuation model 

is an example of this type of model [6, 60, 61]. 
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2. Movement model: 

This type of model concentrates solely on the population capacity of the structure and its various 

components [6]. During the simulation, people are assumed to evacuate the structure 

immediately, ceasing any other activities. They all evacuate in the direction and speed of egress 

predetermined by physical considerations only [6]. These types of models ignore the population‘s 

individuality [6] and use an equation method [62] to treat their movement as a fluid [8, 12, 17] or 

gas-kinetic flow [17].  

3. Partial Behaviour model: 

The partial behaviour models primarily calculate the occupants‘ movement, but can have some 

behavioural characteristics incorporated [12]. Some behaviour can be represented by pre-

movement time distributions, overtaking, individual characteristics and the effects of smoke on 

the occupants [12]. An example of such a model is STEPS (Simulation of Transient Evacuation 

and Pedestrian MovementS) which is a movement / partial behaviour model and developed by the  

Simulation Group of Mott MacDonald [12, 63 - 66]. 

2.1.2.2 Enclosure representation 

There are three main ways that an evacuation model can represent its geometry: the coarse node 

network, the fine node network and the continuous network. It is also possible to have a hybrid 

method that mixes these three approaches, currently EXODUS is developing a hybrid version 

which can merge the three types of enclosure representations to build a geometry [67]. 

 

1. Coarse node representation: 

The whole region is divided into partitions, which can represent rooms, corridors, stairs etc. Each 

partition becomes a node and are linked to its neighbouring node by an arc. Each node has 

various attributes associated with it, such as the number of people it can hold, the flow rate of its 

population and  calculates the motion of the people inside it by some formula. In these models, 

occupants move from segment to segment, and their precise position is less defined [68]. In 

models which incorporate the coarse node network, most social interaction elements are made 
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inconsequential because evacuation times depend primarily upon node capacity and the traversal 

times [14]. Hence, the positions of the people, detailed spatial representation and also the people-

people interactions are not specifically represented.  However, these models can simulate large-

scale evacuations as they are less computationally expensive to execute [17]. Figure 2.2 illustrates 

this concept.  

 

 

Figure 2.2 – Adapted from the coarse node representation from [48]. 

 

2. Fine node representation: 

In a fine network representation, the whole area is discretised into a collection of nodes / cells. 

The size of each node varies from model to model. For example EXODUS uses a 0.5m x 0.5m  

node spacing, STEPS uses a 0.5m x 0.5.m cell [12] and the CAFE model employs 0.4m  x 0.4m 

cells [76] whilst EGRESS employs hexagonal cells [12, 69]. Usually each node can hold one 

person and each node is connected to its neighbouring nodes by arcs. Hence, each compartment 

within a geometry is made up of several nodes. This fine representation also enables an accurate 
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representation of an enclosure as well as representing obstacles in that enclosure [48].  In these 

models, individuals can be easily located and tracked during the simulation.  However, not all 

models that incorporate the fine node network can perform large-scale evacuation since it is 

computationally expensive to represent each node which can contain several attributes. Figure 2.3 

demontrates the fine node network to the same enclosure used in Figure 2.2 to illustrate the 

coarse node network. 

 

 

Figure 2.3 – Fine Node representation of the enclosure in Figure 1. 

 

3. Continuous network representation: 

A continuous model applies a coordinate representation of the area, where each point in that 

domain has a co-ordinate; such as Simulex [70 - 72], Social forces model [94], Legion [12], and 

Pathfinder [73]. The occupants can move from one point in space to another throughout the 
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enclosure [12]. These models can find it very computationally expensive to simulate large-scale 

evacuations [84]. 

2.1.2.3 Population representation 

There are two ways that an evacuation can represent its population: the Global or the individual 

approach [12]. 

i. Global representation: 

These models represent its population as a homogeneous population. Their motion can be 

compared to the flow of fluids, the flow of granular materials, gas-kinetic models [17], and even 

to the progression of hazardous substance or smoke [14]. This type of global representation 

cannot distinguish individuals during the simulation. The movement of the population is 

determined by densities, usually a mass density derived from the people‘s positions and a 

corresponding locally averaged velocity [17]. Models that features a global representation of its 

population are not computationally expensive to run and can hence simulate very large population 

[74]. 

ii. Individual representation: 

Models encompassing individual representation tracks the movement of each occupant 

throughout the simulation. At any point in the simulation, the model can provide information, 

such as the current position or any personal attributes the user might want about each occupant 

[12]. Usually these models have many personal attributes, such as age, walking speed etc,  

associated to each person. For example, ―EXODUS simulation program furnishes perhaps the 

most complete set of social psychological attributes and characteristics for each agent, twenty-

two in all.‖ [14]. Due to the number of attributes associated to each occupant, the models can only 

represent as many people as the computational memory available to the user will allow. Hence, 

most models employing the individual representation is restricted to the number of people it can 

simulate. 
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2.2 Parallel computing 

Currently, many applications utilise more computing power in terms of memory and performance 

than a sequential computer can offer. An example of such an application is in the field of weather 

modelling where there are vast data to be analysed and modelled for large regions of the earth. 

Parallel processing can provide a solution to this problem by linking a number of CPUs together 

connected via a communication system to enable data transfers. Parallel processing is being used 

in a variety of fields, such as in the CFD field, weather modelling [37, 44, 45], searching for 

extra-terrestrial intelligence [46] and many more areas. There are two main types of parallel 

archictures: multi-processor computers having multiple processing elements within a single 

machine, while clusters, massively parallel processors (MPPs), and grids use multiple computers 

to work on the same task. Since the requirement imposed by the software developers is to use 

office PCs connected by a LAN network, the cluster architecture was chosen for this research. 

Recently multi-core processors, which are the inclusion of two or more complete computational 

cores within a single processor [77], were developed and are easily available [78]. This 

technology was conceived when engineers realised that Moore‘s law of doubling the performance 

of micro chips every couple of years is no longer physically feasible [77, 79]. Burger [77] states 

that compared to a single core processor, a multi-core processor with two cores can increase the 

processing speed by 93%. This technology is appealing as a means to improve the speed 

performance of buildingEXODUS. However, using a multi-core processor alone does not resolve 

the problems posed by loading and running large-scale simulations as the memory available is 

still similar to that of a single core processor. However, using a cluster of multi-core processors 

on a distributed network is an attractive option to consider.  Multi-core and other shared memory 

devices within a single computer share the same memory and memory bus.  This has the 

advantage of simplifying the parallelisation process but will suffer from memory bus contention 

that may restrict the potential benefits offered by the extra processing power available.  It should 

also be recognised that a software designed to run in a distributed fashion will also work on 

multi-core processor.   

http://en.wikipedia.org/wiki/Symmetric_multiprocessing
http://en.wikipedia.org/wiki/Computer_cluster
http://en.wikipedia.org/wiki/Massive_parallel_processing
http://en.wikipedia.org/wiki/Grid_computing
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2.3 Terminology 

2.3.1 Speedup [37] 

Speedup is a measure to evaluate the performance of a parallel system over a sequential 

implementation. It determines the relative benefit of solving a problem in parallel. Speedup, 

denoted by Sp, is defined as the ratio of the time taken to solve a problem on a single processor to 

the time taken by a parallel system of p processors. 

Speedup is defined by the following formula:    

        Eq (1): Speedup 

Where: 

p is the number of processors  

T1 is the execution time of the sequential algorithm  

Tp is the execution time of the parallel algorithm with p processors 

Theoretically, Speedup cannot exceed the number of processors p used. In most cases   due 

to the costs involved in the parallelisation process. However, if a speedup greater than p is 

observed, this is called superlinear speedup. This phenomenon sometimes happens when there 

are hardware features that put the serial implementation at a disadvantage. An example of such a 

case is the size of a problem might be too large to fit in the cache of a single processor, hence 

degrading the sequential performance. The same problem partitioned into smaller parts, will be 

small enough to fit into each processor‘s individual cache. 

2.3.1.1 Scaled Speedup 

http://en.wikipedia.org/wiki/Central_processing_unit
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Parallel_algorithm
http://en.wikipedia.org/wiki/Central_processing_unit
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The speedup obtained when a problem size increases linearly with the number of processors is 

termed as a scaled-speedup. A parallel system is considered scalable if the scaled-speedup curve 

is close to a linear curve representing the number of processors [37].  

2.3.2 Efficiency [37] 

Ideally a speedup value equal to p processors is perfect. However, in practice this is seldom 

achieved while executing a parallel algorithm. The processors involved cannot dedicate 100% of 

their time to the computations as there are communication and synchronisation costs involved and 

also times where processors will become idle. 

Efficiency (E) is a measure to determine how a processor is usefully employed. It is defined as 

the ratio of speedup (S) to the number of processors (p) used. 

 

         Eq (2): Efficiency 

 

In an ideal parallel system, efficiency is equal to one but in practice,   depending on 

how efficiently the processors are utilised. 

2.3.3 Amdahl law [80] 

According to Amdahl‘s law, if there is a fraction of the code (f) which is parallelisable with no 

scheduling overhead, then the speedup is governed by the following equation: 

 

                                                                  Eq (3): Amdahl’s 

expected speedup 

 

n: Number of processors 
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(1-f): Fraction of the code which is totally sequential 

2.3.4 Parallel SimTime1 Performance Ratio  

While the computational speedup is important in determining the performance of the parallel 

system, another consideration is simulation time.  How long it takes to run a simulation is the 

consideration which will determine how practical it is to use as an advice tool by incident 

commanders for large building based scenarios: as part of an interactive emergency signage 

system, a training tool in an interactive desktop environment and as a planning tool for large scale 

urban applications. A parallel SimTime performance ratio is used in this case to demonstrate how 

fast a computer simulation can render results compared to the actual time to evacuate a geometry. 

2.4 Parallel architecture 

There are many types of parallel platforms, each with its own characteristics. The two main types 

of parallel processing architectures are: parallel processors where different processors share the 

same memory of that computer, and distributed computing where each computer is distinct,  with 

its own processing element together with its own memory. The following are the main types of 

parallel architecture currently in use:  

 Shared-memory multiprocessors or parallel processors that have more than one processor 

connected together that share the same memory [96]. 

 Parallel vector processors are designed to handle arithmetic operations on vectors. 

Although this type of processor was often used to build supercomputers in the past, they 

have lost their popularity due to the high cost [96]. 

 Distributed memory massively parallel processors (MPPs) consisting of many individual 

nodes, each essentially an independent computer in itself. Each node consists of at least 

one processor, its own memory and is connected to a network which links all the nodes 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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together. Traditional MPP systems may contain hundreds or thousands of individual 

nodes and they have custom networks which are very fast [97].  

 A computer cluster consisting of several distributed memory computers built from mass 

produced PCs and workstations connected via a network [96 - 98]. Cluster computing is 

now a popular platform for cost-effective parallel computing [99 - 101]. They are much 

cheaper than traditional MPP systems [102],  but are more difficult to use since the 

network capabilities are currently much lower. The number of nodes used is much lower, 

most often involving fewer than 100 computers [97].  

 Multi-core processors contain two or more computational cores. Each core is complete 

with its own hardware but share the same memory. By dividing the work between two 

execution cores, a multi-core processor can perform more work within a given clock 

cycle. Multi-core technology allows servers to run tasks in parallel that previously would 

have required multiple processors. [77] 

 Network / Internet / Grid computing uses processors from different geographical area, 

connected together via the internet. Networking computing is not very effective due to the 

low communication rate of the network, large latencies, and differing CPU rates of 

connected computers [96]. 

 GPU (graphics processing unit) computing  is the use of a GPU to do general purpose 

scientific and engineering computations [103].  Both the CPU and the GPU are used as a 

co-processing computing model, where the computationally intensive side is accelerated 

by the GPU and the sequential part taken care by the CPU [103]. This innovation is 

rapidly out-performing the results obtained from using parallel computing [103 - 105]. 

The downside of this technology is that it may be hard to scale to very large cases due to 

the memory constraint on a CPU [104]. This technique, though an attractive option to 

consider, cannot be used in this current research due to the high level of communications 

and synchronisation required by an evacuation model. The GPUs cannot directly 

communicate to each other [106] and hence unable to cater for the necessity of 

communications and synchronisation needed to allow the movements of individuals at the 

geometric boundaries. 
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Due to requirement 5 (Section 1.2) imposed by the software developers that ―the parallel 

architecture used for this project will be office PCs connected by a LAN network‖, the cluster 

category is the most appropriate architecture to adopt. Each PC on that network has its own local 

memory and will need to share information using a parallel communication package. This type of 

parallel architecture is highly scalable as increasing the number of PCs combines their individual 

memory load to handle larger sized problems with higher memory requirements. However, this 

type of architecture is harder to program than systems that use a shared memory aproach which 

also significantly reduces comunication costs [107] whereas intensive data communications 

amongst the PCs in a distributed memory approach can cause a bottleneck in the communication 

link.  Although the development of the parallel implementation is initially intended for connected 

office based PCs it would potentially be simple to port this to other parallel architectures once 

developed.  

2.5 Parallel algorithm models 

There are various strategies that can be used to parallelise a program. The type of the problem 

significantly influences the strategy selected. The different models that can be used are explained 

below. 

 Data Parallel model [37]: Data parallelism occurs when the tasks are mapped onto 

processes and each tasks performs similar operations on different sets of data. Data 

parallelism algorithms can be implemented on both shared-address space and message 

passing paradigms. A key characteristic of data-parallel problems is that for most 

problems, the degree of parallelism is proportional to the size of the problem. Hence the 

system becomes highly scalable; adding more processes enables the solving of larger 

problems. This strategy will benefit the type of problem that is being investigated in this 

thesis. For an evacuation model, a possible decomposition of the task can be the physical 

layout being  partitioned into sub-regions which are assigned to a processor. Another 

possible decomposition of the task can be the division of the population into the number 

of processors available and assigns each sub-population to a processor. An example of 

this type of application is the matrix manipulation problems [108]. 
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 Task graph model [37]: This type of model is more suitable for tasks that are closely 

related. The interelationships among the tasks are utilised to promote locality and reduce 

interaction costs. This model is more suitable for problems with large data and less 

computations and favours the use of shared-address space. This type of strategy will not 

benefit an evacuation simulation which will involve a large independent population and 

intensive complex calculations about their movement coupled with other factors affecting 

the occupants. Applications of this model is in the scheduling of real-time tasks [109] and 

in the image / video compression / decompression field [110]. 

 Work pool model [37]: This model performs a dynamic mapping of tasks onto processors 

for load balancing. This strategy is more suited for problems which have a small amount 

of data compared to the amount of computation. The reason is that each time the dynamic 

mapping occurs, data needs to be reallocated. A large amount of data will incur too much 

communication costs at each mapping. Consequently, this model is not appropriate for an 

evacuation model which can have a large population together with a large domain. An 

example of this model is a matrix-vector multiplication [111]. 

 Master–slave model [37]: This type of model involves a master process giving out jobs to 

slave processes and retrieving them. In this system, the slaves are continuously being kept 

busy as the master is constantly handing out new jobs when each slave becomes idle. 

However, this type of strategy is more suited for problems which have independent jobs 

that do not need to be shared with other slave processes. A pedestrian evacuation 

simulation requires too many interactions and this type of parallelism will not be suited to 

it. However, the idea of a master processor allocating the work at the start and retrieving 

them at the end can be an interesting avenue that can be adopted for an evacuation model. 

Quinne et al. utilised this paradigm in the parallelisation of the Social Forces model [89]. 

 Pipeline model [37]: This type of model involves each processor working on some part of 

the algorithm. For example, for a pedestrian evacuation algorithm, one CPU can handle 

the movement of the individuals, while another CPU can handle the hazards that these 

people are being subjected to.  This scheme will not be suited for the pedestrian 

evacuation software as all the different sub-algorithms are about each person and they 

will need to be merged at each time step and thus the communication costs will be too 
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high. Another setback is that each CPU must hold the whole of the geometric domain, 

thus employing much memory requirement. An example where the pipeline model is 

being applied is in the model-based image coding algorithms [112]. 

 Hybrid Model: This model can merge any of the above models and use some of their 

capabilities. A good example that can apply for an evacuation software is merging the 

data parallel model with the master-slave approach. This newly hybrid model can have a 

master processor which initially partition the data (according to the data parallelism) and 

allocates the tasks to the slave processors. The master can work on the tasks itself and 

finally retrieves and compile the results after the simulation. 

2.6 Related Work 

Much research on the parallelisation of movement models have been studied in the field of traffic 

simulation [81 - 87]. However, not much literature can be obtained about the parallelisation of a 

pedestrian / evacuation software. As in pedestrian movement models, which can represent their 

occupants either as a homogeneous mass or as individuals, many traffic models have incorporated 

the microscopic approach of representing its agents as individual objects interacting with each 

other, rather than simulating the traffic as a fluid flow [83, 84]. Similarly to how evacuation 

modelling is used to ensure buildings meet performance based safety and comfort criteria, traffic 

modelling is routinely being used in emergency planning and management in order to decide on a 

proactive evacuation [88].  The only literature found concerning the parallelisation of a pedestrian 

evacuation software similar to what is being researched in this thesis were the works of Quinn et 

al. [89] and of Karavakis [90]. PEDFLOW, a multi-agent simulation system designed to represent 

conflicting pedestrian flow at a detailed level, has been implemented in a parallel processing 

language but uses a shared data structure approach [91]. As is MassMotion, a suite of software 

tools that analyses and represents behaviour of individuals in the built environment, which has a 

64-bit Multi-threaded design taking full advantage of multi-core processors and hence a shared-

memory approach [92, 93],  unlike the distributed approach being researched for this thesis.   
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2.6.1.1 Review of ―The parallel implementation of the social forces Model‖ 

A review of Quinn. et. al‘s paper titled ―The parallel implementation of the social forces Model‖ 

[89] is presented in this section. The social forces model [94] is a pedestrian evacuation simulator 

that represents the population microscopically. Quinn et al. compares the temporal performance 

of the Cellular automata (CA) and social forces models. In both models, every person is 

individually represented and they have distinct attributes associated. The Social Forces model 

uses the continuous network to map its geometry, unlike the CA models which discretise its 

region into cells (40 cm on a side). Hence, the disadvantage of the social forces model is that it 

takes much longer to update the position of each individual compared to the time the CA model 

takes to update the position of the same population. Experiments have shown that when both 

models were used to simulate the evacuation of the same population, the social forces model was 

about 100 times slower than the CA model. Quinn et al. resolved this problem by parallelising the 

social forces model.  

Their design process was to use the master / slave approach. The master reads in the geometric 

layout, scenario and population details and send these information to the appropriate slave 

processor. At each time step, the master process gathers data from the slave processes and passes 

this information to the appropriate rendering engine. The slave processes are interconneted on a 

2D virtual grid. Each worker has part(s) of the domain allocated to it and at each boundary of the 

domain, ―Ghost cells‖ are created and they represent the boundaries of the neighbouring 

processes. When  occupants move within the domain controlled by one process, no 

communication is necessary to other worker processes. However, if an occupant has reached the 

boundary of the domain, then necessary details about that occupant needs to be communicated to 

the appropriate neighbour process and when the occupant has moved out of the main domain 

controlled by a process, then that process must hand over that person to the neighbouring process. 

The Message passing interface (MPI), as explained in Section 2.6.1.5, was used to enable the 

interprocessor communications.  

The developers suggests that the shape of each sub-domain is encouraged to be as square as 

possible as this decreases the communication overhead and thus maximising the speed-up of the 

parallel program. The parallel implementation of the social forces model was benchmarked on 

SWARM, a linux-based multicomputer consisting of 2.4 GHz Inter Xeon CPUs conneted by a 
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gigabit Ethernetswitch. The test case simulated the evacuation of 10,000 people from an airport. 

Since the airport layout was long and narrow, the region was partitioned in a 1D grid. 

Encouraging speed-up was achieved and the system was scalable, with ten worker processes and 

a master process (11 processes overall), the system was able to update the positions of the 10,000 

pedestrians nearly 50 times per second. Figure 2.4 shows the results obtained when different 

number of processes was used.  

 

Figure 2.4 – Frequency at which the positions of 10,000 pedestrians are updated, as a function of 

number of worker processes. Each worker executes on one CPU. One additional CPU is 

allocated to the manager process. [89] 

 

The parallel implementation achieves good results if the pedestrians are evenly distributed across 

the area as each worker process contains roughly the same sized domain. However, if the 

occupants are concentrated in one area, then some processes take longer to complete one time 

step, thus slowing down the whole system‘s parallel execution time which is determined by the 

processor finishing last. An unbalanced workload can reduce or even eliminate the performance 

benefit of adding more processes. The developers believe more research needs to be done to 

optimise the speed-up by finding the most appropriate partitioning technique to divide its domain.  

While the updates of the positions of the population has improved considerably from using the 

serial version, no information about the speed-up (How much faster a parallel performance is 

compared to its corresponding serial version) is made available. A considerable improvement in 
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the position updates of the population does not necessarily imply a similar improvement in the 

parallel performance of the process and would tend to give an optimistic view of the potential 

speed-up. The parallel performance may be adversely affected by the communication costs the 

system has incurred or by the load balancing of the problem, thus counteracting the benefits of 

the improvement achieved in the position updates. The ultimate goal of the parallelisation of a 

problem is to achieve good speed-ups and no mention about that outcome was made. 

2.6.1.2 Review of ―A distributed analysis and monitoring framework for the compact Muon 

Solenoid Experiment and a pedestrian simulation‖.  

A review of Karavakis‘ dissertation titled ―A distributed analysis and monitoring framework for 

the compact Muon Solenoid Experiment and a pedestrian simulation.‖ [90] is carried out in this 

section. Legion Studio has been modified to work in a parallel processing framework [89]. The 

pedestrian software mentioned in this section is called Legion Studio and has a commercial 

worldwide usage. Similar to EXODUS, Legion Studio is both a behaviour and movement model 

which represent its population microscopically. However, it represents its geometry with a 

continuous space description which is computationally more expensive to run. Even with these 

expensive configurations, Legion Studio is able to simulate large areas such as airport terminals, 

sport venues, shopping centres and venues for major international events such as the Olympics. 

To help with running these large cases efficiently, Legion Studio adapted one of its application to 

employ the benefits of multi-threading capabilities of multicore PCs as well as the ability to 

perform on a distributed environment. 

The Legion Studio pedestrial simulation software comprises of three applications: the Model 

Builder, the Simulator and the Analyser. The Model Builder creates a model for the space needed 

for the simulation; the Simulator is used to run a simulation of how pedestrians move within that 

space; and the Analyser is used to run a series of analysis on the simulated space. The Analyser 

can used both an On-line analysis of the simulation as well as an off-line analysis of a recorded 

simulation. The only difference between the on-line and the off-line Legion analysis is that during 

the on-line analysis, the Analyser communicates with the simulator. Unlike the current research 

for the development of a parallel version of the whole EXODUS software, only Legion Studio‘s 
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Analyser application was adapted to benefit from the use of Multi-threading and distributed 

computing. 

2.6.1.2.1 Multi-threaded Legion analyser 

Similarly to MassMotion‘s [92, 93] use of multi-threaded capabilities, Legion‘s Multi-threaded 

Analyser creates a thread pool with a size equal to the number of the CPU cores. This 

implementation has managed to improve the performance of the software as well as optimising 

memory management. Six models with different levels of complexity and size were used on a 2 

GHz of CPU dual-core system with 2 GB of memory to benchmark the multi-threaded 

application. The times published as well as a calculated speedup are illustrated in Table 2.1: 

Table 2.1 - Benchmark values for the Multi-threaded Legion Analyser 

Models Entities 
Simulation 

time 

Total Time 

HH:MM:SS 
Speedup 

Original 
Multi-

threaded 

PM Peak (Small-sized) 350 3hrs 00:39:45 00:17:43 2.24 

UP Demo (Small-sized) 552 1hr 00:07:50 00:05:08 1.53 

Gatwick Airport Station Re-

development (Medium-sized) 
1200 1hr 00:22:32 00:09:31 2.37 

New WTC Model (Medium-

sized) 
2500 1hr30mins 01:41:22 00:34:58 2.90 

London Olympic Park 2012 

(Large-sized) 
51000 14 mins 02:16:25 01:29:50 1.52 

HOS Case3 (Large-sized) 52000 19 mins 01:25:04 00:57:41 1.47 

 

Using the multi-threading capabilities of both cores of a dual-core PC realise better speedup 

values compared with the results obtained if only one core was utilised.  It can also be observed 

that the speedup is very problem dependent and these results represent low scale parallelism (2 

processors). The attraction of using both cores with the added benefits of sharing the same 
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memory, thus reducing the communication costs, is very encouraging option to consider for this 

current research. However, using both cores from the dual-core processors may potentially incur 

memory bus contention and thus degrade the performance of the parallel system. 

2.6.1.2.2 Distributed Legion analyser 

The main objective for developing a distributed version of the software was to allow the 

simulation of larger and more complex cases. In the early stages of development, the OpenMP 

standard [95] was considered, but was abandoned because OpenMP can only be used in a shared-

memory environment. Similar to what is being designed for the parallelisation of 

buildingEXODUS, the distributed-memory approach was implemented by Legion Studio by 

using a master-slave strategy connected via a network. As stated by Karavakis that MPI being the 

most popular message passing library for parallel computing, the same library as well as a master-

slave approach is being strongly considered for this current research.  

The London 2012 Olympic park populated by 56,500 entities was used as a test case to 

benchmark their distributed version. However, the published values are not the total time it takes 

to analyse the whole simulation but a second of the total time involved to analyse the whole 

problem. Figure 2.5 shows how scaling the problem by adding more processors favourably 

improved the time it takes to analyse the above population in one second.  
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Figure 2.5 - Time in seconds to analyse a simulation second. [90] 

 

From the graph above, a very encouraging trend is apparent in the performance of the distributed 

system when one second is being analysed. However, like Quinn et al. [89], these values do not 

offer a true representation of the performance of the whole simulation but only a time-step of it. 

During a whole simulation there are different levels of computations involved, for example it may 

be more computationally demanding to simulate congestion compared to just having free-flow 

movements. In addition, a load imbalance generated by an uneven population distribution during 

a simulation can seriously hinder a parallel system. A time step out of a whole simulation cannot 

represent these factors. The results above do not reflect the complete picture of the simulation and 

hence a true representation of the speedup of the whole system cannot be measured. It would 

have been interesting to learn about the difference in the actual original and distributed total time 

it took to run the case, as published for the Multi-threaded version. 
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2.6.1.3 The parallelisation of traffic models 

Traffic simulation models can use both a macroscopic model which characterise the traffic flow 

with fluid dynamics approaches [83, 84] or a microscopic approach which deals with the 

individual behaviour of each agent [81, 83, 85]. Due to the high fidelity of the microscopic 

model, computational demands of large-scale traffic simulation can be high, leading to the need 

to parallelise the models [83, 84]. The parallel architecture used can vary from using 

supercomputers [83] to a modest cluster of 10 - 20 standard PCs connected via standard LAN 

technology [81]. Several methods can be used for the parallelisation strategy, where the domain 

decomposition is a common choice. A domain decomposition can be performed to the area and 

the agents moving in or out of the sub-domains need to be communicated across [81, 84]. 

Another possible strategy is to use functional decomposition where different modules can run on 

different computers [81]. For example, the micro-simulation can run on one computer while an 

on-line routing module could run on another. It was found that while the functional 

decomposition technique was easier to implement, it poses severe limitation on the speed-up 

achievable [81]. Due to the easier accessibility to the literature about TRANSIMS (Transportation 

Analysis and Simulation System) [81, 82], a more detailed review is presented in the next Section 

2.6.1.3.1. 

2.6.1.3.1 Review of the parallelisation of TRANSIMS  

TRANSIMS [82] was originally developed by Los Alamos National Laboratory to run 

exclusively on a Linux cluster environment. It performs a domain decomposition (into sub-

domains) by using METIS (a partitioning software) and uses MPI (a communicating package) to 

communicate the movement of the agents passing on the boundaries of those sub-domains. 

TRANSIMS Version 4 (V4) was designed and it allows the software to run efficiently on 

powerful Windows desktop machines and added many new capabilities. However, TRANSIMS 

V4 is unable to use the processing power of multicore and cluster systems, which are necessary to 

run highly detailed models of entire metropolitan areas, in a reasonable amount of time. 

TRANSIMS are researching into moving from using desktop machines towards running it as a 

remote, but very fast cluster application. Following the parallelization of the microsimulator and 
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router, mechanisms for effective load balancing need to be found and implemented to achieve 

additional performance gains. The parallelization research is expected to continue for some time 

before the TRANSIMS software can make full use of the available cluster hardware. 

2.6.1.4 Summary of findings 

For this current research, there are two main decomposition methods that are attractive options: a 

geometric decomposition and a load (population) decomposition. The likeliest Parallel algorithm 

model to apply for this research is the hybrid model, making use of the data parallel model 

together with the master-slave approach. In the geometric decomposition, the problem itself is 

divided amongst the processes and each process solves its part of the problem by using the same 

algorithm. For example in the case of the simulation of a pedestrian evacuation software, the 

whole geometry will be partitioned into sub regions and each CPU will simulate the movement of 

the people in its sub-domain. Communications will only happen when there are people crossing 

over the boundaries. An additional advantage of this paradigm is that the domain size will be 

significantly reduced, thus lightening the memory requirement of each CPU. A load 

decomposition involves the problem to partition its computational load, rather than its spatial 

domain. This method can be computationally expensive to adopt due to the constant interactions 

of the individuals and also may pose a limiting factor to the size of the problem since each 

processor must hold the whole geometric domain. Both methods are further elaborated in Section 

4.2.3. 

2.6.1.5 Communication Package 

There are a number of free communicating packages that support Windows, such as PVM 

(Parallel Virtual Machine) and MPI (Message Passing Interface). Both the PVM and MPI 

packages have their own advantages and disadvantages, but MPI is the standard, which is widely 

implemented [37] and is used nearly everywhere [113, 114]. It is generally considered that PVM 

supports a heterogeneous environment and not MPI. However, MPI specification is designed to 

encourage heterogeneous implementation, which both the MPICH and Local Area Multi-
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computer (LAM) implementations support [113]. The MPI package provides a richer source of 

communication methods than PVM [115].  

2.7 Domain Decomposition 

Domain decomposition can involve the decomposition of partial equations in the solving of 

equations or can be used to partition a domain or graph [116]. There are domain decomposition 

algorithms to partition the former and other partitioning techniques for the latter problems. Due to 

the nature of this dissertation whereby there is a physical domain to be partitioned, the term 

‗Domain decomposition‘ referred from this point forward is intended for this sort of problem. 

Domain decomposition is the partitioning of the physical domain into a set of sub-regions where 

each sub-region is allocated to a processor. Each processor solves the problem within its sub-

region and communicates with other processors only to update the elements located on the 

boundaries [89, 117, 118]. Many applications use this approach of decomposition, namely in the 

field of traffic modelling [81], pedestrian evacuation modelling [89, 90], and particle tracking 

[117, 119]. An optimised domain decomposition technique can play a crucial part in the 

performance of the parallel implementation. The perfect domain decomposition strategy is when 

the load balance is maximised and the communication overhead is minimised. The parallelisation 

strategy must be formulated in such a way that the amount of data that needs to exchanged is kept 

as small as possible while ensuring that all processors are busy at all times. However, this 

compromise is rarely achieved, and there are always a trade-off between the load balancing and 

the communication costs [117, 118, 120, 121].  

2.7.1 Domain Decomposition techniques 

There are various methods that can be used to partition a physical domain. There are dedicated 

partitioning software such as METIS [122, 123] and JOSTLE [124] which use similar methods 

and algorithms to partition graphs. However, not all parallelised problems use these dedicated 

partitioning software and they have devised their own partitioning strategy to suit their problems. 

Common techniques used for domain decomposition are detailed below: 
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 The Recursive bisection technique [81, 117, 118] initially splits the domain into two sub-

regions with the same load. This procedure is recursively applied until the number of sub-

regions is equal to the number of processors available. 

 Standard Graph partitioning approach is a technique that partitions the vertices of a graph 

based on some criteria which is most beneficial for the problem type. For example if the 

domain is made up of nodes interconnected by arcs / links, a possible criteria is to divide 

the number of nodes into the number of available processors and assign each sub-group of 

nodes to each processor [120]. 

2.7.1.1 Approaches used to improve load balance and minimise communication costs 

Different approaches were applied by Quinn et al. [89] and the Transportation Research and 

Analysis Computing Center [82] to try to preserve either the load balance or minimise the 

communication costs associated with parallelisation. However, this compromise is hard to attain 

and ongoing research is still being done to optimise either of these two factors or both [82, 89]. 

2.7.1.1.1 Techniques used to optimise load balance 

Recursive bisection or even the standard graph partitioning can obtain a good load balance if only 

a single quantity (physical domain only) needs balancing. However, many types of problems 

include a physical domain which in turn contains particles / elements residing on them [81, 89, 

117, 125, 126], such as the type of problem that is being researched for this thesis. These 

problems require that multiple quantities be load balanced simultaneously. For parallel efficiency, 

all processors must hold roughly an equal number of grid cells / nodes and approximately the 

same the number of particles / elements [117, 127]. These partitioning methods provide a good 

load balance if only a single factor, such as the physical region needs balancing. However, they 

do not consider multiple factors that make up the domain.  

A particle decomposition approach was investigated by Hatsky [119]. The whole spatial grid is 

assigned to each processor which simulates only a subset of the population. This strategy was 

found to promote the load balance and reduce communication costs. However, higher memory 
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consumption was needed per processor. This technique can only be advantageous for small sized 

problems and where no interactions are required between the particles.  

2.7.1.1.2 Techniques used to minimise communication overhead 

It was found that while partitioning a region, by making the sub-regions as square as possible [89, 

117, 118] reduces the communication costs. Another technique is applying a bounded neighbour 

method [118], which is a domain decomposition technique whose main goal is to reduce the 

overhead introduced by partitioning the domain. This method also allows the user to bound the 

number of neighbours of each sub-domain, consequently this also bounds the number of 

communications of each process and thus reducing the overall communication overhead. 

2.7.1.1.3 Possible compromise between load balance and communication overhead 

By applying weights to nodes / cells and to links / arcs, a possible optimised decomposition 

technique can be achieved [120]. Some partitioning software, such as METIS, use this technique 

[124, 128, 129]. The weights associated to the nodes / cells can be used to represent the load and 

the weights associated to the links / arcs can correspond to the communication costs. The 

following principle used by ParMETIS [123] shows good potential for partitioning an evacuation 

model.  
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Consider this region containing particles in Figure 2.6: 

 

Figure 2.6 – Graph containing sub-domains containing elements and how weights can be 

associated to the vertices to represent the elements [123] 

 

Each vertex has two weights associated to it; the first weight represents the work associated with 

the mesh-based computation incurred for each element (assume they are all ones) and the second 

weight represents the work associated for the element-based computation (the number of 

elements that are in that sub-domain).  For example at sub-region 11 in the first graph, there are 

four elements in it and the weights associated for vertex 11 is (1, 4). A sum of the different 

weight categories can be calculated and then divided among the number of processors so that 

each processor gets roughly the same load in terms of weighted nodes. 

A similar association that can be made to an evacuation model is that the vertices in the above 

graph can represent nodes and the elements representing the population. In the evacuation model, 

each node‘s weight can consist of two values; the first value being its relative distance to an exit 

and the second value can be a Boolean value to determine if it is occupied by a person. Since the 

nodes are connected by arcs, weights can also be allocated to each arc to represent their usage by 

the occupants. For example, arcs linking nodes near an exit can have a higher value than the arcs 

where few people are likely traverse. A cut can be made at the arcs which have the lowest value, 

indicating that less people will use those arcs and hence less communication will occur. 
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2.7.1.2 Dynamic repartitioning 

Even if a good initial partitioning can be achieved, dynamical applications which involve data 

migration can cause the system to become imbalanced during the simulation [118, 130, 131].  For 

example during a pedestrian evacuation, the occupants will move towards the exits and the 

processors which cater for these exits will continuously be kept busy while the processors which 

do not serve an exit will become idle sooner. A possible solution is to perform a dynamic 

repartitioning of the domain. Both ParMETIS [123] and JOSTLE [121] can dynamically 

repartition a domain efficiently. However, it was found that the dynamic repartitioning technique 

can be hard to program and can be computationally expensive to repartition the whole domain 

again [117, 132]. For each problem case, an investigation must be made as to whether the 

computational expense associated with dynamic repartitioning is worse than letting the system 

developing load imbalance, with some processors becoming idle (and hence deflecting the goal of 

the parallelisation). 

In the parallel computing world, it is widely known that an efficient use of parallel computing is 

maintaining a load balanced problem whilst minimising communication costs [121, 129, 133 -  

137]. It is critical to balance those two constraints in order to maintain the efficiency of the 

parallel system. Computational processes that vary over time in an unpredictible way are the ideal 

candidates for dynamic repartitioning. A means must be devised in order to measure whether it is 

worthwhile to repartition a problem. A decision must be reached to ascertain which criteria is the 

prominent factor affecting the parallel system; is it worthwhile to allow some load imbalance if it 

reduces communication costs? Or is it more beneficial to having an increased communication 

costs whilst promoting load balance? These decisions are highly specific to the current problem 

and the parallel architecture. A method to determine when it is worthwhile to repartition must be 

devised in order to verify that the cost of load rebalancing is not outweighing the cost of running 

the system in an imbalanced state. Most methods either use the workload associated with the 

problems [130] or the run-time measurements to determine this criterion [98]. Cheng [126] uses a 

load function of the particles and of the mesh as a means to decide whether to warrant a 

repartitioning.  

Once the decision to repartition has been reached, an efficient method to rebalance the load must 

be employed. Many algorithms use a version of the Kernighan and Lin (KL) algorithm to select 
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objects to transfer [132]. Depending on the applications, several variations of the KL based 

selection strategies are possible in measuring the gain achievable. For some applications, keeping 

the original partition is better than completely reshaping the domain as this involves less data 

migration and for others, it might be more profitable in completely repartition the whole 

computational domain if data transfer is not a crippling cost.  

2.7.1.2.1 Review of ―Parallel load balancing for dynamic execution environments‖.   

Minyard and Kallinderis [138] developed a parallel load balancing technique by using an octree-

based method to calculate the amount of imbalance and to determine a new partitioning for a 

hybrid mesh. Similarly to what is being considered for this current research, the computational 

domain is divided into the number of processors which independently perform computations on 

their respective domains. To achieve optimal efficiency, the partitioning algorithm must be able 

to work effectively on a variety of geometries to partition the computational domains equally so 

that they have roughly the same loads. The initial grid partitioning generates sub-domains with  

approximately the same number of cells within them. However, imbalances in the load of a 

parallel environment can arise from local mesh adaptation as well as from load changes on the 

parallel machine itself. The use of hybrid grids (such as prisms and tetrahedra) in a computational 

domain involves different levels of computations and memory requirements for the different 

types. The computation time in a parallel solver differs between a tetrahedra and a prism. These 

are achieved by enabling the load balancer to take these factors into account by applying 

weighing values on the different types of cells. This strategy can be similarly employed in our 

case since nodes in the model hold different potential values based on their locations in respect to 

the exits. Nodes closest to the exits hold lower potential values and these nodes usually involve 

more congestion and hence more computations needed on them. Hence, a dynamic load balancer 

must be capable of adapting to changes in the mesh adaptation and the parallel architecture.  

The authors state that there are two ways for the load balancer to determine load imbalance: 

1. Count the number of grid cells and redistributes them evenly whilst taking account of any 

weight factors. 
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2. If there are any variation in the speeds of the processors, then the load balancer can use run-

time measurements of the parallel solver to balance out the load. 

If a load imbalance was observed, the dynamic repartitioning strategy follows. Most algorithms 

for dynamic load balancing uses two main approaches: 

1. Complete repartition of the computational domain; according to the authors, this method 

may be fast but does not yield high quality partitions for complex geometries. 

2. Local migration techniques; this technique does not have direct control over the shape and 

form of the partitions and large amount of data can be transferred thus incurring increased 

communication costs. 

The same initial partitioning strategy is used for the parallel load balancer, the partition 

boundaries might change only slightly, hence reducing the amount of data to transfer between the 

processors. 

The same algorithm is used on every processor, thus enabling them to know on which processor 

reside the new repartitioned domains and thus which cells need to be transferred. When the cells 

are designated to which processor they belong to, a global communication pattern for migration is 

generated. A global gather step is performed so that each processor knows to send data to which 

processors. A pack data structure is used, where all the atttributes are packed in one array so that 

only one communication is performed. The MPI communication protocol is used to allow this 

global communication step. These strategies are very appealing as the method to adopt for this 

current work. 

The performance of this load balancer is assessed by measuring the computational time needed to 

rebalance the load together with the comparison of the time required for one time step prior to the 

rebalancing. The methods used by the authors  are good candidates to be used in order to build a 

criterion to decide whether to repartition at the next steps. 
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2.8 Concluding remarks 

An overview of the potential methods and techniques researched in this chapter is collated. The 

evacuation software buildingEXODUS is a behavioural model that represents its enclosure and 

population microscopically. Parallel processing techniques can be applied to this software to 

improve run-times and its ability to load large-scale problems. The domain decomposition 

technique with the possibility of employing a dynamic repartitioning method is a promising 

avenue to consider for this research. The reason is that an evacuation model contains a spatial 

domain which is fitting for domain decomposition.  Hence, a dynamic repartitioning technique 

will monitor any load imbalance that can occur due to the unpredicted evacuation routes as well 

as any unforeseen scenarios. A distributed computer cluster with the master-slave approach is 

favoured as the parallel architecture to adopt due to the developers‘ requirement 5 from Section 

1.2. The widely used MPI interface will be the chosen communication package to employ as 

discussed in Section 2.6.1.5. Figure 2.7 illustrates an overview of the possible strategy for this 

research. 
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 Figure 2.7 – Overview of the possible options to consider for this research 
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3 buildingEXODUS EVACUATION MODEL 

3.1 EXODUS overview 

EXODUS is a suite of software tools, designed to simulate the evacuation of people from various 

enclosures [30]. A family of derived softwares, namely buildingEXODUS [30], 

maritimeEXODUS [139, 140], airEXODUS [141, 142] and railEXODUS [143] are part of the 

same software family. EXODUS is written in C++ and uses object oriented techniques [30] 

together with rule-based technology to control the simulation [16]. Thus, the behaviour and 

movement of people are determined by a set of rules or heuristics. For additional flexibility these 

rules have been categorised into five interacting sub-models, the OCCUPANT, MOVEMENT, 

BEHAVIOUR, TOXICITY and HAZARD sub-models.  These sub-models operate on a region of 

space defined by the GEOMETRY of the enclosure.  The interaction of these sub-models is 

illustrated in Figure 3.1. 

 

 

 

Figure 3.1 – Interaction of the EXODUS sub-models 
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Since this research is based on the derived software buildingEXODUS, a detailed review will be 

done on this aspect of EXODUS.  

3.2 buildingEXODUS overview 

3.2.1 Sub-models 

buildingEXODUS simulates the evacuation of people from the built environment and large open 

areas and the geometric representation is achieved via a 2-D spatial grid. The building layout can 

either be imported as a DXF file created from a CAD package or constructed by using the 

geometry creation feature in buildingEXODUS. The spatial grid maps out the layout of the area, 

defining exits, internal compartments, staircases, obstacles and any other physical aspects of the 

geometry. This grid consists of nodes that can only hold one person on it. The nodes are 

connected by arcs and the movement of people occurs along the arcs.  

The temporal discretisation is ruled by a simulation clock, which occurs at every twelfth of a 

simulation second and this is termed as a tick. At each simulation clock, the movement of the 

population is calculated and performed. At every odd tick, the movement of the population is 

determined and at each even tick movement actually occurs [30].  

The occupant sub-model caters for the nature of the population which consists of a range of 

people with different abilities and capabilities. Each person has various attributes, such as age, 

gender, weight etc,  associated to them. Their movement are determined by their physical 

attributes as well as their knowledge about their surrounding.  

The Behaviour submodel determines an occupant‘s responses to the current situation from their 

personal attributes and passes its decision on to the movement sub-model. The Behaviour 

submodel functions on two levels, Global and Local. Global behaviour involves implementing an 

escape strategy that may lead an occupant to exit via their nearest serviceable exit or most 

familiar exit. The desired global behaviour is set by the user, but may be modified or overridden 

through the dictates of local behaviour, which includes such considerations as determining the 

occupant‘s initial response, conflict resolution, overtaking, etc. In addition a number of localised 
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decision-making processes are available to each individual according to the conditions in which 

they find themselves and the information available to them. This includes the ability to customise 

their egress route according to the levels of congestion around them, the environmental conditions 

and the social relationships within the population.  As certain behaviour rules, such as conflict 

resolution, are probabilistic in nature, the model will not produce identical results if a simulation 

is repeated. 

3.3 Limitations of buildingEXODUS 

buildingEXODUS provides faster than real time results if the case involved is relatively small (< 

10,000 population) . However, as the size of the geometry and the population size increase, the 

simulation will take longer to run. But as the problem size (geometry or/and population or/and 

behaviours represented) increases, the run time increases accordingly and can surpass the 

simulation time. A good example to illustrate this statement is given in Benchmark Test case 1 in 

Section 3.3.1.1 and in Benchmark Test case 2 in Section 3.3.1.2. Benchmark Test case 2 is a 

bigger version of Benchmark Test case 1 and shows how the run time can exceed the simulation 

time. In the case of using the software in a live incident, running the simulation in 

buildingEXODUS to obtain live advice and planning, will be of no use to an incident commander 

should run-time exceeds the simulation time. The run time should be much faster than the 

simulation time to enable different scenarios to be analysed and to find the best possible outcome 

to an evacuation.  

Depending on the specifications of the CPU used to run the simulation, there will be a point 

where the problem size will be too large for the case to be loaded up. In that case, 

buildingEXODUS will fail due to memory limitations on the computer whilst attempting to load 

up the large case.  

To get an idea of the performance and limitations of buildingEXODUS when simulating various 

sized problems, some benchmark values must be acquired. 
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3.3.1 Benchmark Values 

The benchmarks values to assess the performance of buildingEXODUS in terms of timings and 

its limitations were obtained by running five test cases with various problem sizes. All the tests 

were run on two processors of different specifications to illustrate how the results obtained are 

highly dependent on the specification of the processor used.  

Another factor responsible for elevated run-times is the use of graphical visualisation whilst the 

software is running. When the graphics are switched off, buildingEXODUS performs faster than 

when the visualisation is switched on. Hence, the benchmark values include the results obtained 

from running with and without visualisation modes. 

The processors used for the tests are shown below: 

 

Operating System: Windows XP Professional (5.1, Build 2600) Service Pack 2  

          Processor: Intel(R) Pentium(R) D CPU 3.40GHz (2 CPUs) 

             Memory: 3,326MB RAM 

 

 Operating System: Windows XP Professional x64 Edition (5.2, Build 3790) Service  

          Processor: Intel(R) Pentium(R) III Xeon processor (2 CPUs), ~3.2GHz 

             Memory: 8,110MB RAM 

3.3.1.1 Benchmark test case 1 - 150m x 150m enclosure populated by 10,000 occupants 

The first case is designed to accommodate a population of 10,000 people occupying a simple 

square enclosure. Since the size of the population is quite large the geometry will be assumed to 

be of an open ground assembly type (e.g. pop and rock concert area). This was approximated  to 

150m x 150m. The exits were placed uniformly around the perimeter of the square. Figure 3.2 

shows a crude diagram of the geometry, with some additional details, of the enclosure used.  



B.Y.Y.MOHEDEEN Chapter 3 

46 

 

 

Figure 3.2 – Square geometry measuring 150m by 150m. 

 

An average of the simulation and wall-clock times obtained from running the simulations of 

evacuating 10,000 occupants are displayed in Table 3.1. 

Table 3.1 – Times in seconds for Benchmark test case 1 

 Graphics ON Graphics OFF 

 PC 1 PC 2  PC 1  PC 2  

Simulation Time (s) 277.00 273.00 284.33 274.67 

Wall-clock Time (s) 175.67 72.67 127.00 38.08 

 

Benchmark test case 1 is a sufficiently small problem size to attain faster run-times than 

simulation times. For both the scenarios of having different specifications for the processors as 

well as running the problem with the graphics switched on and then off, all the wall-clock times 

obtained are less than their associated simulation time advised by the software. Running 

Benchmark test case 1 on PC 1 returns a wall-clock time improvement over its associated 

simulation time of 36.6% with the graphics switched on and of 55.3% when the graphics were 

10,000 Occupants 

150m X 150m 

 

3 Exits on both left and right 

sides, 2m wide, 37.5m apart 

 

2 Exits on both top and bottom 

sides, 2m wide,  

50m apart 
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turned off. When PC 2 was used, a wall-clock time improvement of 73.4% can be observed when 

the graphics were switched on and an increase of 86.1% with no visualisation features. Running 

the case without visualisation returns an improvement of 13.8% for PC 1 and of 19.1% for PC 2 

compared to using the visualisation features. Please note that the difference in the Simulation 

times obtained from using the two processors are different due to the fact that evacuation models 

which do not use a formula to predict the movements of its population, will give out different 

simulation times at every run. This is due to the unpredictibility of the population‘s movement 

that the model promote.  

3.3.1.2 Benchmark test case 2 - 245m x 245m enclosure populated by 30,000 occupants 

The second case is based on the same principles as the first case but designed to accommodate a 

population of 30,000 people. Seven exits were uniformly placed across the perimeter of the 

geometry as shown in Figure 3.3. 

 

Figure 3.3 – Square geometry measuring 245m by 245m 

 

The results obtained from running ‗Benchmark test case 2 - 245m x 245m enclosure populated by 

30,000 occupants‘ is displayed in Table 3.2. All 30,000 occupants evacuated the geometry in the 

averaged simulation times displayed in Table 3.2. 

 

30,000 Occupants 

245m X 245m 

 

7 Exits each side,  

2m wide,  

30.6m apart 
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Table 3.2 – Times in seconds for Benchmark test case 2 

 Graphics ON Graphics OFF 

 PC 1  PC 2  PC 1  PC 2  

Simulation Time (s) 378.33 375.50 377.00 374.50 

Wall-clock Time (s) 758.33 307.50 608.67 234.00 

 

Benchmark test case 2 is a larger version of Benchmark test case 1 both in terms of geometry and 

population. In this instance, running the tests on PC 1 produced higher wall-clock times than their 

associated simulation times, whether the graphics were switched on or off. A possible reason for 

incurring higher wall-clock times than their corresponding simulation times is the extra 

calculations involved in moving a larger population within a larger geometry. With respect to 

their associated simulation times, the wall-clock times were more than 100% slower with the 

visualisation features and 61.4% slower with no graphics. However, running the same test case on 

PC 2 incurred a reduced wall-clock times compared to their associated simulation times, which 

are improvements of 18.1% and 37.5% with and without graphics respectively. Expectedly, 

switching the graphics off incurred less time than when the visualisation features were used, 

specifically 19.7% and 23.9% less time for PC 1 and PC 2 respectively. 

3.3.1.3 Benchmark test case 3 - Multi-storey building populated by 8,120 occupants 

Case 3 involves a multi-storey building with 8 main exits. The building consists of 50 floors 

including the ground floor. The population size was 8,120 occupants. The results obtained from 

testing Case 3 in simulating the evacuation of all 8,120 occupants are displayed in Table 3.3. 
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Table 3.3 – Times in seconds for Benchmark test case 3 

 Graphics ON Graphics OFF 

 PC 1  PC 2  PC 1  PC 2  

Simulation Time (s) 2516.00 2524.00 2491.50 2513.50 

Wall-clock Time (s) 1472.50 782.50 1254.50 719.50 

 

This case comprises of a big geometry but with a smaller population than previously tested. All 

the scenarios tested produced better wall-clock times than their simulation times counterparts. PC 

1 permitted a progress over the simulation time of 41.5% with the graphics switched on and of 

49.7% with the graphics switched off. Similarly, running the test case on PC 2 provided an 

improvement over the simulation times by 69% and 71.4% with the graphics switched on and off 

respectively. Unsurprisingly, running the test cases without any visualisation reduces the times 

from running them with the graphics switched on. Namely, a 14.8% decrease for PC 1 and an 8% 

decrease when PC 2 was used. 

3.3.1.4 Benchmark test case 4 - Creation of a 750m x 1,000m enclosure 

Benchmark test case 4 is the attempted creation of a rectangular geometry measuring 750m by 

1,000m on PC 2. After about 18 hours of building the nodes and arcs to create that geometry, the 

processor ran out of memory and the building process failed. 

3.3.1.5 Benchmark test case 5 – Real geometry: World Trade Centre’s north tower 

A good example of the application of buildingEXODUS on a real geometry is the simulation the 

evacuation of the World Trade centre (WTC) [144, 145]. The simulations attempted to reproduce 

the evacuation of the North Tower of the World Trade Centre.  This involved a building of 110 

storeys and two different target populations, one involving approximately 8,200 occupants and 

the other involving 21,000 occupants.  With a population of 8,200, the actual evacuation may 

require around 100 minutes in real time while with a population of 21,000 the evacuation may 

require approximately 150 minutes.  Using a 3.6 GHz Pentium 4 PC with 3.25 GB RAM these 
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simulations required approximately 25 minutes and 120 minutes respectively.  Even at four times 

faster than real time, the 25 minute simulation of the WTC evacuation is not sufficiently fast to be 

of use to incident commanders [16].   

3.3.1.6 Overview 

The benchmark test cases examined produced diverse results: from having faster run-times than 

simulation times, slower run-times or even the inability to load up a large-scale problem. Even 

when the run-times were faster than the simulation times, the gain achieved was not significantly 

large enough to be of any use to incident commanders. 

A possible remedy to improving the run-times as well as allowing the loading up of large-scale 

cases is the expensive purchase of more powerful processors. However, due to the software‘s 

developpers‘ requirement 5 from Section 1.2, this option is not viable. The other possible solution 

to the problems posed above is the use of parallel processing.  

3.4 Parallel computing as a solution to the limitations of 
buildingEXODUS 

Given the issues of speed as stated in this chapter, parallel processing is a method that can be 

used to reduce run-times of very large cases that would have been impossible on a single 

processor. This method typically distributes the workload amongst a number of CPUs. A parallel 

implementation of the buildingEXODUS software will distribute an evacuation scenario across a 

number of computers making use of the available memory and processing capabilities of the 

computers in the cluster or network.   

There are two main benefits associated with this approach.  Firstly larger scenarios can be 

modelled than would be possible with a standard evacuation model. As each CPU will now hold 

only part of the problem size, this allows the simulation of very large building complexes or 

potentially even large urban spaces to be modelled in far greater detail than was previously 

possible.  Secondly large scenarios can run more quickly than was previously possible and 

potentially much faster than real time. Instead of one CPU catering for the simulation of the 
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whole problem size, parallel processing will enable each CPU to now simulate a fraction of the 

original load, which technically should reduce the run times.
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4 PARALLEL IMPLEMENTATION OF buildingEXODUS 

The buildingEXODUS code is complex with over half a million lines of codes, so a simplified 

prototype version miniEXODUS was written to function similarly to buildingEXODUS to test 

the feasibility of the parallel approach. This miniEXODUS was used to test a number of strategies 

that then fed into the developement of parallel buildingEXODUS as carried out by Grandison et 

al. [16]. miniEXODUS was used by both the software developers and in this current research to 

extensively test the parallel approaches needed for the final parallel implementation of 

buildingEXODUS. However, the source code necessary for the partitioning strategies (Chapters 5 

and 6) devised in this research were accessible for the software modifications. Consequently in 

this chapter, there are some collaborated materials from the software developers (Sections 

4.2.4.1.1, 4.2.5, 4.2.5.1, 4.2.5.2, 4.2.5.3, 4.2.5.4, 4.2.5.5, 4.2.6.1, and 4.3.1) which are briefly 

explained to aid the understanding with respect to  the research undertaken by the author. These 

collaborated materials can be found in more detail in the Appendix.  

4.1 Prototype: miniEXODUS 

The miniEXODUS prototype performs the very basic functions of buildingEXODUS, namely 

simulating the evacuation of people from a geometry. Similar to how buildingEXODUS allows a 

person to move, the movement of the individuals are performed by having the node attracting a 

person onto it rather than a person choosing which node to move to. miniEXODUS calculates the 

movement of people by the Potential Route Map, which makes people traverse to nodes which 

are closest to an exit. buildingEXODUS has many methods to simulate the evacuation of people 

and the Potential Route Map technique is one of them. In the first instance, to parallelise 

buildingEXODUS directly would have been too demanding in terms of sifting through all the 

code and the interacting sub-models. Hence, miniEXODUS was used to assess a number of 

parallelisation strategies and techniques so as to select the best method to parallelise 

buildingEXODUS. 
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4.1.1 Parallelisation strategies used to parallelise miniEXODUS 

From the initial research into which parallel strategy seems most beneficial for an evacuation 

model (Section 2.6.1.4), the domain decomposition technique was adopted in the parallelisation 

of miniEXODUS. The physical domain of the problem was decomposed by using one of the 

different partitioning strategies investigated; See Section 4.1.1.1. Using this decomposition 

technique resulted in the creation of halo nodes to allow the communications of the individuals at 

the boundaries as well as the synchronisation amongst the processors during the simulation. The 

investigation into the creation of halo nodes gave an important insight on the size of the halo 

regions. The halo regions on each processor need to be at least 2 nodes wide to permit the 

movement of the people. This is due to the fact the movement of an individual is determined by 

the neighbouring nodes surrounding the current node which the occupant is on. An exploration 

into how the synchronisations amongst the processors were executed during each clock-tick was 

performed so that each processor is on the same simulation time. The communications processes 

had to be carefully co-ordinated to allow the smooth transmission of the data. It is not the case 

that a processor can simply send and receive messages to each other. Hence, the communication 

strategies were devised and explored so that the occupants were properly communicated across, 

such as a copy of an occupant on a halo node needs to be created on its corresponding halo node 

on the neighbouring processor and then deleted as soon as that occupant moves out of the 

boundary region. 

Significant insights into how the parallel evacuation model will perform were gained with the 

parallelisation of miniEXODUS. A positive observation was that the data communications were 

very fast and did not appear to be a limiting factor in the time taken to perform this operation. 

Initially the parallelised version was tested on two processors and the strategy was working. 

When the number of processors was increased, another crucial discovery was that the parallel 

model cannot cater for multi-connected partitions. A partition having more than two neighbouring 

partitions creates a copy of the same nodes in each halo region created at the boundaries. For 

example, a node (e.g. node X) can have several neighbouring processors. Please refer to Figure 

4.1 for the illustration of node X denoted by a star. In those cases, different sub-domains are 

associated to that particular node X; this leads to the problem of having multiple copies of a 

single node and furthermore determining which region is responsible to move an occupant of that 
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node, as in buildingEXODUS occupants get moved by a neighbouring node rather than the node 

it‘s currently occupying. These types of nodes create overlapping halos.  

 

Figure 4.1 - Node X virtually exists on three other domains on different processors as a multi-

halo node 

 

The problem is that node X resides on four different processors and hence can attract a person 

onto it so that the same person is now being simulated by four processors. This created the 

problems of having multiple copies of a same person being simulated by more than one 

processor. This problem was not researched further in the parallel version of miniEXODUS as by 

then the parallel strategies were already implemented in buildingEXODUS and the software 

developer had already found a quick solution to that problem by creating Multi-Halo nodes as 

explained in Section 4.2.4.1.1. 
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4.1.1.1 Partitioning strategies attempted 

In an attempt to investigate the impact of having different partitioning strategies with different 

population loads on the parallel performance, several test cases were run. Test Case 1 is one of 

the test cases attempted.  

Test Case 1 - Geometry modelled on the Beijing High Street.  

This geometry is roughly rectangular in shape, containing 132,878 nodes and 9 exits located 

around the geometry.  

This particular geometry was chosen as one of the main uses of the parallelised version of 

buildingEXODUS is to be used on large open-spaced and non-built geometries. Different 

population loads, namely 5,000, and 15,000 people were simulated in an attempt to test the 

robustness and communication costs of the system as well as how they impact on the speedups 

obtainable. Two identical processors
1
 available at that time were used to run those tests.  

Three main partitioning strategies were tested for Test Case 1, the Equal Partitioning method 

(where the geometry was equally divided into 2, 4 and 9 dub-domains), the Potential Route Map 

(PRM) Method (automatically generating 9 sub-domains from having 9 exits, please see Section 

5.1.4.1 for more information about this method) and the partitioning software METIS (used to 

partition the domain into 2 and 9 sub-domains so as to get a direct comparison to the Equal 

Partitioning and the PRM methods). 

The result from using these partitioning strategies on Test Case 1 populated by 5,000 people is 

displayed in Figure 4.2. 

 

                                                 
1     Processor: Intel(R) Pentium(4) 1.5GHz  

             Memory: 60GB RAM 
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1
 

Figure 4.2- Speedup values obtained for using Parallel miniEXODUS with different partitioning 

strategies on Test Case 1 populated by 5,000 people 

 From these results, the parallelisation of the miniEXODUS prototype can be considered a 

success, as speedup values greater than one were obtained. The best and worst speedup values 

were when the partitioning software METIS was used to partition the geometry into two and nine 

sub-domains respectively. The chief deduction is that the parallelisation techniques applied is a 

success and can be ported on buildingEXODUS. Also, it is found that the choice of a particular 

partitioning method is crucial in obtaining good speedup values. 

Increasing the population load to 15,000 people in the same geometry whilst using the same 

partitioning methods used in the previous test run with 5,000 people, produced the results 

displayed in Figure 4.3. 

 

                                                 
1 *         PRM: Potential Route Map 

 

(9 parts) (9 parts) 
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Figure 4.3 - Speedup values obtained for using Parallel miniEXODUS with different partitioning 

strategies on Test Case 1 populated by 15,000 people 

 

Some interesting observations can be made from the results displayed in Figure 4.3. Here again, 

all the speedup values obtained are greater than one, suggesting that the parallelisation of the 

prototype is a success and can achieve faster times than using only one processor to run the test 

case. However, increasing the population load seems to have a negative impact of using METIS 

(9 sub-domains) and the Equal Partitioning (9 sub-domains) methods. The most likely cause 

degrading the results of these two methods is the extra communication costs of the increased 

population load. The PRM method also has nine sub-domains, but because the partition 

boundaries are strategically placed so that fewer people would be crossing these boundaries, this 

method produced the best result with a speedup of more than 1.8.  The importance of choosing 

the right partitioning strategy seems to be the dominating factor in achieving good speedups. 

(9 parts) 
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4.1.2 Remarks 

Various important insights such as how to communicate the people at boundaries, 

synchronisation issues and the problems encountered with having multi-connected halo regions 

were gained so as to prepare for the actual parallelisation of the buildingEXODUS software. This 

prototype also acted as a feasibility test to decide whether to continue with the parallelisation of 

buildingEXODUS. From the results obtained from running the test cases, the feasibility tests 

showed there is a strong potential to provide good speedup values in having a parallelised version 

of buildingEXODUS. However, a good choice of the partitioning strategy is necessary in order to 

get good results, hence more research in finding this optimal partitioning strategy is necessary. 

4.2 Parallelisation Strategies employed for buildingEXODUS 

Having carried out initial investigations from miniEXODUS, the successful parallelisation 

strategies were ported to the parallelised buildingEXODUS and were further developed. However 

due to the complexity of buildingEXODUS, a more detailed investigations into the parallelisation 

methods must be conducted since all avenues (such as Multi-connected regions, output files and 

any other aspects of the software that miniEXODUS did not model) could not be explored by the 

parallelised miniEXODUS. 

4.2.1 At what point does parallelisation become a benefit over the serial algorithm 

A parallel system of processors is generally considered a benefit over a single processor as the 

combined power of a parallel configuration is capable of solving problems faster than a single 

processor. However, configuring a parallel system incurs parallelisation costs such as 

communication and synchronisation costs that a single processor does not incur. Generally if the 

parallelisation costs is minimal compared to the algorithmic costs of a problem, a parallel system 

will fare better than running that problem on a single processor. However, if the parallel costs are 

higher than the computation costs, then no advantages can be gained from using the parallel 

system. A bigger problem size generally incurs more computations relative to the parallel costs 
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than a smaller case. Hence, the benefit of employing a parallel system is dependent on the 

problem size. 

Two tests were run on two processors with specifications
1
 shown below to determine at what 

point a parallel system becomes advantageous over a single processor. A scenario was applied to 

gradually increasing the population size to determine the point when a single processor is no 

longer beneficial to use, that is when the speedup is greater than one.  

Test 1: Geometry measuring 700 x 500 nodes, with 24 exits located at regular intervals along the 

perimeter of the geometry. 

Test 2: Geometry measuring 50 x 250 nodes, with one exit along one end of the geometry. 

The results are shown in Table 4.1: 

Table 4.1 - Speedup values obtained to test when parallelisation becomes beneficial 

Population size 1000 2000 3000 4000 5000 6000 

Speedup (Test 1) 0.76 0.98 1.12 1.25 1.31 1.39 

Speedup (Test 2) 0.38 0.89 1.47 1.69 N/A N/A 

 

A starting population size of 1,000 was used and the resulting speedups were 0.76 and 0.38 for 

case 1 and case 2 respectively, which shows a low speedup. This population size was gradually 

increased and when the speedup reaches more than one, it was considered that the parallel system 

                                                 

1
 Specifications of processors used  

    Operating System: Windows XP Professional x64 Edition (5.2, Build 3790) Service  

          Processor: Intel(R) Pentium(R) III Xeon processor (2 CPUs), ~3.2GHz 

             Memory: 8,110MB RAM 
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was better than the single processor. It was found that on average, using 3,000 or more occupants 

is the point when the parallel system starts yielding positive results. According to this finding, it 

is not considered advantageous to repartition a geometry if there are less than 3,000 occupants, 

leaving this population in a single processor theoretically is better than trying to repartition the 

load to other processors. There is a possibility that this value of 3,000 will differ if the 

specifications of the processors used are different from those that were used to run the test. Due to 

the inaccessibility of another set of processors with different specifications to further test this 

finding, this value was jointly used with the LPT algorithm to determine when to repartition the 

geometry.  

4.2.2 Parallel Architecture adopted 

A network of processors will be used to accommodate this parallel architecture as demonstrated 

in Figure 4.4. Due to requirement 5 imposed by the software developers, a master-slave approach 

was chosen where  there is a master processor which controls all the slave processors. The master 

processor can work as a slave as well and do extra work. All the processors will need to 

communicate amongst them and the message passing interface (MPI) will be used to enable the 

communications.  
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Figure 4.4 - Parallel Architecture adopted 

4.2.3 Problem decomposition 

For the decomposition of an evacuation model, the two most attractive methods are either the 

population decomposition or the geometric decomposition. 

4.2.3.1 Population decomposition 

Similarly to how Hatsky [119] used a particle decomposition strategy, a population 

decomposition entails dividing the whole population into sub-groups. Each sub-group resides on 

a processor and will remain in the care of that processor until every person from that subgroup 

has evacuated.  

Figure 4.5 illustrates this decomposition technique. Consider a geometry with a population load 

(represented by the dots). At the start of the simulation, the population load is divided amongst 

the number of processors available and each sub-load is allocated to them (illustrated by the 

different coloured dots) and the whole geometry is stored on each processor. During the 

simulation, each processor simulates its local population load wherever they are on that domain. 

Master 

processor 

Slave 

processors 
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Depending on the parallel architecture used, this method can be useful as explained in Section 

2.5. For example, on a Single Shared memory (SM) machine, the interactions amongst the 

individuals is not a problem as there is no need to communicate the data required to calculate the 

interactions. Whereas, on a distributed memory system (DM), each sub-group residing on each 

processor will be stored locally. In computer terminology, this is a network/cluster of processors 

linked together over a Local Area Network (LAN). Hence, as large amounts of interactions 

amongst the occupants simulated on different processors occur, an increase in communication 

costs is expected.  

Another shortcoming to using this method is the fact that each processor must hold the entire 

geometry, which will be a limiting factor as to the size of a test case, no matter how many 

processors are utilised. In summary, population decomposition aims at subdividing the population 

and assigning a fraction of that population on each processor which must hold the entire 

geometry.  

 

Figure 4.5 – Population decomposition on a DM system connected via a LAN network 

 

Ti 

 

T0 
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4.2.3.2 Domain decomposition  

 

Domain decomposition (Section 2.7) is the systematic partitioning of the main geometry into a 

number of sub-domains. Each processor is responsible for one or more of those sub-domains as 

well as the occupants who happen to reside on them. Each processor will run its own copy of the 

evacuation modelling code on its allocated sub-domain(s) and at the boundaries of each sub-

domain; communications of the occupants residing on those boundaries must be communicated to 

the processor responsible for the neighbouring sub-domain.  So using this strategy, a particular 

occupant may potentially be handled by several processors. 

Figure 4.6 shows a domain being partitioned into two sub-domains, each residing and being 

simulated on a different processor. 
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Figure 4.6 – Domain decomposition on a DM system connected via a LAN network 

4.2.3.3 Selected decomposition strategy 

With the drawbacks of a population decomposition technique of each processor having to hold 

the entire geometry and having a high communication overhead, the domain decomposition 

technique seems to potentially resolve those issues. Using a domain decomposition strategy, the 



B.Y.Y.MOHEDEEN Chapter 4 

65 

 

problem of holding the entire geometry is solved as the geometry is divided into sub-domains. 

Additionally each processor will be responsible for only a fraction of the population size, as only 

the occupants of the allocated sub-domain will be simulated on each processor. This method 

consequently generates a population decomposition as well since the population is being 

partitioned together with the domain. From the software developers‘ requirement 5 in Section 1.2: 

―Ideally the parallel architecture could be office PCs connected by a LAN network.‖, together 

with the advantages that this strategy provides, the chosen partitioning technique is the domain 

decomposition strategy as it favours the Distributed Memory (DM) model of parallel processing.  

Also from requirement 6: ―There should only be one EXODUS source code i.e. separate parallel 

and serial source codes would not be developed.‖ The program was written to function on both a 

SM machine as well as the DM system, removing the need to have two different set of codes. To 

achieve this, the serial code was modified to include the parallel capabilities. The code was 

written using the Single Program Multiple Data (SPMD) paradigm. With this methodology only 

one executable is used and a copy of the executable is launched on each processor which operates 

on its own part of the problem domain. 

This selected decomposition strategy necessitates the communication of the individuals when 

they are crossing over the boundaries of the partitioned domains. Section 4.2.4 portrays the 

methods necessary to allow the communications of the people. 

4.2.4 Communication Strategy 

4.2.4.1 Halo regions 

Halo regions are created at the partition cuts to represent the boundary nodes on the neighbouring 

processors. The halo nodes are there to enable the communication amongst the neighbouring sub-

domains about the occupants residing on those boundary nodes. On each sub-domain‘s 

boundaries, a set of Inner Halo nodes are identified and they will be the corresponding Outer 

Halo nodes on the respective neighbouring processor. An occupant residing on an Inner Halo 

node will be mirrored on that same corresponding Outer Halo node on the neighbouring 
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processor. This technique is necessary to allow the movement of the people on those boundaries 

as a transition between processors‘ sub-domains.  Figure 4.7 illustrates this concept. 

 

 

Figure 4.7 – Halo regions representing boundary nodes 

4.2.4.1.1 Multi-halo regions  

The previous example demonstrated in Figure 4.7 had a one dimensional partitioning strategy, 

meaning that boundary nodes have only one neighbouring processor. However it is possible to 

have other types of partitions where a certain node X can have several neighbouring processors. 

Please refer to Figure 4.8 for the illustration of node X denoted by a star. In those cases, different 
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sub-domains are associated to that particular node X; this leads to the problem of having multiple 

copies of a single node and furthermore determining which region is responsible to move an 

occupant of that node as in EXODUS, occupants gets moved by a neighbouring node rather than 

the node its currently occupying. These types of nodes create overlapping halos.  

 

 

Figure 4.8 - Node X virtually exists on three other sub-domains on different processors as a 

multi-halo node 

 

To alleviate this problem, halo nodes that share sub-domains are converted into a new sub-

domain called a multi-halo region. Figure 4.9 illustrates this conversion. This multi-halo region is 

catered for by the master processor, similar to how Quinn et al [89] performed their 

communication strategy. This is a simplification of what actually occurs in the implementation. 

These multi-halo regions also have a required minimum width of five nodes to avoid any 

communication issues that may arise if the halo regions are too thin. 
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Figure 4.9 - Conversion of multiple connected nodes into new sub-domain 

 

4.2.5 Movement of People  

The movement of people briefly presented here is included for completeness, see Appendix 11.1 

and Grandison et al. [16]. These are included in this thesis to aid the understanding of the 

research done for this dissertation. 

4.2.5.1 Person transfer and movement across sub-domains boundaries 

Figure 4.10 demonstrates the movement of the occupants on boundary areas. Consider two sub-

domains, each handled by a processor. Each processor is responsible for calculating the 

computations for the evacuation simulation for the people located on their respective sub-domain. 

In the example shown in Figure 4.10, the person is moving from left to right and must be 

transferred from one sub-domain to the other. The movement across sub-domains can be briefly 

explained: 
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1. In Figure 4.10(a), the person is approaching the sub-domain boundary but is currently 

controlled by the left hand sub-domain (LHSD).  

2. As the person enters the Inner Halo region of the LHSD (see Figure 4.10(b)), the LHSD 

now sends a message concerning the person located on the Inner Halo node to the right 

hand sub-domain (RHSD) and the RHSD now creates a copy of the person on its Outer 

halo node.  At this point the person is now controlled by the RHSD as the person wishes 

to move onto the RHSD. 

3. As the person moves onto the RHSD (see Figure 4.10(c)) this information is sent back to 

the LHSD which updates the person on its side to move to its Outer Halo region.  

4. In Figure 4.10(d), the person now continues its journey on the RHSD and as it moves 

away from the boundary the LHSD is instructed to recycle its copy of the person as that 

copy is no longer needed.  

 

                          

                         Figure 4.10 – The movement of an individual across sub-domains in the parallel 

version of EXODUS [16] 
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4.2.5.2 Movement Algorithm 

The overall simulation is governed by the global Simulation Clock which is a timeline division of 

1/12s. On these ticks occupants decide what their future actions will be; this is generally a 

movement towards the nearest exit. The population is looped over until all the PETs (Personal 

Elapsed Time) of each of the individuals have incremented beyond the Simulation Clock which 

may be due to a movement to the next node or due to congestion. If congested, a decision to wait 

in its current position is put in force until the next tick of the global Simulation Clock. The global 

Simulation Clock keeps ticking until all the occupants have exited the evacuation scenario.  

4.2.5.3 Serial code enhancement 

The list of individuals used for the movement algorithm was optimised. In the revised algorithm 

the list used for movement would be modified to only include occupants that still needed to be 

moved.  The increase in performance was case dependent but was found to be on average 47% 

faster than the original algorithm with the improvement most marked when higher congestion 

levels existed.   

Please refer to Appendix 9.2 for a detailed explanation of those changes. These improved codes 

were then fed into the parallel implementation to reduce the computational time of running the 

software. 

4.2.5.3.1 New Benchmark values after the serial enhancements 

The same cases used to benchmark the values in 3.3.1 Benchmark Values are now demonstrated 

in Table 4.2 by using the improved serial codes. The numbers in italics are the values 

demonstrated in 3.3.1 Benchmark Values; they are included here to make the comparisons easier. 

The processors used for the tests are shown below: 
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Operating System: Windows XP Professional (5.1, Build 2600) Service Pack 2  

          Processor: Intel(R) Pentium(R) D CPU 3.40GHz (2 CPUs) 

             Memory: 3,326MB RAM 

 

 Operating System: Windows XP Professional x64 Edition (5.2, Build 3790) Service  

          Processor: Intel(R) Pentium(R) III Xeon processor (2 CPUs), ~3.2GHz 

             Memory: 8,110MB RAM 

 

 

Table 4.2 - Comparison between the original serial code and the improved serial code for 

Benchmark test case 1 

 Graphics ON Graphics OFF 

 PC 1  PC 2  PC 1   PC 2  

 Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Wall-

clock 

Time 

(s) 

175.67 83.00 72.67 48.17 127.00 48.07 38.08 19.46 

% 

change 
- 52.75 % - 33.71 % - 62.15 % - 48.9 % 

 

As can be seen from Table 4.2, the improved serial code significantly reduces the wall-clock 

times of running Benchmark test case 1. Improvements of 52.75% on PC 1
 
and 33.71% on PC 2 

were achieved when the visualisation features were applied. When the graphics were turned off, 

the improved serial code was better than the original serial code by 62.15% when PC 1
 
was used 

and by 48.9% on PC 2.  

Similarly, Table 4.3 illustrates the Comparison between the original serial code and the improved 

serial code for Benchmark test case 2. 
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Table 4.3 - Comparison between the original serial code and the improved serial code for 

Benchmark test case 2 

 Graphics ON Graphics OFF 

 PC 1  PC 2  PC 1  PC   

 Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Wall-

clock 

Time 

(s) 

758.33 338.33 307.50 166.50 608.67 192.00 234.00 97.50 

% 

change 
- 55.38 % - 45.85 % - 68.46 % - 58.33 % 

 

Running the improved serial code on Benchmark test case 2 still shows a marked improvement 

from running the same test case on the original serial code. Table 4.3 shows the timings from 

using the improved serial code are on average half of what were obtained from using the original 

serial code, whichever the processor used and whether the test cases were run with or without the 

visualisation features. 

Table 4.4 illustrates the Comparison between the original serial code and the improved serial 

code for Benchmark test case 3. 

Table 4.4 - Comparison between the original serial code and the improved serial code for 

Benchmark test case 3 

 Graphics ON Graphics OFF 

 PC 1  PC 2  PC 1  PC  

 Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Original 
Serial 
code 

Improved 
Serial 
code 

Wall-

clock 

Time 

(s) 

1472.5 1102.50 782.50 444.50 1254.50 989.50 719.50 389.00 

% 

change 
- 25.13 % - 43.19 % - 21.12 % - 45.93 % 
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The results obtained from using the improved serial code on Benchmark test case 3 still show 

improvements from using the original serial code. PC 1 
 
produced an improvement of 25.13% and 

of 21.12% when the graphics were on and off respectively. However, the same test case shows 

even better improvements when run on PC 2, namely 43.19% with the graphics switched on and 

45.93% without the visualisation features. 

Applying the serial enhancements, these results show a big improvement in the wall-clock time 

obtained from using the software in serial. Hence, the wall-clock time of the simulation was 

significantly reduced just by optimising the serial codes even before the parallelisation of the 

software. 

4.2.5.4 Parallel movement algorithm  

The algorithm for the parallel implementation is essentially the same as the enhanced serial one 

apart from that the population is looped over in sub-groups related to their proximity to sub-

domain boundaries. These are the high-boundary group, the low-boundary group, and the non-

boundary group. The simulation clock is incremented 1/12s and the ticker is incremented by one 

tick. A more detailed explanation is available in Appendix 9.2.1.3. A brief description of the 

algorithm is illustrated in Figure 4.11: 
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Figure 4.11 – Parallel movement algorithm 
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4.2.5.5 Synchronisation  

The communications processes mentioned in the previous sections had to be carefully 

orchestrated to allow the smooth transmission of the data. It is not the case that a processor can 

simply send and receive messages to each other. The communication needs to be arranged to 

ensure that the appropriate processor is ready to receive a message when the corresponding 

neighbouring processor is sending that message.  Failure to correctly orchestrate this 

communication can lead to a deadlock. This occurs when both processors are waiting to receive a 

message from each other but they will wait indefinitely as the message will not be sent until a 

message is received from the other processor. More explanation about this topic is available in 

Appendix 9.2.1.4. 

4.2.6 Output files 

4.2.6.1 Graphical output  

As the simulation has been distributed over a number of processors, the visualisation needs to be 

adapted to display the simulation on the ‗Master‘ processor from the computations that are being 

calculated on the remote ‗slave‘ processors.  This is achieved by maintaining the entire nodal 

geometry on the ‗Master‘ computer and updating these nodes with information from the slave 

processors.  It is further expected that it will not be necessary to maintain the entire nodal 

geometry on the master computer in the future.  The implementation of high end graphics is 

considered to be beyond the present scope of this work.  All the testing has therefore been 

performed with the graphical output switched off. More information can be obtained from 

Appendix 9.2.1.5. 
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4.2.6.2 Results output 

Typically, it is the ‗Master‘ processor which handles the I/O and problem distribution. The other 

processors (Slave) are exactly the same as one another and only differ slightly from the master. 

Both the master processor and the slave processors run its portion of the simulation and it is the 

master process which is responsible for the collection of the results to a single output file.  

4.2.7 Handling of the domain 

4.2.7.1 Whole geometry on each processor 

Whenever the whole domain can be held on each processor, it is easier to load the whole 

geometry on each computer and then partition it. When the different partitions are found and 

assigned, instead of deleting the remaining nodes that are not in each processor‘s allocated 

domain(s), the algorithm keeps them for ease of the simulation. All the nodes are linked and by 

deleting some of the nodes, some properties might be lost and more communications and 

calculations are necessary. An example is the potential values that each node holds. Each node 

gets its potential value by its neighbouring node and this chain reaction means that deleting a 

section of the geometry and hence the nodes in that region, those potential values are lost unless 

some communication and calculations are performed to obtain those potential values. The nodes‘ 

potential values may need to be changed during the course of the simulation if ever an evacuation 

scenario occurs which makes an exit or several exits become closed. Whenever this situation 

happens, all the nodes‘ potential values are bound to change and need to be updated. By keeping 

the whole region on each processor, these extra calculations and communications can be averted 

and hence avoiding the complications that the absence of some nodes can incur.  

It should be noted that the nodes residing outside each processor‘s domain are only kept as static 

nodes whereby they are only represented and do not handle any evacuation dynamics during the 

simulation unlike the dynamic residing nodes, which permit the movement of the population as 

well as any calculations needed related to the hazard environment. These static nodes only hold 

the relevant attributes that are useful to the local nodes (such as their potential values, positions 
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etc). Hence, they only exist as lower cost objects that passively contributes to the running of the 

simulation without taking as much memory requirements as a normal dynamic node requires.  

All the large-scale test cases investigated so far are able to be loaded on a processor, hence not 

requiring the need to only load parts of the geometry on each processor. However, there is no 

upper limit on the area of a geometry and there might come a point when a geometry will not fit 

on one processor. 

4.2.7.2 Parts of the geometry on each processor 

For the scalability of the problem size, an alternative to holding the whole geometry on each 

processor was devised. The choice to only hold parts of the domain on each processor is 

achievable. However as mentioned above, this alternative is not to be recommended for the 

various reasons provided. 

4.2.7.2.1 Creation of mini cloned nodes 

Mini cloned nodes are objects created to represent the nodes that are present in the 

buildingEXODUS software. When the geometric file is loaded, the software reads the relevant 

data file and then creates the nodes with all the necessary attributes. By selecting only the 

attributes required to just create a geometric layout without the other attributes that a normal node 

possess (e.g toxicity values, node‘s colour), a set of matching cloned nodes are instead created in 

the software. These cloned nodes only hold the attributes necessary to partition the geometry and 

for that domain to function independently. The creation of a normal node in buildingEXODUS 

requires 152 bytes compared to 88 bytes for the creation of a minified cloned node which only 

holds the attributes necessary to build the geometry (such as (x, y) coordinates, arcs, etc). Once 

the partitioned sections are found by using the minified cloned nodes‘ spatial information, their 

matching normal nodes are loaded from the data file. Hence, the software is able to load only 

parts of a geometry on each processor thus allowing vast cases previously impossible, to be 

represented. For these simulations, whenever there is the need to get data from the nodes residing 

on other processors, there is no choice but to communicate the relevant information across. 
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However, due to time constraints more research needs to be done in this area as it has not been 

fully explored for any eventual problems that may arise when using this strategy. Hence, 

currently the whole geometry is loaded on each processor. 

4.3 Other Parallelisation issues 

4.3.1 Size of data transfer of each individual  

In EXODUS, each occupant has a large amount of data associated with it. Each occupant has 

various attributes that make up a person and one major problem in the parallelisation process was 

the transfer of those data when the occupants needed to be communicated across whenever they 

crossed boundaries. Each individual has both static attributes (age, gender, etc) associated with 

them and dynamic attributes (waiting time, toxic gases doses, etc). In total there are 19 static and 

up to 50 dynamic attributes associated with each occupant. This means that communicating each 

individual represents a potentially significant cost as individuals cross over boundaries. In order 

to alleviate this communication problem, the following strategy was adopted: 

 Static data is sent once when an individual initially meets a boundary.  

 Dynamic data is only sent if it has changed since the last communication between the sub-

domains. 

Using this strategy it was also necessary to communicate whether or not a particular data item had 

been communicated.  This was achieved by maintaining a transfer status for each data item and 

recording whether it had been communicated since its last change.  The transfer status would then 

need to be part of the sent communication.  This transfer status was stored as a single bit (0 or 1) 

which potentially reduces a transfer of 32 bits (the size of an integer or floating point number to 

represent an attribute) to a single bit.   
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4.3.2 Processors sharing the same exit 

In EXODUS, exits are special types of nodes and due to the nature of the evacuation movement 

algorithm where it is the node that initiates the movement of people, an exit can only exist on one 

processor and cannot be halo exits. So, when partitioning the problem, exits must not lie on the 

boundaries or too near to one so that they will become halo nodes or too many synchronisations 

and communications will occur at that location. This will inevitably be a negative impact on the 

goals that the parallelisation of the software are trying to achieve. 

4.3.3 Thin partitions 

At each boundary of the partitions, there are halo nodes to enable the communications of the 

occupants residing on these areas. Two sets of nodes make up each halo boundary. A problem 

arises when the partition created has a thin region (consisting of four nodes or less) and a conflict 

arises with the allocation of the halo nodes. As can be seen from Figure 4.12, P1 has the same set 

of InnerHalo2 nodes to both P0 and P2 and this creates complications in the codes as the halo 

nodes have to be distinct to a particular processor. An algorithm was devised to check the width 

of each partition and if there are any regions which are considered thin, they are merged with the 

neighbouring region.  
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Figure 4.12 - Diagram showing a thin partition unable to create distinct halo cells to a particular 

processor 

 

4.3.1 Process of Loading up of the problem in parallel 

The final process for Parallel buildingEXODUS in loading up a problem in parallel is depicted in 

Figure 4.13. 

InnerHalo1 

to P0  

 

 

InnerHalo2 

to both P0 

and P2 

 

 

InnerHalo1 

to P2  
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Figure 4.13 - Loading up of the problem in parallel 

4.4 Approaches to assess the parallel performance of a simulation 

Quinn et al. [89] and Karavakis [90] assessed the parallel performance of their parallel system by 

investigating a time-step out of the whole simulation and as explained in Sections 2.6.1.1 and 

2.6.1.2, these methods do not reflect an accurate parallel performance of the entire simulation. 

A determining factor affecting the movement calculations of a population is the physical 

conditions the individuals are exposed to. Performing the movement updates of a population in a 

packed condition is significantly greater since there is congestion involved. 

A test was devised to show the impact on the workload required to run a congested evacuation 

compared to a free flowing evacuation. The idea is to run two test cases to assess the impact of 

having congestion compared to free-flow motion on a parallel system. Similar tests were 

performed to how Quinn et al. [89] and Karavakis [90] measured their parallel performance.  



B.Y.Y.MOHEDEEN Chapter 4 

82 

 

i. The number of movement updates of the whole population is measured in a second time 

frame, which is how Quinn et al. [89] used as their testing criteria.  

ii. Another measurement criterion was carried out to match the approach of timing a simulation 

second similar to what Karavakis [90] employed. 

All the tests were run on a cluster of processors 
1
 ranging from one to five processors. 

Test Case 2 illustrated in Figure 4.14  is randomly populated by 100,000 individuals to allow a 

3.8 nodes per person density. This scenario can be considered as a sparse people density situation.  

Each person was randomly assigned a response time between 0s and 30s. 

Test Case 2 – 1,000m x 100m geometry sparsely populated by 100,000 randomly placed 

individuals. 

 

 

Figure 4.14: 1,000m x 100m geometry randomly populated by 100,000 individuals 

 

Test Case 3 involves the same geometry involved above but compactly populated by the same 

population size so that there is one node per person density. This scenario can be considered a 

packed people density situation, as shown in Figure 4.15.  

                                                 

1
 Operating System: Windows XP Professional x64 Edition (5.2, Build 3790) Service  

          Processor: Intel(R) Pentium(R) III Xeon processor (2 CPUs), ~3.2GHz 

             Memory: 8,110MB RAM 
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Test Case 3 – 1,000m x 100m geometry, populated by 100,000 individuals compactly placed in a 

region with a 1 node per person density 

 

 

Figure 4.15: 1,000m x 100m geometry compactly populated by 100,000 individuals 

 

The results were taken at a simulation time of 30s to ascertain that all the 100,000 individuals 

have started moving since the population has different response times ranging from 0s to 30s. 

Figure 4.16 demonstrates the number of movement updates needed to move the 100,000 

individuals in one second when in sparse and packed conditions. Those values were taken 30s in 

the simulation to ensure all the occupants have started evacuating. 

 

Figure 4.16 – Comparison of the number of movement updates of 100,000 individuals per second 

when in sparse and packed conditions when Simulation time equals to 30s. 

 

Figure 4.16 clearly shows a marked difference in the number of movement updates achievable 

from different level of population densities. A sparse scenario generates an approximate 
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improvement of 5.5 times the number of processors used (5 processors generating 27.5 times 

more updates than a processor can) suggesting a high scalability for the parallel system. However, 

under packed conditions, the improvement in the number of movement of updates achievable 

increases roughly linearly with the number of processors used in the parallel system. These 

improvements still shows a trend for scalability, but not as much as the sparse scenario provides. 

Hence, the speedups achievable are highly dependent on the conditions of the evacuation. In this 

instance, a sparsely populated problem produced roughly 5 times more movement updates than a 

highly congested problem. 

The second parallel performance criterion of timing a simulation second was also employed to the 

same test cases used above and the results are displayed in Figure 4.17. 

 

Figure 4.17 - Comparison of the clock-time it takes to reproduce one simulation second when in 

sparse and packed conditions when Simulation time equals to 30s. 

 

For both level of congestions, a scope for scalability can be observed from Figure 4.17. As 

predicted, a simulation second takes longer (about 3.5 times more) to reproduce under a packed 

condition than when the problem was sparsely populated.  

Using both the testing criteria demonstrates the variation in the results obtained when different 

scenarios are used. Hence, the results obtained are highly dependent on the scenario used and the 
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same problem size can lead to different parallel performance results depending on the constraints 

the problems are faced with.  

Another influential factor affecting the movement calculations is the simulation of a population‘s 

movement at various stages of a simulation. At the start of a simulation, it is unlikely that the 

whole population starts evacuating at the same time and hence the movement calculations are less 

than when the whole population‘s movement is being calculated. Consequently, there are fewer 

interactions amongst the individuals at the start of a simulation than when the whole population is 

moving. Therefore, analysing only a stage of a simulation does not offer a true depiction of the 

entire simulation.  

Test Case 3 was also used to determine whether there is a difference in the parallel performance 

at different stages in a simulation. The values were collected at 1 simulation-second and at 30 

simulation-second in the simulation. The parallel performance criteria employed by Karavakis 

[90] of timing a simulation-second is now being tested with the sparsely packed problem and is 

displayed in Figure 4.18.  
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Figure 4.18 – Comparison in the time it takes to reproduce a simulation second at different 

stages of a simulation (1s and 30s) in a sparse scenario 

 

Figure 4.18 proves there is a disparity in the time it takes to analyse a simulation second at 

different levels in the simulation. At the start of the simulation (1s), it takes about 40 times less 

time to simulate a simulation-second than when 30s in the simulation. Hence, judging a parallel 

performance is also dependent on when the results were taken as proven above. 
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Attempting Quinn et al.‘s method of counting the number movement updates capable in one 

second, the test was run with a packed scenario and is displayed in Figure 4.19. 

 

Figure 4.19 - Comparison in the number of movement updates of 100,000 individuals at different 

stages of a simulation (1s and 30s) in a packed scenario. 

 

Here again it can be demonstrated that at different stages of a simulation, the parallel performance 

obtained is different. It can generate as much as 5 times more updates in a second at the start of a 

simulation compared to 30 simulation-second in. Hence, judging a parallel performance at a set 

instance of a simulation can be unreliable as the results are too varied.  

A fairer and more accurate interpretation of the parallel performance is to calculate it by the total 

time it took to run the whole simulation rather than judging it from a time-step of the whole 

simulation. 
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4.5 Concluding remarks 

The development and testing of miniEXODUS demonstrated that it was feasible to gain improved 

computational performance by creating a parallel implementation of buildingEXODUS.  

miniEXODUS demonstrated parallel efficiency of greater than 90% for a representative Beijing 

High Street geometry with 5,000 agents.   

buildingEXODUS was successfully parallelised by employing the master-slave approach as 

parallel architecture. The processors in the cluster are connected via a LAN network and the MPI 

communication package enables the communications of data amongst the processors. The domain 

decomposition technique was chosen to partition the problem which subsequently causes a 

population decomposition as only the entities residing on the sub-domain belonging to a 

processor are computed. Halo nodes are created at the boundaries of the sub-domains to allow the 

communication of the individuals as they cross over those partitions. Currently, the whole 

geometry is loaded on each processor but a method to load up only parts of a geometry has been 

devised. However, due to time constraints, this technique is not fully operational as more research 

needs to be done into how to transmit the nodes‘ connectivity and interactions. The best method 

to assess the parallel performance is to calculate the speedup achieved by comparing the total run-

time of the simulation on the parallel system to that of a processor.  
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5 DOMAIN PARTITIONING OF buildingEXODUS 

The foremost element of research in this thesis is the domain partitioning of the problems loaded 

onto the parallelised buildingEXODUS. Various partitioning strategies need to be investigated 

and tested in order to come up with an optimal partitioning strategy which will maximise the 

speedups obtainable by minimising parallelisation costs whilst promoting load balance. 

5.1 Partitioning Strategies 

The geometries used for the evacuation simulations in buildingEXODUS can range from regular 

shapes (like a rectangular domain) to irregular shapes (such as sections of a town). Another 

critical factor that the technique must consider is the locations of exit points. In an evacuation 

simulation, exit points become very busy as the simulation progresses and the partitioning 

strategy must take this factor into consideration when devising the partition cuts. An optimal 

partitioning strategy must be devised in order to cater for all possible shapes, so as to minimise 

the communication costs and maximise the load balance on the processors. Several partitioning 

strategies were devised to test those criteria. 

 

Please note that a cluster of processors with the following specifications were used for the 

parallel tests. 

 Operating System: Windows XP Professional x64 Edition (5.2, Build 3790) Service  

          Processor: Intel(R) Pentium(R) III Xeon processor (2 CPUs), ~3.2GHz 

             Memory: 8,110MB RAM 
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5.1.1 Idealised 20 exit test case 

Test Case 4 is intended to represent an ideal case for the parallel implementation.  It has been 

designed so that there is no boundary interaction and that the problem is well load balanced 

throughout the entire simulation.  This test was devised to explore the upper limits of speedup 

potentially possible with parallel buildingEXODUS and is illustrated in Figure 5.1. A population 

of 100,000 individuals is uniformly distributed throughout the domain and head towards their 

nearest exit.  Due to the geometry and exit configurations chosen there is no crossing of 

boundaries to reach an exit.  In order to ensure the most optimal decomposition, the domain is 

split into 20 equal sub-domains and these are allocated to each processor. In order to ensure that 

the load balance is well maintained throughout the simulation, only a number of processors (1, 2, 

4, 5, 10, and 20) that exactly divides into the number of domains (20) were used.  The total 

simulated evacuation time for this scenario was 14 minutes and 26 seconds and was consistent 

across all the parallel simulations. 

 

Test Case 4 - Idealised 20 exit case 

 

Figure 5.1 – Geometry of Test Case 4 
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5.1.1.1 Use of single core processors: 

The results obtained for simulating the evacuation of the 100,000 occupants, when using only 

single core processors are displayed in Table 5.1 . 

Table 5.1 - Single core timings with speedup and efficiency values for Test Case 4 

No. Computers Time Taken (m:s) Speedup Efficiency 

1 58:20   

2 21:40 2.69 134.50% 

4 10:00 5.83 145.75% 

5 07:55 7.37 147.40% 

10 03:49 15.28 152.80% 

 

These results given in Table 5.1 are impressive and are faster than expected; for example using 10 

processors gives a speedup of over 15 compared to a single processor, which is known as super-

linear speedup as explained in 2.3.1. 

5.1.1.2 Use of dual core processors: 

The use of a multi-core processor by Karavakis [90] produced better results than when only a 

single core was used. As proposed in 2.6.1.2.1, the idea of employing a cluster of dual-core 

processors as a parallel system was tested using Test Case 4. The above results from Table 5.1 

were obtained by using only a core from the processors available whereas the results in Table 5.2 

were obtained from using both cores of the same processors used above. 
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Table 5.2 – Dual core timings with speedup and efficiency values for Test Case 4 

No. Computers (dual) Time Taken (m:s) Speedup Efficiency 

1 Single Core (SC) 58:20   

1 26:03 2.24 224.00% 

2 12:25 4.70 235.00% 

5 04:57 11.78 235.60% 

10 02:37 22.29 230.00% 

 

It can be seen from Table 5.2 that an original serial time of over 58 minutes has been reduced to 

below 3 minutes using 10 dual-core processors. These times are exceptionally good and are 

unlikely to be achieved for most practical scenarios; however, they do demonstrate a peak 

performance that could be attainable.   

A promising finding was that using dual-core processors produced better results than using only 

serial core processors, which is promising as currently all the new computers include multi-core 

processors [90]. 

5.1.2 Equal Partitioning 

One of the partitioning strategies tested was a basic horizontal or vertical partitioning of the 

domain into equal sub-domains. The method involved using the geometrical 2D coordinates of 

the end boundaries and dividing them into the number of processors available. This method can 

be useful if the geometry involved is quite uniform in nature. The number of processors working 

on the problem can also influence a partitioning strategy. 

To illustrate, consider the example in Figure 5.2:  
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Figure 5.2 - Geometry with four exits on one side 

 

For this case, the ideal partitioning strategy would be to divide it in the following manner as 

shown in Figure 5.3, provided there are four processors available. This case is a smaller version 

of Test Case 4, which confirmed this partitioning strategy was the appropriate one to 

use.

 

Figure 5.3 - Geometry partitioned into four sub-domains 
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This Equal Partitioning strategy works well for the above case. But a real life geometry is rarely 

this uniform. Most structures are complicated and the exits can be located anywhere on the 

domain.  

Consider the following example in Figure 5.4 of an irregular domain being partitioned by the 

Equal Partitioning method and being simulated by four processors. 

 

 

Figure 5.4 - Irregular domain partitioned into four equal sub-domains 

 

Assuming the population load is evenly distributed, the above partitioning strategy will have a 

population load imbalance due to the different partition sizes. The sub-domain being simulated by 

P1 is significantly smaller than that of P2 and as the simulation progresses leading to an 

inefficient use of the resources available. It is expected that P1 will become inactive sooner than 

the other processors. So, there might not only be a load imbalance but also some processors might 

become idle whilst others are still working. 
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5.1.2.1 Equal Partitioning tested on an irregular domain 

This partitioning technique was tested on different domains to test its efficacy.  

5.1.2.1.1 Test 1 – Equal Partitioning method 

Test Case 5 - Replica of the Trafalgar square in London populated by 60,000 occupants with 14 

exits in total 

 

Test Case 5 was tested by using two to seven processors. Figure 5.5 illustrate how the domain 

was partitioned into the said number of processors. The left picture is partitioned into two sub-

domains, each allocated to a processor. The right hand-side picture is partitioned into seven sub-

domains to be simulated by seven processors. Each processor was responsible for simulating the 

evacuation of individuals present in its allocated sub-domain. 

 

Figure 5.5 - Equal Partitioning into two and seven sub-domains on the Trafalgar square replica 
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This partitioning method does not guarantee a population load balance at the start of the 

simulation as this decomposition technique does not consider the layouts of the geometries. When 

the problem was partitioned into 2 sub-domains, it was only by chance that the resulting partitions 

were quite similar in sizes. However, partitioning the problem into 7 sub-domains definitely 

resulted in a population load imbalanced problem. The population load is illustrated in Table 5.3. 

Table 5.3 - Initial population distribution in Test Case 5 

 Initial population distribution 

Processor 
Equal Partitioning  

(2 sub-domains) 

% Equal Partitioning  

(7 sub-domains) 
% 

0 28261 47.10 % 5790 9.65 % 

1 31739 52.90 % 7787 12.98 % 

2 N/A  8808 14.68 % 

3 N/A  12834 21.39 % 

4 N/A  16308 27.18 % 

5 N/A  4708 7.85 %  

6 N/A  3765 6.28 % 

Total 60000 100% 60000 100% 

 

From Figure 5.5 and Table 5.3, the right hand-side geometry can clearly be seen to be load 

imbalanced and the regions are of different sizes. For example, when 7 processors were used to 

partition the problem, Processor 6 only had 6.28 % of the population compared to Processor 4 

which contained a population load of 27.18 %. Furthermore, some regions are not linked to an 

exit, meaning all its occupants will have to cross the boundaries to regions where an exit exists. 

This will increase the communication costs of the system as well as resulting in the processor 
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handling the ―inside‖ region (coloured cyan (P5)) to become idle before its neighbouring 

processor handling the domain (dark green (P6)) with the exits.  

The average simulation time to simulate the evacuation of all 60,000 occupants is 610s. The 

results are listed in Table 5.4. 

Table 5.4 - Performance values obtained by using the Equal Partitioning method on the 

Trafalgar square Test Case 5 

Number of processors Speedup  Efficiency Parallel SimTime
1
 Performance Ratio  

2 
1.69 84.50% 2.37 

3 
1.99 66.33% 2.85 

4 
2.24 56.00% 3.13 

5 
3.67 73.40% 5.23 

6 
2.69 44.83% 3.83 

7 
3.86 55.14% 5.47 

 

The efficiency values obtained show that the use of the cluster is not that efficient. Excepting the 

cases when two and five processors were used, yielding values of 84.5% and 73.4% respectively, 

the other efficiency values suggest that computer resources are not used efficiently incurring 

excessive communication and / or synchronisation costs. When six processors were used to run 

the simulation, an efficiency value of 44.83% was achieved. This suggests that less than half of 

the total processor power was being used, implying major processor idleness or high 

communication and synchronisation costs were involved. A possible explanation for obtaining an 

unscalable parallel performance can be any or a combination of the following factors; such as 

locations of exits on the geometry and whether each processor has roughly the same number of 

exits, the randomness in the population‘s movement that the software supports, the partitions 

created, the evacuation scenario being modelled (e.g, sudden closure of exits), are some of the 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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criterion that can affect the results. On the other hand, solving numerical calculations (e.g. CFD 

problems) by employing parallel processing capabilities tends to give better parallel performance, 

since the calculations are very deterministic and uniformly distributed. 

From Table 5.4, the maximum performance ratio with respect to the simulation time is 5.47, 

which implies that the software managed to simulate this particular evacuation 5.47 times faster 

that it would actually take the occupants to physically evacuate the geometry. While not 

sufficiently fast to provide advice to incident commanders, the performance enhancements 

achieved make it viable to investigate these type of evacuation scenarios for planning and 

possibly interactive training purposes.  

The computational speedup values are illustrated on the graph shown in Figure 5.6: 

 

Figure 5.6 - Speedup values from using a replica of the Trafalgar Square 

 

From these values, though there is a gradual increase in trend in the speedup values, there does 

not seem to be a simple positive relationship between the speedup and the number of processors. 

In this case, using six processors gave worse results than using five, which is not implying an 

increasing trend in the speedup values. This does not guarantee that increasing the number of 

processors will incur an increase in speedup and therefore produce a shorter run time. A perfect 

speedup value would be equal to the number of processors used. But due to communication and 
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latency costs, they are expected to be just below the number of processors used. However, these 

values are too low compared to the number of processors used, i.e. seven processors were used 

and only a speedup of around 4 was obtained. The most likely cause for these average speedup 

values is the load imbalance factor.  It can be seen from Figure 5.5 that this partitioning strategy 

does not favour the load balancing of the domain. In some cases the surface area of the sub-

domains are dissimilar in size as well as some sub-domains not owning any exits, hence making 

them empty quicker than those which have exits. 

5.1.2.2 Equal Partitioning tested on a domain with only one exit 

The location of exits plays an important role in the formulation of the partitioning strategy. At 

exit points, it can be assumed that this area will remain active until the end of the simulation. 

Hence, the ideal strategy is to make each processor handle at least an exit point. However, there 

may be cases where the number of exits is less than the number of processors available and since 

an exit can only be on one processor as explained in Section 4.3.2, there is no choice but to make 

only one processor handle this exit. To illustrate, consider Test Case 6: 

5.1.2.2.1 Test 2 – Equal Partitioning method 

Test Case 6 illustrates one processor handling the only exit which can negatively affect the 

speedups achievable if the Equal Partitioning method is used. 

Test Case 6 - 500m x 25m with one exit at one end and populated by 25,000 identical occupants 

with a response time of zero. 

 

A rectangular geometry measuring 500m by 25m was considered with a free flow exit along the 

whole width of the geometry. This geometry was randomly populated with 25,000 identical 

occupants, i.e. they all have the same attributes.  

This problem is expected to be load imbalanced as well as sustaining processor(s) idleness as the 

simulation progresses. As the occupants move towards the exit catered for by Processor 0, the 

areas belonging to the other processor(s) are being evacuated. Gradually, the other processor(s) 
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will have fewer people than Processor 0, hence creating a load imbalance and as all the occupants 

have vacated the local domains, these processors will become idle as Processor 0 keeps working. 

This test was conducted by using two, three and four processors as illustrated by Figure 5.7 - 

Figure 5.9. 

 

 

Figure 5.7 - Equal Partitioning with using 2 processors 

 

 

Figure 5.8 - Equal Partitioning with using 3 processors 

 

 

 

Figure 5.9 - Equal Partitioning from using 4 processors 
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The average simulation time to evacuate the population of 25,000 occupants is 833.5s. The 

speedup and efficiency values achieved by running those tests are shown in Table 5.5: 

Table 5.5 - Equal Partitioning method - speedup and efficiency values 

Number of 

processors 

Partitioning ratio Theoretical Speedup 

from Eq (4)  

Speedup Efficiency 

1 1 1 1 100% 

2 0.5 : 0.5 1.33 1.352 67.60% 

3 0.33 : 0.33: 0.33 1.80 1.760 58.67% 

4 0.25 : 0.25: 0.25: 0.25 2.29 2.10 52.50% 

 

From these results, the speedups obtained are not close enough to the ideal value of the number of 

processors used. The reason here is mostly due to processor idleness. For the case with four 

processors being used Processor 3 becomes idle shortly after the simulation starts and then 

Processor 2 follows soon after, and so on. So, the optimum usage of the available processors is 

not being exploited.  

5.1.2.3 Equation to find the partition cut 

Using the Equal Partitioning technique (Section 5.1.2) for cases where there is only one exit 

eventually results in a load imbalance and hence a mediocre speedup. A possible solution to that 

problem is to assign bigger parts to the processors the farther their domain is from the exit. This 

tactic should prolong the time it will take the end processors to become idle and hence the load 

imbalance will happen at a later stage than it would normally have been if the Equal Partitioning 

method had been used. An illustration of this approach is presented in Figure 5.10. This illustrates 

when N processors are used to partition the geometry into N parts with different sizes with ratios 

F1 to FN.  
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Figure 5.10 - Partition cut ratio 

5.1.2.3.1 Derivation of a formula to work out the partition cut ratios 

Using the same principles derived by Dr. Grandison (Section 9.3) used to work out the estimation 

of the workload and thus the speedup, a formula was derived to estimate the workload of the 

system when different sized domains are used.  

5.1.2.3.1.1 Partition cut formula excluding costs 

The following formula was derived by ignoring any costs involved in the parallel system. A 

rectangular geometry was considered with a free flow exit along the whole width of the geometry, 

as shown in Figure 5.11. The people‘s movement was assumed to resemble fluid flow. 

 

 

Figure 5.11 - Geometry used to derive the partition cut equation 

 

The full derivation for Eq (4) can be found in Section 9.3 from the Appendix. 
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                                                                                                                                              Eq (4): 

Partition cut excluding costs 

 

Minimising Eq (4) provides the optimal partition sizes that should maximise the speedup as 

shown in Section 9.3. Hence in order to optimise the problem, the ratios of the parts should be in 

this decomposition: [1 : 1 : 1...... : 2] 

This optimal decomposition implies that all the partitions should be of the same sizes except for 

the end partition being twice their sizes. Hence the assumption that each part will increase in size 

the farther they are from the exit is not true according to Eq (4). 

This formulation was tested from ‗Test Case 6 - 500m x 25m with one exit at one end and 

populated by 25,000 identical occupants‘ used to test the Equal Partitioning method. The average 

simulation time to evacuate the population of 25,000 occupants is 833.5s. The speedup achieved 

is shown in Table 5.6:  

 

Table 5.6 - Partition cut (without communication costs) partitioning method - speedup and 

efficiency values 

Number of 

processors 

Partitioning ratio Theoretical Speedup from  

Eq (4) 

Speedup Efficiency 

1 1 1 1 100.00% 

2 0.33 : 0.67 1.50 1.527 76.35% 

3 0.25 : 0.25 : 0.5 2.00 1.935 64.50% 

4 0.2 : 0.2 : 0.2 : 0.4 2.50 2.28 57.00% 

 

A slight improvement can be observed in comparison with those obtained when using the Equal 

Partitioning method. The comparison is given in Figure 5.12: 
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Figure 5.12 - Comparison in the speedup values obtained from using different partitioning 

technique 

 

This slight improvement in the speedup values obtained from using the optimal decomposition 

ratio obtained from minimising Eq (4) suggests that the equation is usable. The actual speedup 

values are just below those predicted by the equation. This is expected as Eq (4) does not take 

into consideration the parallelisation costs. 



B.Y.Y.MOHEDEEN Chapter 5 

105 

 

5.1.2.3.1.2 Partition cut equation including costs 

Consequently, an attempt at improving Eq (4) so that it incorporates the parallelisation costs is 

devised. The same methodology used to find Eq (4) is used to incorporate the costs. The equation 

now becomes:   

                     

                                         

                                                                                                                                             Eq (5): 

Partition cut including costs 

 

A detailed derivation to Eq (5) is given in Section 9.4 in the Appendix. This equation can be 

minimised to find out the ratios of the sub-domains, hence maximising the speedup. The ratios 

obtained now suggest that the partition nearest the exit is slightly larger than the adjacent 

partitions, with the end partition being nearly twice the size of the first partition. The same ‗Test 

Case 6 - 500m x 25m with one exit at one end and populated by 25,000 identical occupants‘ that 

were used in the previous section were used to test this new equation. The average simulation 

time to evacuate the population of 25,000 occupants is 833.5s. The speedup values obtained 

shown in Table 5.7:  

Table 5.7 - Optimal partition cut (with communication costs) partitioning method –- speedup 

and efficiency values 

Number of 

processors 

Partitioning ratio Theoretical Speedup 

from Eq (5)  

Speedup Efficiency 

1 1 1 1 100.00% 

2 0.35: 0.65 1.380 1.513 75.65% 

3 0.26 : 0.24 : 0.5 1.814 1.899 63.30% 

4 0.22 : 0.19 : 0.19 : 0.4 2.234 2.181 54.53% 
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Figure 5.13 gives a comparison of the speedup values obtained from using the different 

partitioning methods attempted so far. It also shows the ideal speedup that the system should be 

producing. 

 

 

Figure 5.13 - Comparison in the speedup values obtained from using different partitioning 

techniques 

 

The new proposed partitioning ratio did not yield any drastic improvements and the speedup 

values obtained are quite similar to the ones obtained from using Eq (4). Hence, Eq (5) was 

abandoned in the search for having an equation to predict an optimal partitioning ratio to 

partitioning a geometry. Comparing with the previous two methods examined, Eq (4) seems not 

to have been significantly bettered. Hence the ‗Equal Partitioning technique‘ can be potentially 

modified to improve the results and is explained in 5.1.3.   
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5.1.3 Cyclic Equal Partitioning 

From the previous assumptions and tests, the problem is believed to be related more to load 

imbalance rather than communications costs. The previous attempts to find the optimal number of 

partitions to minimise the communication costs was by having the number of partitions equal to 

the number of processors. The load imbalance and processor idleness suffered, because as soon as 

the population evacuated the domain of one of the slaves, this processor gradually became load 

unbalanced and eventually became idle whilst the other processors continued working. A possible 

solution to solve the load imbalance and processor idleness problem is to create more regular 

regions and intelligently allocating them to processors, hence tackling the load imbalance 

problem as well as delaying processor idleness.  

5.1.3.1 Equation to estimate the speedup achievable  

This Section (5.1.3.1) outlines the equation which was developed by Dr Grandison, and this work 

is used in the later stages of this thesis, hence the reason of it being included here. 

Consider a simple example involving a rectangular geometry in which there is an exit at each end 

of the geometry and the population is uniformly distributed throughout the environment (see  

Figure 5.14).  The population is further assumed to be smoothly flowing with no congestion.  In 

this case if each individual heads towards their nearest exit the population will split in half, with 

half going to the exit on the left and half going to the exit on the right.  In this case the best 

partition for two computers would be achieved by simply splitting the domain in half.  (Note: 

This simple problem could in fact be separated into two completely separate problems without the 

need for a parallel implementation.) 
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 Figure 5.14 – Evacuation domain consisting of rectangular geometry, two exits and uniform 

population distribution split into two sub-domains 

 

However, if one of the exits were removed, perhaps due to some emergency event, the simple 

partitioning would be inappropriate as one of the computers would have progressively less work 

to do as the population progressively moves toward the only exit (see Figure 5.15).  A point 

would be reached when the processor handling the right sub-domain would be idle while the 

processor handling the left sub-domain would still be working hard.   

 

Figure 5.15 – Evacuation domain consisting of rectangular geometry, one exit and uniform 

population distribution split into two sub-domains 

 

Another problem with this simple partition is that it only applies to two processors and cannot be 

generalised for an arbitrary number of processors.  If the population was not initially uniformly 

distributed throughout the domain this would also lead to a computational load imbalance. 

These problems can be mitigated by using multiple sub-domains per computer as illustrated in 

Figure 5.16.  In this decomposition the shaded areas are computed on one processor and the non-

shaded areas are computed on another. Using this scheme the workload is more evenly balanced.  
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As the population moves toward the exit both processors are generally kept busy, it is only when 

the geometry has emptied to the last sub-domain that the second processor becomes idle.   

Figure 5.16 shows the domain being split into 6 sub-domains.  

 

Figure 5.16 - Evacuation domain consisting of rectangular geometry, one exit and uniform 

population distribution split into multiple sub-domains 

 

This methodology can be extended to using any number of processors and on any arbitrary 

geometry using any decomposition strategy as illustrated in Figure 5.17.  For the above partition 

for two processors the partition can be represented as 121212, if three processors were being used 

then the partition would be represented as 123123.  With this technique the computational load on 

each computer is kept well balanced and the load is more evenly balanced with more partitions 

per processor. Eq (6) was derived to consider any arbitrary number of processors and sub-

domains, the full derivation is given in Appendix 9.5.   
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Figure 5.17 - Generalised domain decomposition for N sub-domains and P processors 

 

The estimated speedup Eq (6) derived from Dr. Grandison does not include any costs (such as 

communication costs) associated with a parallel system. Consequently, this equation was used as 

a basis in an attempt to derive a more accurate equation to estimate the speedup as demonstrated 

in the following Section 5.1.3.2. 

 

                                                              

 

Eq (6): Estimated Speedup 

5.1.3.2 Equation including costs to estimate the speedup achievable  

An attempt to account for communication costs was devised using equation Eq (6). The 

formulation of that attempt can be seen in Appendix 9.6. 

Let k be the communication costs associated with one person. An estimate of the speedup 

achievable can be approximated by Eq (7): 



B.Y.Y.MOHEDEEN Chapter 5 

111 

 

Legend: 

S: Speedup 

l: Length of the domain 

N: Number of sub-domains 

P: Number of processors 

k: communication costs associated with one person.      

 

  

                                                        Eq (7): 

Estimated speedup including costs 

 

Differentiating the speedup with respect to N will give us the optimal number of sub-domains (N) 

to yield the maximum speedup: 
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At maximum S,  

 

 

 

 

 

 

 

  

 

 

 

 

 

Using Eq (7), several tests were run in an attempt to estimate k. These tests were done by the 

following Test Case 7. 

5.1.3.3 Results from testing the Cyclic Equal Partitioning method 

5.1.3.3.1 Test 1 – Cyclic Equal Partitioning method 

Test Case 7 - Open rectangular geometry measuring 100m x 1,000m populated by 100,000 

people 

This scenario consists of 100,000 people in an open rectangular geometry measuring 100 m by 

1,000 m producing an area of 100,000 m
2
 resulting in a crowd density of 1 person/m

2
.  The crowd 
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moves to the left to exit the geometry.  The left side of the geometry is completely open, creating 

a 100 m wide exit (see Figure 5.18). This case can be considered as the realisation of the 

theoretical studies from Eq (6) and Eq (7).  

The simulation time to evacuate 100,000 occupants from this geometry is 14m20s. This scenario 

was tested with three different types of partitioning cuts: 20, 50 and 100 equally sized sub-

domains and the results are displayed in Table 5.8. 

 

Figure 5.18  – Large open geometry 

 

The speedup values obtained were used to work out an approximation of the communication costs 

k. 
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Table 5.8 - Estimation of the communication costs from speedup values obtained 

 Speedup 
Theoretical Speedup 

From Eq (6) 

k calculated from  

 

From Eq (7) 

No. sub-domains  

20 50 100 20 50 100 20 50 100 

No. Computers  

2 2.04 2.00 1.83 1.90 1.96 1.98 -0.92 -0.10 0.21 

3 2.97 2.94 2.74 2.73 2.88 2.94 -1.18 -0.10 0.19 

4 3.86 3.96 3.71 3.48 3.77 3.88 -1.50 -0.25 0.12 

5 4.67 4.82 4.60 4.17 4.63 4.81 -1.70 -0.22 0.12 

6 5.18 5.74 5.45 4.80 5.45 5.71 -1.21 -0.28 0.13 

7 5.85 6.66 6.20 5.38 6.25 6.60 -1.36 -0.35 0.17 

8 6.37 7.52 7.33 5.93 7.02 7.48 -1.24 -0.39 0.05 

9 7.15 8.29 8.16 6.43 7.76 8.33 -1.86 -0.38 0.06 

10 7.44 8.74 9.34 6.90 8.47 9.17 -1.39 -0.18 -0.05 

 

The attempt to come up with an estimate of the communication costs associated with one person 

did not yield a definite value for k. In most cases, k was found to be negative and hence cannot be 

considered a cost. Furthermore, k was found to vary as the number of sub-domains or/and the 

number of processors used were varied. If k was positive and quite distinctive irrespective of the 

number of sub-domains or number of processors used, Eq (7) would have been adopted to 

estimate the speedup achievable as well as finding the optimal number of sub-domains to 

partition the geometry.  

Figure 5.19 illustrates the results obtained from the above test case. 
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 Figure 5.19 - Comparison in the speedup values obtained from using different partitioning 

technique 

 

Theoretically 100 sub-domains should give the best speedup performance due to the best load 

balance being maintained throughout the simulation.  In addition to maintaining the load balance, 

there are other factors that influence the performance including the cost of communication, which 

increases with additional sub-domains, and hardware effects such as increased cache size. 

Consequently the increased cache size made available by increasing the number of computers 

improves the performance beyond the theoretical prediction.  The actual speedup performance is 

therefore a combination of the load balance and these other factors.  As can be seen from Table 

5.8, most the best speedup values were obtained when the geometry was partitioned into 50 sub-

domains, which is in between the 20 sub-domains (with less communications and less load 

balanced) and the 100 sub-domains (with increased communications as well as increased load 

balance). It can be seen from Table 5.8 that when 2 processors are used, the best partition is 20 

sub-domains.  A possible explanation to this scenario is that the communication cost is far lower 

with 20 sub-domains compared to the partitions with a higher number of sub-domains.  When 10 

computers are used, the increased communication costs brought upon by the 100 sub-domains 

case still did not outweigh the advantages of an improved load balance, giving a speedup value of 

9.34 compared to 7.44 obtained with a 20 sub-domains problem. 
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5.1.3.3.2 Test 2 – Cyclic Equal Partitioning method 

Since no optimal number of sub-domains could be found from equation Eq (7), Similar to what 

was tested in 5.1.3.3.1, ‗Test Case 6 - 500m x 25m with one exit at one end and populated by 

25,000 identical occupants‘ was partitioned into different number of equal sub-domains to test the 

Cyclic Equal Partitioning method. The simulation time to predict the evacuation of the 25,000 

occupants is 833.5s. The results are shown in Table 5.9: 

Table 5.9 - Results from using the Equal Cyclic Partitioning method on Test Case 6 

 Speedup Theoretical Speedup from Eq (6) 

No. Processors  2 3 4 2 3 4 

No. sub-domains        

5 1.91 2.48 2.95 1.67 2.14 2.50 

10 2.10 2.90 3.61 1.82 2.50 3.08 

15 2.14 3.06 3.9 1.88 2.65 3.33 

25 2.16 3.14 4.10 1.92 2.78 3.57 

50 2.11 3.07 4.10 1.96 2.88 3.77 

100 1.92 2.87 3.85 1.98 2.94 3.88 

 

From the results obtained, irrespective of the number of processors used, super-linear speedup 

values were achieved, meaning they are greater than the number of processors used. Clearly this 

method is the most promising of all the previous methods tried. It would seem to suggest that 

increasing the number of sub-domains, and hence making the system more load balanced and also 

delaying processor idleness at the expense of increasing the communication costs, resulted in very 

good speedups. The conclusion that was found was that load imbalance and processor idleness 

are the crucial factors which influence this problem, rather than communication costs. This is 

demonstrated by the fact that using 100 sub-domains, hence incurring high communication costs 
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whilst making the system load balanced, produced better speedup values than when only five sub-

domains were used. The geometry partitioned into only five sub-domains minimises the 

communication costs but does not guarantee a load balanced problem. This can arise if there are 

sub-domains where the population exits quicker, thus making the processors handling those areas 

become idle.  

Most of the actual speedup values obtained surpassed those predicted by the theoretical speedup 

Eq (6). A possible explanation is that the reduced data in each processor‘s cache did speed up the 

results. This advantage is even more appreciated, considering better speedup values achieved by 

having increased cache sizes were obtained, even though parallelisation costs were not included 

to calculate the theoretical speedup values. 

Another performance analysis is the ratio of processor usage defined by the Efficiency factor. The 

efficiency values are displayed in Table 5.10: 

Table 5.10 - Efficiency values for Test Case 6 using the Equal Cyclic Partitioning method 

Number of sub-domains Efficiency 

  2 processors 3 processors 4 processors 

5 95.50% 82.67% 73.75% 

10 105.00% 96.67% 90.25% 

15 107.00% 102.00% 97.50% 

25 108.00% 104.67% 102.50% 

50 105.50% 102.33% 102.50% 

100 96.00% 95.67% 96.25% 

 

By having efficiency values above a 100% shows that the parallel system is functioning above 

capacity. By merging the processor power, the results obtained are beyond what was originally 

expected and this shows that the parallelisation and partitioning technique of this test case is 

successful. These values suggest that all the processors were constantly being used and 

communication and synchronisation costs were minimal compared to the total gain obtained. 
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A comparison to the previous tests done is illustrated in Figure 5.20.  

 

Figure 5.20 - Comparison between the different partitioning methods used 

 

Using the Cyclic method has considerably improved the speedup values obtained and this is a 

promising approach to consider when devising the optimal partitioning method to adopt. When 

using the Equal Cyclic Partitioning method, better results were obtained than when the previous 

methods were used. The key result is that the factors that most influence the speedup values are 

load imbalance and processor idleness rather than communication costs. 

5.1.4 Potential Route Map partitioning 

The Equal Cyclic Partitioning method is appropriate for cases where there is only one exit. In 

reality this is rarely the case; most geometries are intricate in nature and will have more than one 

exit.  
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5.1.4.1 Potential Route Map 

In EXODUS, each geometry creates a potential route map. The Potential Route Map shows the 

most probable route the occupants within a region will take. When the exits have the same 

potential values, an illustration of how the Potential Route Map is represented is shown in Figure 

5.21: 

 

Figure 5.21 - Potential Route Map 

 

Figure 5.21 represents a rectangular geometry with three exits as shown above. The arrows 

represent the most likely path an individual will take when in the area.  

5.1.4.2 Partitioning technique using the Potential Route Map 

The Potential Route Map automatically creates sub-regions out of the main region. The number 

of sub-regions created is equal to the number of available exits. The exits automatically map out 

their ―allocated‖ regions, whereby an occupant in one of those regions will evacuate via their 

allocated exit. From Figure 5.21, where the arrows diverge, a domain can be defined and in total 

there are three such domains. If a partitioning boundary can be set along those diverging arrows, a 

natural partitioning occurs and the resulting sub-domains can be allocated to different processors. 

Figure 5.22 illustrates the above idea. 
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Figure 5.22 - Example of Potential Route Map partitioning 

 

On both sides of these natural boundaries, it is expected that the people will diverge and hence 

will typically not be crossing them. Creating a partition along those boundaries seems to be the 

best way to minimise the communication costs since most occupants will not be crossing those 

boundaries. 

5.1.4.3 Results from testing the Potential Route Map partitioning method 

5.1.4.3.1 Test 1 – Potential Route Map partitioning method: Real life geometry – Trafalgar 

Square 

As mentioned in 5.1.3, most real life geometries are irregular in design; e.g the Trafalgar Square 

geometry. Applying the Potential Route Map partitioning to that region demonstrates the 

following partitioned Trafalgar Square (when 2 and 7 processors were used) in Figure 5.23: 
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Figure 5.23 - Trafalgar Square partitioned using the Potential Route Map partitioning method 

 

This geometry has 14 exit points and thus 14 sub-regions were created by the Potential Route 

Map partitioning method. Each sub-region (represented by a different colour) is associated to an 

exit point and an occupant in a sub-region will most likely evacuate via its associated exit point.  

The disadvantage of this method is that the sub-regions are very different in sizes which could 

make the system load imbalanced and some processors may become idle whilst other processors 

are still working. 

‗Test Case 5 - Replica of the Trafalgar square in London populated by 60,000 occupants with 14 

exits in total‘ was used to test the Potential Route Map partitioning. The predicted simulation time 

required to evacuate all 60,000 occupants from that geometry is 610s. Two to seven processors 

were used to run the case in parallel. The allocation of the sub-regions was achieved by assigning 

each exit point, and hence it‘s associated sub-region, to a different processor.  When the last 

processor has been assigned, the next exit point was linked to the first processor again and the 

cycle restarted again.  
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For example, in the case of having two processors working on the domain (as shown in Figure 

5.23 (a)), exit 1 was assigned to Processor 1, exit 2 to Processor 2 and then exit 3 back to 

Processor 1 and so on. The speedup and efficiency values obtained are shown in Table 5.11: 

Table 5.11 - Performance ratios over actual simulation times when the Potential Route Map 

partitioning was applied to the Trafalgar Square 

Number of processors Speedup Efficiency Parallel SimTime1 Performance Ratio  

2 1.61 80.55% 2.27 

3 2.59 86.44% 3.61 

4 2.25 56.16% 3.29 

5 2.45 49.03% 3.40 

6 3.18 52.96% 4.65 

7 3.94 56.27% 5.57 

 

The speedup values in Table 5.11 do not indicate a definite improvement from the previous 

method used. The values obtained for up to three processors are encouraging as they are 

marginally less than the ideal speedup achievable. However, as the number of processors was 

increased, the speedup values do not increase accordingly, hence not suggesting a good scope for 

scalability. 

From Table 5.11, the maximum performance ratio with respect to the simulation time is 5.57, not 

sufficiently fast to provide advice to incident commanders for live evacuations but can be an 

option to consider to investigate evacuation scenarios for planning and possibly interactive 

training purposes.  

 

 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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The efficiency values are represented in Figure 5.24. 

 

 

Figure 5.24 - Efficiency graph when the Potential Route Map was applied to the Trafalgar 

Square 

 

The trend in this graph shows a decrease in efficiency as the number of processors increases. This 

implies that as the problem is being subdivided into more parts with more processors allocated to 

each part, the efficiency of the parallel system diminishes. Possible reasons for this are the 

increased communication and synchronisation costs or some processors being idle as their 

domains are people free. According to this result, adding more processing power may not 

necessarily produce improvements.  

 Figure 5.25 shows a comparison of the speedup values obtained to those from using the Equal 

Partitioning method.  
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 Figure 5.25 - Comparison of speedup values obtained from using the different partitioning 

methods on the Trafalgar Square 

 

Surprisingly, the speedup values from using the Potential Route Map partitioning did not produce 

a marked improvement from using the Equal Partitioning method. However, the speedup values 

obtained shows there is some scope for scalability, i.e. as the number of processors used 

increases, the speedup values increase accordingly. Even with this minor increase, it is not 

enough to confirm that this method is useful to adopt. A method that produces speedup values 

close enough to the ―Ideal Speedup‖ line would be the better method to implement. 

5.1.4.4 Problems associated with the Potential Route Map partitioning method 

Though the Potential Route Map partitioning method minimises the communication costs, it does 

not guarantee a good load balance. As can be seen in Figure 5.23, the parts created are of 

different sizes which could imply a possible load imbalance. As shown in 5.1.3.3, load balancing 

is a more influential factor than communication costs; the Cyclic Equal Partitioning Method 

favours the load balance over communication costs and produced the best results achievable by 

producing super-linear speedup values.  
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Another crucial problem associated with this method is when the number of exits is less than the 

number of processors used. The Potential Route Map method can only create parts equal to the 

available exits and this is a problem when there are more processors than exits. This would 

suggest that the extra processor will never be used and hence the full potential of the parallel 

system will not be utilised. An example of this is ‗Test Case 7 - Open rectangular geometry 

measuring 100m x 1,000m populated by 100,000 people‘, using the Potential Route Map 

partitioning on that domain will only create one sub-domain and hence no scope from using the 

parallel system at all. As seen in 5.1.3.3, this test case is capable of producing very encouraging 

results if the right partitioning method was applied to it.  

5.1.5 Cyclic Potential Route Map partitioning 

From the previous partitioning methods attempted, some valuable findings were discovered. 

From the Equal Cyclic Partitioning method, it was seen that breaking a domain into smaller sub-

domains tended to improve the load imbalance. The Potential Route Map partitioning 

automatically creates sub-domains that minimise the communication costs. Each technique had its 

own advantages as well as disadvantages, and merging the advantageous factors will definitely be 

an improvement from the previous methods attempted.  

 A hybrid method, merging the cyclic properties from the Equal Cyclic Partitioning method with 

the Potential Route Map partitioning technique, was devised. This new technique is called the 

Cyclic Potential Route Map (CPRM) partitioning method and can potentially solve the problems 

created from the Potential Route Map partitioning method. Similar to how Quinn et al [89] and 

the Transportation Research analysis computing centre [82] had to develop ways to minimise 

communication costs whilst preserving load balance, a possible solution can be obtained by the 

CPRM. This hybrid method should now create a load balanced problem as well as solving the 

problem when the number of exits is less than the number of available processors.  

In theory, each exit will create its original sub-domain (where all the inhabitants of that sub-

domain should be attracted to it) and then further sub-divides that sub-domain into equal parts 

(called sub-parts). 
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‗Test Case 7 - Open rectangular geometry measuring 100m x 1,000m populated by 100,000 

people‘ could not be partitioned from using the Potential Route Map partitioning method.  But 

now using this improved technique, the resulting partitioned domain is the same as that the one 

obtained from using the Equal Cyclic Partitioning method which produced the best results 

obtained for that case.  

5.1.5.1 Results from testing the Cyclic Potential Route Map partitioning method 

5.1.5.1.1 Test 1 – Cyclic Potential Route Map partitioning method 

Applying the Cyclic Potential Route Map partitioning to ‗Test Case 5 - Replica of the Trafalgar 

square in London populated by 60,000 occupants with 14 exits in total‘, a similar test criterion 

was attempted. This method, as explained in Section 5.1.5, sub-partitions the partitions created by 

the PRM method into smaller sub-parts to promote load balance. For 60,000 occupants to 

physically evacuate this geometry requires a simulation time of 610s. Up to seven processors 

were used but different number of cyclic sub-parts at each exit. Figure 5.26 shows the geometry 

being partitioned by the PRM method. 
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Figure 5.26 - Trafalgar Square partitioned using the Potential Route Map partitioning showing 

the sub-domain created by D6 

 

Figure 5.26 illustrates the CPRM method being applied to the Trafalgar Square replica geometry. 

The highlighted section represents the partition created by the PRM method at Exit 6. This 

section is further sub-partitioned into 3 sub-parts as illustrated in Figure 5.27. With the CPRM 

method, all the original partitions created by the PRM method are being further sub-partitioned 

into smaller sub-parts.  
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Figure 5.27 - Trafalgar Square partitioned using the CPRM partitioning showing the cyclic sub-

parts created by D6. Here three sub-parts were used to partition each sub-domain. 

 

The optimal number of sub-parts to create at each exit is still an unknown, so a range of number 

of parts were devised and tested. The same Test Case 5 was used with up to seven processors and 

also with dividing each exit‘s sub-domain into two to seven sub-parts. The results obtained are 

shown in Table 5.12: 
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Table 5.12 - Speedup values from using the CPRM technique 

Number of 

processors 
Speedup values from using the CPRM partitioning 

Number of sub-parts 

 

2 sub-

parts 

3 sub-

parts 

4 sub-

parts 

5 sub-

parts 

6 sub-

parts 

7 sub-

parts 

2 1.77 1.85 1.70 1.72 1.73 1.67 

3 2.29 2.30 2.13 2.31 2.32 2.38 

4 2.42 2.98 3.03 2.84 3.16 3.12 

5 2.38 2.60 2.26 2.72 2.81 3.00 

6 3.04 2.89 2.50 2.83 2.93 3.28 

7 3.91 3.63 3.38 3.43 3.25 3.49 

  

The results obtained do not give an indication of any improvement from using this method.  As 

can be seen from Table 5.12, only a maximum speedup of 3.91 can be obtained from using seven 

processors. Using seven processors, a reasonable speedup value close to six is desired. 

Comparing the maximum speedup value (3.16) obtained from using four processors; an 

additional three processors could only improve the speedup marginally to 3.91, which indicates a 

diminishing returns as well as a waste of processor resources. Another problem might be that the 

regions simulated by some processors might become empty much earlier than the other regions, 

hence making the processors responsible for them to become idle. 

Table 5.13 gives an indication on how efficiently the processors were utilised: 
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Table 5.13 - Efficiency values obtained when the CPRM was used to partition Test Case 5 

Number of 

processors 

         

Efficiency values from using the CPRM partitioning 

Number of sub-parts 

 

2 

sub-parts 

3 

sub-parts 

4 

sub-parts 

5 

sub-parts 

6 

sub-parts 

7 

sub-parts 

2 88.50% 92.50% 85.00% 86.00% 86.50% 83.50% 

3 76.33% 76.67% 71.00% 77.00% 77.33% 79.33% 

4 60.50% 74.50% 75.75% 71.00% 79.00% 78.00% 

5 47.60% 52.00% 45.20% 54.40% 56.20% 60.00% 

6 50.67% 48.17% 41.67% 47.17% 48.83% 54.67% 

7 55.86% 51.86% 48.29% 49.00% 46.43% 49.86% 

 

When two processors were used, a maximum efficiency value of 92.5% was obtained, implying a 

near optimal usage of both processors. However, as the number of processors was increased, the 

efficiency of the parallel system became consistently lower, with three processors achieving a 

maximum efficiency factor of 79.33% whilst the remaining 20.67% being lost by various costs 

and latency. This decline got worse as extra processors were added with seven processors only 

achieving a maximum efficiency value of 55.86%. This implies that the seven processors are only 

achieving just above half of their capacity and the rest being wasted in costs and latency. Figure 

5.28 is showing the maximum efficiency achieved when the Cyclic Potential Route Map 

technique was applied to Test Case 5.  
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Figure 5.28 - Maximum efficiency when the CPRM partitioning technique was used on Test 

Case 5 

 

Here again, the trend that the Efficiency graph takes suggests that adding more processors is 

resulting in an increasing loss of processor power. As can be seen from Figure 5.28, as the 

number of processors is increasing, the efficiency is declining, implying the extra processing 

power is not being optimally utilised. 

A comparison of the Cyclic Potential Route Map partitioning method (CPRM) to that on the 

Potential Route Map (PRM) partitioning method is illustrated in Figure 5.29: 
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Figure 5.29 - Comparison from using the CPRM partitioning method to that of the PRM 

method. 

 

Comparing the CPRM partitioning method to that of the PRM partitioning, whereby only one 

sub-part is created at each exit, no marked improvements was noticed. All the speedup values 

obtained do not seem to scale well as the number of processors are increased. The values should 

be close to the Ideal speedup line for it to show any scalability. 

From the comparisons done, the optimal number of sub-parts to create at each exit is still not 

found.  The choice of the number of sub-parts used does not have a significant impact on the 

speedup values obtained. Hence, no indication of how many sub-parts to create at each exit to 

optimise the speedup could be gained from those tests. 

The only advantage from using this CPRM partitioning method compared to using the previous 

PRM method is that it can accommodate any type of geometry, unlike the latter method. This new 

method, can partition any type of domain, irrespective of the number of exits present, which the 

Potential Route Map cannot cope with. Furthermore, since load balance is a much more 

influential factor than the communication costs, the CPRM method favours this formulation due 

to the reduced sizes of the sub-parts. 
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Table 5.14 illustrates the parallel performance ratio over the simulation times. 

Table 5.14 – Performance ratios over actual simulation times when the CPRM was used to 

partition Test Case 5 

Number of 

processors 
Parallel SimTime

1
 Performance Ratio from using the CPRM 

partitioning 

Number of sub-parts 

 

2 

sub-parts 

3 

sub-parts 

4 

sub-parts 

5 

sub-parts 

6 

sub-parts 

7 

sub-parts 

2 2.45 2.55 2.34 2.38 2.38 2.30 

3 3.16 3.17 2.94 3.18 3.20 3.29 

4 3.33 4.11 4.18 3.92 4.36 4.31 

5 3.28 3.59 3.12 3.75 3.88 4.14 

6 4.19 3.98 3.45 3.90 4.04 4.52 

7 5.40 5.01 4.66 4.73 4.48 4.81 

 

From Table 5.14, the maximum performance ratio with respect to the simulation time is 5.40 and 

yet again is not sufficiently fast enough to be used for live evacuations. However, these results 

can be used to investigate evacuation scenarios for planning and training purposes.  

5.1.5.2 Strategies considered and rejected 

Throughout this research, several ideas and strategies were considered and then were discarded as 

they would not have been beneficial to the outcome of this thesis. Some of the main strategies 

considered are explained in the following sections. 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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5.1.5.2.1 Exits balancing strategy 

In an evacuation simulation, the geometry involved usually contains several exits which can be of 

different sizes. It can be assumed that at any point of the simulation, a larger exit is capable of 

servicing more occupants than a smaller one does and if both exits are attracting roughly the same 

population load, the smaller one will take longer to empty.  

Using the Cyclic Potential Route Map (CPRM) method to partition a geometry, the algorithm 

loops round the list of the exits, then loops round the list of processors and allocates each one to a 

processor without taking into consideration their sizes. This method does not guarantee a fair 

distribution of the total exits sizes. 

Consider the following example in Figure 5.30 to illustrate this problem: four processors are used 

to simulate the evacuation of the following geometry containing eight exits, four large (D1, D2, 

D5 and D6) and four smaller ones (D3, D4, D7 and D8).  

 

Figure 5.30 - Geometry containing unequal sized exits 

 

Using the CPRM partitioning technique, the algorithm would allocate the exits in the following 

manner as shown in Table 5.15: 
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Table 5.15 - Exits' allocation to processors by the CPRM algorithm 

Exit D1 D2 D3 D4 D5 D6 D7 D8 

Size Large Large Small Small Large Large Small Small 

Processor P1 P2 P3 P4 P1 P2 P3 P4 

 

Table 5.15 demonstrates how the CPRM partitioning algorithm does not guarantee a fair 

distribution of the exits according to their sizes. Ideally each processor should get two exits, a 

large and a small one. 

The CPRM algorithm was modified to include an exit width balancing criteria. The exits are 

sorted according to their widths and the algorithm then allocates them in such a way that each 

processor gets roughly an equal portion of the total size of all the exits. This algorithm was tested 

on Test Case 5 - Replica of the Trafalgar square in London populated by 60,000 occupants with 

14 exits in total‘ and demonstrates the changes made. 

The processors are colour coded to ease the representation of the exits on the different processors. 

An illustration is shown below: 

Legends: 

Colour representation of processors 

P0 P1 P2 P3 P4 P5 P6 

 

Table 5.16 illustrates the distribution of the exits before the exit width balancing algorithm was 

applied. 
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Table 5.17 - Distribution of the exits before the exit width balancing algorithm was applied 

 
2 

processors 
3 

processors 
4 

processors 
5 

processors 
6 

processors 
7 

processors 

Exits Size(nodes) Size(nodes) Size(nodes) Size(nodes) Size(nodes) Size(nodes) 

1 22 22 22 22 22 22 

2 78 78 78 78 78 78 

3 56 56 56 56 56 56 

4 18 18 18 18 18 18 

5 8 8 8 8 8 8 

6 18 18 18 18 18 18 

7 29 29 29 29 29 29 

8 70 70 70 70 70 70 

9 85 85 85 85 85 85 

10 56 56 56 56 56 56 

11 43 43 43 43 43 43 

12 37 37 37 37 37 37 

13 36 36 36 36 36 36 

14 5 5 5 5 5 5 

Total exit 
width 

561 561 561 561 561 561 

 

As can be seen from Table 5.17, the old algorithm balanced the number of exits rather than the 

total exits widths. 

Table 5.18 shows the percentage of the total exits widths allocated to each processor: 
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Table 5.18 - Percentage of the total exits widths allocated to each processor 

 2 processors 3 processors 4 processors 5 processors 6 processors 7 processors 

P0 49.73% 34.94% 22.28% 11.41% 9.80% 6.06% 

P1 50.27% 28.70% 26.92% 14.80% 15.51% 16.40% 

P2  36.36% 27.99% 25.67% 27.27% 29.06% 

P3   22.82% 28.88% 25.13% 19.96% 

P4    19.25% 13.19% 10.87% 

P5     9.09% 8.02% 

P6      9.63% 

 

Table 5.18 again demonstrates the unequal distribution in exit widths when the old algorithm was 

applied. The modified exit width balancing algorithm was then applied to the same test case and 

the following exits distribution (shown in Table 5.19) is produced: 
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Table 5.19 - Distribution of the exits after the exit width balancing algorithm was applied 

 
2 

processors 
3 

processors 
4 

processors 
5 

processors 
6 

processors 
7 

processors 

Exits Size(nodes) Size(nodes) Size(nodes) Size(nodes) Size(nodes) Size(nodes) 

1 22 22 22 22 22 22 

2 78 78 78 78 78 78 

3 56 56 56 56 56 56 

4 18 18 18 18 18 18 

5 8 8 8 8 8 8 

6 18 18 18 18 18 18 

7 29 29 29 29 29 29 

8 70 70 70 70 70 70 

9 85 85 85 85 85 85 

10 56 56 56 56 56 56 

11 43 43 43 43 43 43 

12 37 37 37 37 37 37 

13 36 36 36 36 36 36 

14 5 5 5 5 5 5 

Total exit 
width 

561 561 561 561 561 561 

 

From Table 5.19, it can now be seen that the algorithm is no longer allocating an equal number of 

exits to each processor but is now allocating the exits based on their widths.  

Table 5.20 demonstrates the percentage of the exits widths allocated to each processor. 
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Table 5.20 - Percentage of the total exits widths allocated to each processor 

 2 processors 3 processors 4 processors 5 processors 6 processors 7 processors 

P0 50.09% 33.33% 24.78% 19.07% 16.04% 15.15% 

P1 49.91% 33.69% 25.13% 19.96% 17.11% 13.90% 

P2  32.98% 24.96% 20.32% 16.40% 15.69% 

P3   25.13% 19.79% 16.58% 13.19% 

P4    20.86% 16.40% 13.90% 

P5     17.47% 14.26% 

P6      13.90% 

 

This new allocation of the total exits‘ width is much fairer than the old algorithm was 

formulating. Each processor now has roughly the same total exit widths instead of the same 

number of exits which does not guarantee a balance in the total exit widths. 

Before adopting this new algorithm, it was tested by running the simulations to see if there were 

any significant improvements. The CPRM method sub-partitioned each sub-domain at each exit 

into a number of sub-parts (1-6). The predicted simulation time to evacuate a population of 

60,000 for this geometry is 610s. The results are illustrated in Table 5.21: 
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Table 5.21 - Speedup values obtained when both the old and new exit widths balancing 

algorithm was applied to Test Case 5 

 
2 processors 3 processors 4 processors 

Speedup Speedup Speedup 

No. of sub-parts Before After Before After Before After 

1 1.61 1.62 2.59 2.26 2.25 2.37 

2 1.77 1.60 2.29 2.24 2.42 2.80 

3 1.85 1.64 2.30 2.18 2.98 2.57 

4 1.70 1.70 2.13 2.35 3.03 2.68 

5 1.72 1.75 2.31 2.33 2.84 3.03 

6 1.73 1.70 2.32 2.33 3.16 2.90 

 

The tests run were abandoned in the early stages of testing as no definite improvements were 

gained from the exit widths balancing algorithm. The speedup values obtained were similar when 

both algorithms were used, indicating that the new algorithm does not produce an obvious 

advantage. This new algorithm contains a sorting algorithm which is an extra cost to incur, and 

since it was not a deterministic success, the idea of balancing exit widths amongst the processors 

was rejected. 

5.1.5.2.2 Partitioning software refining original partitions  

The partitions created by the Cyclic Potential Route Map (CPRM) method can be of unbalanced 

shapes and sizes. These partitions sometimes are too thin in sizes or too small compared to the 

other partitions, which reduces the efficiency of a parallel performance due to added 

communications and load imbalance. An example of such a problem is highlighted by the oval 

outlines around the thin and small partitions as shown in Figure 5.31. 
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Figure 5.31- Thin and small partitions created by the CPRM method on Test Case 5 

 

The partitioning software JOSTLE [124] has the capability to refine the partitions created by a 

partitioning method. Hence, JOSTLE was used on Test Case 5 to refine the original partitions 

created by the CPRM method and the refined partitions are shown in Figure 5.32. 
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Figure 5.32 - JOSTLE refining the original partitions of Test Case 5 set by the CPRM method 

 

Figure 5.32 shows a significant reduction in the number of thin and small partitions that was 

created by the CPRM method. Hence, JOSTLE has achieved the intention to refine the original 

partitions. This refined problem was tested to assess whether this approach significantly improves 

the results obtained from using the partitions created by the CPRM method. The predicted 
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simulation time to evacuate a population of 60,000 from this geometry is 610s. The results 

obtained are displayed in Table 5.22. 

Table 5.22 - Comparisons in the speedup values obtained with and without JOSTLE’s 

refinement 

Number 

of 

processors 

 Speedup values 

Number of sub-parts  2 3 4 5 6 7 

2 

processors 

CPRM (with JOSTLE refinement) 1.65 1.73 1.86 1.84 1.61 1.74 

CPRM (without JOSTLE refinement) 1.77 1.85 1.70 1.72 1.73 1.67 

3 

processors 

CPRM (with JOSTLE refinement) 2.65 2.26 2.07 2.02 2.04 2.12 

CPRM (without JOSTLE refinement) 2.29 2.30 2.13 2.31 2.32 2.39 

5 

processors 

CPRM (with JOSTLE refinement) 4.02 3.54 2.16 2.47 2.59 2.44 

CPRM (without JOSTLE refinement) 2.38 2.60 2.26 2.72 2.81 3.00 

 

From the results in Table 5.22, there was not a significant difference in the speedup values 

obtained whenever JOSTLE was used to refine the partitions. In the majority of cases, better 

speedup values were obtained whenever the CPRM method was used without any refinement 

from JOSTLE. Hence, an alternative scheme is needed to boost up the speedup values as this 

method did not improve the results considerably.  

Furthermore, JOSTLE [146] is freely available for academic and research purposes and a licence 

agreement is needed for commercial software. buildingEXODUS, being a commercial software, 

needs to obtain a licence for JOSTLE before employing it.  If there was a significant 
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improvement on the results obtained, then JOSTLE would have been a strong option to consider.  

On the other hand, METIS [122, 147, 148] is freely available to use by any users and 

consequently provides an easier access to it as there no requirements to obtain a licence 

agreement. However, METIS still needs to demonstrate that it can provide satisfactory partitions 

and hence provide good speedup values to qualify as a probable partitioning software to use. 

5.1.5.2.3 Results from using JOSTLE and METIS 

Both partitioning software, JOSTLE and METIS were used on Test Case 5 as a basis for a direct 

comparison. The main goal of this test is to assess how METIS measures up to JOSTLE, since 

they both use similar partitioning techniques; see Section 2.7.1. The results obtained are shown in 

Table 5.23. 

Table 5.23 - Comparison of results from using JOSTLE and METIS on Test Case 5 

 Speedup 

 2 Processors 3 Processors 5 Processors 

JOSTLE 1.71 2.50 3.60 

METIS 1.85 2.90 3.80 

 

From the results obtained, the speedup values obtained from using METIS were consistently 

better than the speedups obtained from using JOSTLE. Hence, METIS is a possible option to 

consider as a partitioning strategy and the use of JOSTLE was abandoned. 
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5.1.5.2.4 Alternative Partitioning Strategies 

Some speculated partitioning strategies were thought of but could not be adopted for various 

reasons. The two main strategies are explained in the following sections. 

5.1.5.2.4.1 Partitions based on population density 

A straightforward partitioning strategy is to divide the domain based on its population density. 

Partitions will be created wherever the population density is high in a region. This strategy was 

not even attempted as these highly populated areas do not stay in these conditions for long. As 

soon as the simulation starts, the population starts dispersing and hence leaving their allocated 

partitions, thus rendering them with a lesser load as the simulation progresses. 

5.1.5.2.4.2 Initial serial run to assess movement trends to then partition accordingly 

Another possible partitioning strategy is to perform a simulation in serial and then observe the 

paths and evacuation dynamics of the simulation. These observations can then be used to 

formulate a partitioning strategy based on the routes taken by the population. However, this 

option will not be of any benefit in an emergency scenario where time is the essence, as a serial 

run needs to be done in advance which deflects the whole purpose of this research.  

5.1.5.2.5 Test 2 – Cyclic Potential Route Map partitioning method 

Before discarding the CPRM method which seemed the most reasonable technique to adopt, 

another set of tests was devised and tested in the next section. 

Test Case 8 - Replica of Beijing High Street randomly populated by 50,000 occupants with nine 

exits in total 

Up to 10 processors were used and each exit having up to six sub-parts. There are nine exits in 

total. The average predicted simulation time to evacuate a population of 50,000 from this 

geometry is 1571.83s. 
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The tests run was for the Potential Route Map partitioning technique (1 sub-part at each exit) as 

shown in Figure 5.33(a) and by using the Cyclic Potential Route Map technique with each exit 

sub-partitioning the Potential Route Map partition into two to six sub-parts. Figure 5.33(b) 

illustrates the Cyclic Potential Route Map by using 4 sub-parts per exit. 

 

    

 

Figure 5.33 – Replica of the Beijing High Street, partitioned using (a) the Potential Route Map 

method (1 sub-part at each exit) and (b) the CPRM method with 4 sub-parts at each exit 
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The results obtained from running those tests are shown in Table 5.24: 

 

Table 5.24- Speedup values obtained from running Test Case 8 

Number of 

processors 
Speedup values from using the CPRM partitioning 

No. of sub-parts 

  
Potential Route Map (1 sub-part) 2 sub-parts 4 sub-parts 6 sub-parts 

2 1.622 1.797 1.514 1.441 

4 2.064 2.719 2.307 2.331 

6 2.755 3.570 3.118 3.378 

8 3.468 3.968 3.530 3.378 

10 3.379 4.011 3.578 3.785 

 

A similar conclusion can be deduced from testing the Cyclic Potential Route Map on the Beijing 

High street model to that from testing on the Trafalgar Square replica; using two processors 

produced a maximum speedup value of 1.797 which can be deemed acceptable from the ideal 

value of 2 by considering the costs associated from using a parallel system. However, as the 

number of processors was increased, the speedup values did not increase linearly enough to be 

close to the ideal speedup line. A maximum speedup value of 4.011 was obtained from using ten 

processors which is a poor parallel performance. The difference between the maximum speedup 

(3.570) obtained from using six processors does not differ much from the maximum value of 

4.011 obtained from using ten processors. This suggests that using the capabilities of four extra 

processors only produced a meagre increase in the final results obtained, hence not fully utilising 

all these computing power that these four processors could bring. Again, the reason for this lack 

of improvement in the speedup values might be the fact that some processors are becoming idle if 

their sub-domains are emptying much earlier than the other sub-domains. 

Table 5.25 shows the performance of the processors used: 
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Table 5.25 - Efficiency values when the CPRM technique was applied to Test Case 8 

Number of processors 

 
Efficiency values from using the CPRM partitioning 

No. of sub-parts 

  
PRM (1 sub-part) 2 sub-parts 4 sub-parts 6 sub-parts 

2 81.10% 89.85% 75.70% 72.05% 

4 51.60% 67.98% 57.68% 58.28% 

6 45.92% 59.50% 51.97% 56.30% 

8 43.35% 49.60% 44.13% 42.23% 

10 33.79% 40.11% 35.78% 37.85% 

 

Using two processors achieved a maximum efficiency factor of 89.85% implying that both 

processors were utilised efficiently. Adding more processors unfortunately decreases the 

efficiency of the parallel system, with ten processors only achieving a maximum efficiency of 

40.11%. Less than half the processor resources were efficiently used with the rest being either 

spent in communication and/or synchronisation and/or being idle.  

Figure 5.34 illustrates this decline in efficiency as the number of processors is increased: 
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Figure 5.34 - Maximum efficiency obtained when the CPRM technique was applied to Test Case 

8 

 

The parallel simulation time performance ratios from using the CPRM partitioning technique are 

displayed in Error! Reference source not found.. 

Table 5.26 - Performance ratios over actual simulation times when the CPRM technique was 

applied to Test Case 8 

Number of 

processors 

Parallel SimTime
1
 Performance ratio from using the CPRM 

partitioning 

No. of sub-parts 

  
PRM (1 sub-part) 2 sub-parts 4 sub-parts 6 sub-parts 

2 3.753 4.158 3.505 3.334 

4 4.776 6.293 5.339 5.393 

6 6.377 8.262 7.215 7.784 

8 8.025 9.207 8.170 7.817 

10 7.820 9.281 8.281 8.759 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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From Table 5.26, the maximum performance ratio with respect to the simulation time is an 

encouraging 9.281. Whilst an improvement over the previous values is obtained, it is still not 

sufficiently fast to provide advice to incident commanders for live evacuations. Nonetheless, this 

performance can still be usefully applied to investigate evacuation scenarios for planning 

purposes. 

To view the differences in the values obtained from using the different number of sub-parts at 

each exit, the comparisons are illustrated in Figure 5.35.  

 

 

Figure 5.35 - Speedup values obtained from using different number of sub-parts at each exit 

 

Test Case 8 did not produce any improvement from the results obtained from using the previous 

partitioning techniques. The speedup values are still too low compared to the ideal speedup 

achievable. The lines suggest a gradual increasing trend in speedup values until eight processors 

were used, then it plateaus from then on, which is a sign of poor scalability. 
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The only consistent trend in these results is the fact that using two sub-parts at each exit produced 

better results with any number of processors used. The previous tests did not give a definite 

number of sub-parts which consistently produced better speedup values.  

5.1.6 Partitioning software: METIS 

Since none of the partitioning methods attempted so far did not give satisfactory parallel results, 

the partitioning software METIS was used to see if there are any improvements in the speedup 

values obtained so far. The partitioning software METIS was chosen to partition the problems. 

METIS is a set of serial programs for partitioning graphs and produces partitions that are 

consistently better than those produced by other widely used algorithms [149]. This software tries 

to optimise the partitions in such a way that both load balancing and the minimisation of 

communication costs are preserved. As explained in Section 5.1.5.2.2, METIS is a freely 

available software to all users provided the papers referenced at [122, 147] are provided. 

5.1.6.1 Results from testing METIS partitioning  

For a consistent comparison to the previous partitioning methods attempted so far, the same test 

cases were used to test the partitioning technique provided by METIS.  

5.1.6.1.1 Test 1 – METIS partitioning  

‗Test Case 5 - Replica of the Trafalgar square in London populated by 60,000 occupants with 14 

exits in total‘ was used to test the partitioning that METIS can provide. The average predicted 

simulation time to evacuate a population of 60,000 from this geometry is 610s The number of 

sub-domains was set to vary from equalling the number of available processors used to up to 100 

sub-domains. The results obtained are tabulated in Table 5.27. 
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Table 5.27 - Speedup values obtained from using METIS on Test Case 5 

Number of 

processors 

 

Speedup values from using the METIS partitioning 

No. of sub-domains P
1
 

sub-domains 

15 

sub-domains 

25 

sub-domains 

60 

sub-domains 

100 

sub-domains 

2 1.85 1.82 1.78 1.59 1.41 

3 2.90 2.47 2.38 2.40 1.99 

4 3.66 2.77 2.83 2.59 2.28 

5 3.80 3.72 3.25 2.94 2.75 

6 3.91 3.97 3.89 3.82 2.83 

7 3.42 4.35 3.89 3.84 3.49 

 

Using different number of sub-domains in METIS produced varying speedup values. From these 

values it is noticed that the choice of the number of partitions is a dependent factor to consider in 

obtaining the best speedup values. From Table 5.27, the trend is to divide the geometry into the 

number of processors available when only a small number of processors were used. When up to 

five processors were used, the best speedup values are from partitioning the geometry into the 

number of processors available. However, as the number of processors were increased (i.e 6 and 7 

processors used), the best speedup values are from partitioning the geometry into 15 sub-

domains. From the values obtained when 100 sub-domains were used, the impact of selecting a 

sub-optimal number of sub-domains can drastically deteriorate the speedup values obtainable. A 

poor choice of partitioning technique can lead to load imbalance; consider the speedup values 

obtained when seven processors were used, dividing the domain into NumProcs (Number of 

processors) sub-domains actually gave a worst speedup value then when the geometry was 

partitioned into 100 sub-domains. Again this emphasises that load imbalance and idleness are 

more detrimental to the results than increased communication costs. Hence, the number of sub-

domains to partition the geometry needs to be carefully devised so as to prevent these 

                                                 
1
 p: number of processors used (e.g 2, 3, …, 7) 
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unfavourable occurrences. METIS produced favourable speedup values when the number of 

processors used are four and below; with two processors giving a speedup value of 1.85,  three 

processors producing a 2.9 speedup and four processors giving a 3.66 speedup value. As the 

number of processors were increased, the resulting speedup values did not increase accordingly; 

with five processors producing a maximum speedup value of 3.80, six processors only producing 

a 3.97 speedup and seven processors only achieving 4.35.  

The efficiency of the parallel system is shown in Table 5.28: 

Table 5.28 - Efficiency values from using METIS on Test Case 5 

Number of 

processors 

 

Efficiency values from using the METIS partitioning 

No. of sub-domains p
1
  

sub-domains 

15  

sub-domains 

25  

sub-domains 

60  

sub-domains 

100  

sub-domains 

2 92.32% 91.08% 88.97% 79.69% 70.37% 

3 96.73% 82.17% 79.36% 79.93% 66.45% 

4 91.58% 69.20% 70.69% 64.81% 56.99% 

5 76.07% 74.32% 65.08% 58.71% 54.94% 

6 65.20% 66.14% 64.86% 63.73% 47.18% 

7 48.82% 62.14% 55.55% 54.79% 49.86% 

 

From the speedup values obtained, the trend suggested a good performance when up to four 

processors were used, with more than 90% of efficiency was achieved. This suggests that only 

about 10% of the processor usage was spent in parallelisation costs and the rest was usefully 

employed in running the simulation. However, the efficiency of the parallel system deteriorated 

after more processors were added, which implies that communication, synchronisation costs and 

idleness became a more important factor affecting the system whereby the processors spent more 

                                                 
1
 p: number of processors used (e.g 2, 3, …, 7) 
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time in dealing with those costs than when less than four processors were used. Figure 5.36 

displays the maximum efficiency obtained from Table 5.28. 

 

Figure 5.36 - Maximum Efficiency when METIS was used on Test Case 5 

 

This decreasing trend in the efficiency values will eventually become too low for any advantage 

to be gained from the usage of the parallel system. Adding more processors only seem to increase 

the costs of running the simulations in parallel compared to the gain obtainable and METIS does 

not overcome the diminishing returns problems. This result suggests that this technique does not 

favour scalability. 

The parallel simulation time performance ratios from using METIS are displayed in Table 5.29. 
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Table 5.29 - Performance ratios over actual simulation times from using METIS on Test Case 5 

Number of processors  

 
Parallel SimTime1 Performance ratio from using the METIS partitioning 

No. of sub-domains P2 

 sub-domains 

15 

 sub-domains 

25  

sub-domains 

60  

sub-domains 

100  

sub-domains 

2 2.55 2.51 2.46 2.20 1.94 

3 4.00 3.40 3.29 3.31 2.75 

4 5.05 3.82 3.90 3.58 3.15 

5 5.25 5.13 4.49 4.05 3.79 

6 5.40 5.48 5.37 5.28 3.91 

7 4.72 6.00 5.37 5.29 4.82 

 

A maximum performance ratio with respect to the simulation time of 6.00 is not sufficiently fast 

to provide advice to incident commanders for live evacuations, yet is still a useful tool to employ 

in the investigations of  evacuation scenarios for planning and possibly interactive training 

purposes.  

Figure 5.37 demonstrates the maximum and minimum values of the speedups obtained when both 

METIS and the Cyclic Potential Route Map method (CPRM) were used. The graph also includes 

the ideal speedup achievable. 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 

2
 p: number of processors used (e.g 2, 3, …, 7) 
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Figure 5.37 - Comparisons of the CPRM method and METIS on Test Case 5 

 

When both methods were used, the results obtained are very good when up to four processors 

were used. Both curves tend to follow the linear trend that the ideal speedup suggests. Usually if 

the speedup is nearly linear, that is if it is nearly equal to the number of processors used, then 

according to Graham [149], the parallel system is said to be worthwhile. As the number of 

processors was increased, the speedup values obtained tend to decline which would indicate that 

the system is not scalable enough.  This prompts concern as there is no guarantee that increasing 

the number of processors would produce better results.  

Comparing METIS with the Cyclic Potential Route Map (CPRM) partitioning method, both 

methods seem to produce the same level of speedup values, with those from METIS being 

slightly better. Both methods seem to produce linear speedup up to the use of four processors and 

then their speedup values start to plateau after that point. 
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5.1.6.1.2 Test 2 – METIS partitioning  

‗Test Case 6 - 500m x 25m with one exit at one end and populated by 25,000 identical occupants‘ 

was partitioned by METIS. The average predicted simulation time to evacuate a population of 

25,000 from this geometry is 833.5s The domain was partitioned into varying number of sub-

domains, ranging from the number of available processors used to up to a hundred sub-domains.  

The speedup values obtained are tabulated in Table 5.30. 

Table 5.30 - Results from using METIS partitioning on Test Case 6 

Number of sub-domains Speedup 

Number of processors 2 processors 3 processors 4 processors 

p1 1.62 2.26 2.83 

5 1.93 2.48 3.04 

10 2.12 2.80 3.62 

15 2.15 3.06 3.95 

25 2.15 3.24 3.95 

50 2.12 3.06 3.90 

100 1.76 2.17 2.67 

 

The speedup values obtained are very promising. When both two and three processors were used, 

super-linear speedup values were achieved and when four processors were used, a speedup value 

of 3.95 was obtained which is very close to the ideal speedup of 4. Since Test Case 6 produced 

very good results for the Cyclic method (i.e producing super-linear speedup no matter the number 

of processors used), the results obtained when METIS was used can only match those obtained 

previously and was not expected to be better than the results obtained previously. 

                                                 
1
  p: number of processors used (e.g 2, 3, …, 7) 
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Efficiency values are displayed in Table 5.31: 

Table 5.31 - Efficiency values when METIS was used on Test Case 6 

Number of sub-domains Efficiency 

Number of processors 2 processors 3 processors 4 processors 

p1 81.07% 75.18% 70.69% 

5 96.50% 82.54% 75.98% 

10 105.93% 93.50% 90.40% 

15 107.33% 102.06% 98.75% 

25 107.54% 108.01% 98.68% 

50 105.79% 101.92% 97.44% 

100 87.81% 72.47% 66.74% 

 

From the efficiency values obtained, an efficiency of more than 100% implies that the processors 

were optimally used and the results are better than expected. Adding to the advantages of 

increased processor power and memory to run the algorithm, each processor‘s cache can now 

hold the data associated to its sub-domain without requiring the usage of more memory which 

would have been the case when only one processor was used.  

To facilitate a direct comparisons to the previous methods used, Figure 5.38 illustrates the 

different speedup values obtained from using the different partitioning techniques attempted so 

far. 

 

                                                 
1
  p: number of processors used (e.g 2, 3, …, 7) 
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Figure 5.38 - Comparisons of the different partitioning methods (including METIS) used on Test 

Case 6 

 

From Figure 5.38, METIS produces satisfactory results and implies that METIS is as productive 

as the cyclic method attempted before. The minimum speedup values obtained from using METIS 

are quite far from the ideal speedup values which suggest that choosing the right number of sub-

domains is crucial in obtaining good speedup values. Looking at the minimum speedup values 

obtained from using the Cyclic Equal Partitioning method, they are closer to the ideal speedup 

values than those minimum values obtained from using METIS. 

5.1.6.1.3 Test 3 – METIS partitioning  

‗Test Case 8 - Replica of Beijing High Street randomly populated by 50,000 occupants with nine 

exits in total‘ was partitioned by METIS and different numbers of sub-domains were tested to 

find the best results. Up to eight processors were used for this test. The speedup values obtained 

are shown in Table 5.32: 
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Table 5.32 - Speedup values from using different number of sub-domains in METIS on Test 

Case 8 

Number of 

processors  

 

Speedup values from using the METIS partitioning 

Number of 

processors 

p
1
  

sub-domains 

15  

sub-domains 

25  

sub-domains 

60  

sub-domains 

100 

 sub-domains 

2 1.647 1.834 1.785 1.608 1.515 

3 2.837 2.222 1.798 2.148 1.952 

4 2.837 2.510 2.053 2.401 2.105 

5 4.353 3.152 3.928 2.583 2.384 

6 5.092 4.162 2.863 2.932 2.520 

7 4.800 4.295 3.832 2.887 2.314 

8 5.223 4.083 3.777 3.658 2.647 

 

METIS seems to produce better results when the geometry is being partitioned into NumProcs 

(number of processors) sub-domains. Here again as expected, when the domain is being divided 

into 100 sub-domains, the worst speedup values occur. The obvious reason is because the 

communication costs increase accordingly with the number of sub-domains. The choice in the 

optimum number of sub-domains to partition the problem is crucial to the success of the 

partitioning technique. From the difference in speedup values when different number of sub-

domains was used, it can be seen that a sub-optimal number of sub-domains can be detrimental to 

the end results. Also, a set number of sub-domains cannot be found to implement for any number 

of processors used. For example partitioning the problem into p (Number of processors) sub-

domains seems to give good results in most cases, but when two processors were used, this 

partitioning formulation did not produce the best results.  

However, an interesting occurrence is that using six processors was more advantageous than 

when seven processors were used. Another interesting observation is the identical speedup values 

                                                 
1
 p: number of processors used (e.g 2, 3, …, 7) 
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of 2.837 when both three and four processors were used. This represents a waste of processor 

power as an extra processor should have increased the speedup accordingly and not be ineffective 

or indeed a hindrance to the parallel system. Using eight processors barely improved the speedup 

to 5.223 from the 5.092 obtained when six processors were used.  

Table 5.33 gives a good indication on the performance of the parallel system by the efficiency 

values obtained. 

Table 5.33 - Efficiency values when METIS was applied to Test Case 8 

Number of 

processors  

 

Speedup values from using the METIS partitioning 

Number of 

processors 
p  

sub-domains 

15  

sub-domains 

25  

sub-domains 

60  

sub-domains 

100  

sub-domains 

2 82.33% 91.70% 89.23% 80.41% 75.74% 

3 94.57% 74.07% 59.95% 71.60% 65.07% 

4 70.93% 62.76% 51.34% 60.02% 52.62% 

5 87.05% 63.04% 78.55% 51.66% 47.68% 

6 84.87% 69.36% 47.71% 48.87% 41.99% 

7 68.57% 61.35% 54.74% 41.25% 33.05% 

8 65.29% 51.03% 47.21% 45.72% 33.09% 

 

When three processors were used, efficiency values ranging from 94.57% to 59.95% was 

achieved depending on the partitioning formulation. Again here, it can be seen that the choice of 

the right partitioning strategy can drastically affect the outcome of the parallelisation benefits. 

The maximum efficiency values obtained for the varying number of processors ranged from 

94.57% to 65.29%, the former implying only about 5% of the processor usage was lost in parallel 

costs and idleness and the latter suggesting a performance decline with about 65% of each 

processor‘s capability being usefully applied in the running of the simulation and the rest being 

spent on costs and idleness.  
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The parallel simulation time performance ratios from using METIS with different number of sub-

domains are displayed in Table 5.34. 

Table 5.34 - Performance ratios over actual simulation times from using different number of 

sub-domains in METIS on Test Case 8 

Number of 

processors  

 

Parallel SimTime
1 Performance ratio from using the METIS partitioning 

Number of 

processors 
p

2
  

sub-domains 

15  

sub-domains 

25  

sub-domains 

60  

sub-domains 

100 

 sub-domains 

2 3.81 4.24 4.13 3.72 3.51 

3 6.57 5.14 4.16 4.97 4.52 

4 6.57 5.81 4.75 5.56 4.87 

5 10.07 7.29 9.09 5.98 5.52 

6 11.78 9.63 6.62 6.79 5.83 

7 12.09 9.45 8.74 8.46 6.13 

8 3.81 4.24 4.13 3.72 3.51 

 

From Table 5.34, an encouraging maximum parallel performance ratio of 12.09 was achieved 

over the simulation time. This suggests that the use of a PC cluster consisting of 10 to 20 

processors may provide sufficient computational performance to enable the use of advanced 

evacuation simulation for: live incident advice systems, reactive emergency signage systems, as 

well as investigations into types of evacuation scenarios for planning and training purposes. 

Figure 5.39 demonstrates the speedup trend when both METIS and the Cyclic Potential Route 

Map method were used on Test Case 8. 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 

2
 p: number of processors used (e.g 2, 3, …, 7) 
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Figure 5.39 - Comparison in speedup values from using the CPRM method and METIS on Test 

Case 8 

 

From the graph, it can be seen that METIS was more successful in partitioning Test Case 8 

whenever the correct number of sub-domains were used (shown by the red line ‗METIS (Max)‘). 

The minimum speedup values from METIS are the lowest out of the two methods. The trend 

from the ‗METIS (Max)‘ graph suggests a positive inclination, but it is also showing some 

oscillation and does not imply a smooth increasing trend like the ones obtained when the Cyclic 

Potential Route Map was used. This may imply an uncertainty on the reliability of the method.  

5.2 Concluding remarks 

Failing to obtain a scalable system is concerning as none of the methods attempted so far are 

proving to be the best one to adopt. The reason is the variations in the geometries tested lead to 

different partitioning methods being favoured.  This suggests that it will be difficult to establish 

one approach that consistently improves results across different geometries. Another factor that 

makes the simulations so varied is the unique scenario of each case. The evacuation of people can 
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be unpredictable and can change during the course of the simulations due to other factors 

affecting the scenario (like sudden closure of exits, fire etc). These factors are enough to make a 

partitioning method redundant at certain times. For this type of model, a dynamic partitioning 

technique could resolve all these issues. By making the system dynamic in nature, the load 

imbalance and idleness problems would be resolved as the simulations will redistribute the sub-

domains to idle processors as and when sudden changes occur. 
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6 DYNAMIC REPARTITIONING 

From the previous attempts to find the optimal partitioning technique, no definite method was 

found to cater for the varied layouts and scenarios of each evacuation case. The different layouts 

can range from stadiums, whole cities or high rise buildings which consequently have different 

evacuation dynamics.  

Another aspect of the simulation that a static partitioning struggles with is the unexpected 

phenomenon that can affect a simulation, like sudden closures of exits and the spread of fire 

amongst numerous incidents that can occur during an evacuation.  

The main problem that the initial studies have shown is that a load imbalance affects the speed of 

the parallel system more than increased communication costs.   

Dynamic repartitioning can potentially resolve all those issues brought on by varying layouts, 

scenarios, or the evacuation dynamics. By having dynamic repartitioning capabilities whereby 

load imbalance and processor activity are monitored, the problems associated with the static 

partitioning should be resolved. The geometry will be repartitioned to ensure each processor will 

be allocated the same amount of work to prevent load imbalance. 

As demonstrated, the static partitioning technique cannot efficiently handle the general nature of 

an evacuation let alone the potential unexpected nature of an evacuation with possible evolving 

scenarios. Once the initial allocated regions are created, they can only stay on that processor. 

Hence, if a region becomes empty quicker or becomes unusable due to a sudden closure of that 

region, then the processors handling those domains will become load imbalanced. A dynamic 

repartitioning technique can check those scenarios and re-assign those idle processors to regions 

with population activities. 

A possible disadvantage that can be associated with the dynamic repartitioning technique is 

increased data migration. In addition to having the usual communications occurring with the 

movement of the population; whenever there is a repartitioning the geometry and population data 

must be communicated between the processors. Consequently there will be an increase in 
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communication costs. However, from the static tests performed in the previous chapter, it was 

found that having a load imbalance and idleness is more detrimental than having an increase in 

communication costs. Hence, the dynamic repartitioning may be a more viable option. 

6.1 Dynamic repartitioning Strategy 

With the dynamic repartitioning strategy; at certain points in the simulation, the algorithm 

assesses the current situation to decide whether there is a need to repartition the domain. There 

are two main methods considered for this repartitioning technique: 

1. Completely formulate a new set of partitions every time dynamic repartitioning is 

required (see Figure 6.1) 

 

 

Figure 6.1 – Illustration of dynamic repartition 

 

2. Keep the original partitions and swaps them around to promote load balancing, similarly 

to what Minyard et al. [138] considered (see Figure 6.2). 
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Figure 6.2 – Illustration of dynamic reallocation 

 

The first method seems attractive in the respect that a completely new set of partitions is created 

every time there is a change in conditions and this can imply fewer partitions to be created and 

hence reducing the communication costs. However, this method will require significant                                                                                              

data migration and to determine the new partitions, as well as find and assign halo nodes. Data 

migration consists of moving both the nodes and the population. Though the nodes exist on all the 

processors, they have dynamic properties associated to them and these properties get updated 

only on the processor they reside in. A new partitioning strategy may mean that the set of nodes 

which resided on one processor may now be residing on different processors, making the tracking 

and communication of these nodes more complicated. The same problems will arise in the 

communication of the population. Population residing on one processor will now be 

communicated to various processors (one to many) instead of just being transferred to one other 

(one to one) processor. In short, this method favours the one to many communicating strategy 

which involves more data tracking as well as the computations required to work out the new halo 

nodes and assigning them to the relevant processors.  

The second method consists of keeping the original partitions created at the start of the simulation 

and only swaps them around based on the idleness and load of each processor. By keeping the 

original partitions, the cost of calculating new halos at each re-allocation is avoided as well as the 

complication of communicating data across a variety of processors. By having a ―one to on‖ 

communication system, each processor has to communicate a set of data to only one other 
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processor rather than having to break this set and communicate parts of it to different processors. 

In short, a dynamic reallocation occurs rather than a dynamic repartitioning. 

6.1.1 Suggested dynamic reallocation algorithm 

At regular intervals in the simulation, each processor checks for any load imbalance in 

accordance with a set criterion such as population load, workload or cost function. If a load 

imbalance to a set tolerance is found to occur, then the decision to reallocate the problem is made. 

Each processor communicates its local load across and runs a suitable algorithm to redistribute 

the load as equally as possible. At this point each processor will have different sub-domains 

allocated to it. The process of exchanging their local loads (both local nodes and population) is 

performed which results in each processor having a new set of partitions, thus enabling the 

processors to have roughly the same load.  

6.1.1.1  Creation of Subparts 

Some modifications to the source codes had to be implemented so as to facilitate the dynamic 

reallocation strategy. One of the main additions is the creation of an object class called Subparts. 

This object has various attributes necessary for the ease of reallocating the problem. Each Subpart 

contains the local nodes and people in a partitioned sub-domain. So the geometry is partitioned 

into Subparts each of which is linked to a unique processor which can have several Subparts. 

Each processor is aware of the load it is currently servicing by requesting the information from its 

local Subparts. 

6.1.1.2 Added multi-halo regions to permit dynamic reallocation 

Multi-halo nodes get created so that each processor does not have more than two processors to a 

particular part of a region as explained in 4.2.4.1.1. The highlighted section of the domain in 

Figure 6.3 demonstrates where a set of multi-halo have to be created. The nodes in the 

highlighted section on the region catered for by processor Red would have been in the halo 

regions of processors Blue and Cyan. Since in EXODUS it is the node that determines the 
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movement of the individuals, this particular node exists on three processors and is a problem for 

the movement algorithm. Hence, a set of multi-halo nodes (depicted by the thin light green strips) 

(Section 4.2.4.1.1) was created along the regions shared by several processors to remediate this 

problem. 

 

 

Figure 6.3 - An example of Multi-halo nodes on the Trafalgar Square replica 

 

Multi-halo nodes are calculated before the simulation starts and in static mode they remain 

unchanged. These multi-halo nodes were calculated in the assumption that all Subparts are 

allocated to predetermined processors and will not be reallocated to different ones throughout the 

simulation. In the above example, there are some neighbouring Subparts which are serviced by 

the same processor and hence there is no need to have either halo nodes or multi-halo ones. 

However, in the dynamic reallocation strategy, these Subparts may be allocated to different 

processors and then there will arise the need to have halo nodes. It is computationally expensive 

to employ the halo finding algorithm every time a reallocation is required.  
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Due to the lack of time to fully explore and solve this problem, a simple solution was devised to 

counter this problem. At the start of the simulation, each Subpart was treated as belonging to a 

unique processor and hence all the possible halos and multi-halo nodes were calculated at the 

start of the simulation. This strategy eliminates the need to recalculate halo and multi-halo nodes 

each time a reallocation occurs, but also creates more halo and multi-halo nodes than is necessary 

at times (when two neighbouring processors are serviced by the same processors); see Figure 6.4. 

The highlighted oval selection in Figure 6.4(a) shows multi-halo nodes being created, separating 

two Subparts which appear as one when in static mode Figure 6.4(b). These two Subparts might 

need to be reallocated to different processors in the dynamic mode and hence multi-halo nodes 

would have been necessary.  

 

 

Figure 6.4 - Addition of multi-halo nodes at some boundaries 

 

Ideally, a complete set of new partitions based on the current simulation would have been 

desirable. However, this cannot be explored at present due to the time constraints. Hence the 

adopted strategy is the simple solution explained above; which eliminates the high computation 

costs associated in recalculating the halo nodes at every reallocation thus offsetting the 

advantages gained by dynamically repartitioning a problem. However, increased communication 

(a) (b) 
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cost is expected due to the higher number of multi-halo nodes created. From the previous tests 

performed, it was found that the communication cost is negligible compared to having a load 

imbalance, so this method is adopted for the moment until another partitioning strategy can be 

explored. 

6.1.2 Method to redistribute the load 

The prominent method to schedule and redistribute a load is the LPT (Longest processing time) 

algorithm and uses the concept of sorting the load in descending order [151, 152]. The LPT 

algorithm sorts a collection of jobs according to the processing time to run those jobs then assign 

them to the different processors. 

6.1.2.1 LPT (Longest processing time) algorithm used for this research 

For this problem, the main factor affecting the parallel system is the load imbalance. Hence the 

load of each processor, instead of the actual processing time that the common LPT algorithm 

employs, is used in the current formulation. The collection of Subparts is sorted in descending 

order according to their current workload. Each processor gets allocated the Subparts at the top of 

the list in such a fashion that the processor with the minimum load gets assigned the Subpart with 

the largest load. This process is done until all the Subparts have been allocated. 

A prototype program was written to test this algorithm. An example of the functionality of this 

program is now presented. 

A set of random numbers is generated and the numbers have to be ideally allocated to six 

processors so that they all have roughly the same total. These numbers were partitioned by both 

the LPT algorithm [151, 152] and JOSTLE [146] in order to compare the final partitioned results. 

92 numbers were randomly generated and they were:  
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90 50 87 80 20 81 7 96 51 39 81 98 2 73 56 44 3 97 34 
55 99 17 85 69 39 46 95 20 52 31 14 74 20 3 97 97 89 40 
91 91 33 96 61 64 93 34 40 32 66 54 65 89 23 23 65 81  

85 13 31 80 14 81 91 2 48 81 5 99 16 18 50 4 3 63  

60 61 41 90 35 78 80 4 33 8 98 94 82 14 79 7 21 83  

 

The LPT algorithm scheduled and assigned this load to six processors as displayed in Table 6.1: 

 

Table 6.1 - Scheduling based on the LPT algorithm 

 Total load 
Load ratio 

Ideal ratio = 16.67% 
Number of items Numbers 

P1 831 16.6734% 15 
99 94 91 85 81 78 65 55 52 

40 33 31 16 7 4 

P2 831 16.6734% 15 
99 93 91 89 80 73 69 54 51 

40 35 23 17 14 3 

P3 831 16.6734% 16 
98 96 90 83 81 80 64 60 50 

39 33 21 20 8 5 3 

P4 830 16.6533% 15 
98 95 91 82 81 80 65 56 50 

44 32 20 20 14 2 

P5 831 16.6734% 16 
97 97 89 87 81 74 66 61 48 

39 34 31 14 7 4 2 

P6 830 16.6533% 15 
97 96 90 85 81 79 63 61 46 

41 34 23 18 13 3 

 

JOSTLE was used to allocate the same list of numbers to six processors and the results are 

illustrated in Table 6.2:  
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Table 6.2 - Scheduling performed by JOSTLE 

 Total load 

Load ratio 

Ideal ratio = 16.67% 
Number of items Numbers 

P1 854 17.1348% 15 
80 80 80 79 73 63 61 50 50 

44 41 40 40 39 34 

P2 829 16.6332% 9 99 99 96 95 93 91 91 83 82 

P3 852 17.0947% 28 

87 78 74 65 61 56 55 52 51 

48 39 33 23 20 17 16 14 14 

13 7 7 5 4 3 3 3 2 2 

P4 853 17.1148% 22 

89 85 66 65 64 60 54 46 35 

34 33 32 31 31 23 21 20 20 

18 14 8 4 

P5 816 16.3724% 9 98 97 97 97 91 89 85 81 81 

P6 780 15.6501% 9 98 96 94 90 90 81 81 81 69 

 

As can be seen from the final schedule, both methods enabled the processors to have roughly the 

required 16.6667% of the total load. However, comparing the two algorithms, the LPT algorithm 

provides a better load balance in terms of both the ratio of the total load as well as in the number 

of items on each processor. JOSTLE‘s distribution of the total load was balanced enough but its 

distribution of the number of items was not as balanced as was possible and shown by the LPT 

algorithm. Thus the LPT algorithm was used to schedule the loads of the Subparts to ensure that 

each processor ends up with roughly the same load as well as a similar number of Subparts as 

possible. 
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6.1.3 Data migration 

Since the LPT is run on all the processors, each processor is aware of which parts of the domains 

belong to which processors; so no communications of this data is necessary at this stage. 

Consequently when reallocation happens, the population in the local domains of each processor 

needs to be communicated to the processor which now runs this domain (one to one 

communication). 

 Data migration is efficiently performed by the pack routine that MPI [37] provides. The same 

‗pack and send‘ ‗and ‗unpack and receive‘ routines used in the communication of people at 

boundaries during the simulation are used when reallocation occurs. For each processor, the main 

components of the data migration routine are explained below: 

 Pack, send and delete the people who were in myOldDomain.  

 Release myOldDomain and associate myNewDomain to belonging in my local 

domain. 

 Update the halo nodes with respect to myNewDomain.  

 Receive, unpack and create the people who are now in myNewDomain.  

6.1.4 Load reallocation at the start of the simulation with no dynamic reallocation 

At the start of the simulation when the partitioning algorithm is called, there is no guarantee that 

this first partition creates a load balanced system. Inevitably, applying a dynamic reallocation 

technique generates extra costs (added communications and reshuffling costs). An approach to 

avoid a dynamic reallocation is to perform a population load balancing at the start and then letting 

the system run in static mode.  

This strategy was tested by the following test cases: 

Test Case 9 - The Trafalgar Square replica was used, with seven of the fourteen exits closed and 

with a population of 60,000. 

 

This scenario of having half the number of exits closed is presented to show how the static 

partitioning technique is compelled to stay with the original partitions that were created before the 

simulation. The average predicted simulation time to evacuate a population of 60,000 from this 
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geometry is 5,015s. Hence, some processors which are simulating regions with closed exits may 

eventually make the system load imbalanced. A reallocation based on population load should 

make the system load balanced at the start of the simulation, but does not guarantee that same 

factor throughout the simulation. 

Eight processors were used to test this idea and the Cyclic Potential Route Map (CPRM) 

technique was used with varying number of sub-parts at each exit. The speedup values obtained 

are displayed in Table 6.3: 

Table 6.3 - Speedup and efficiency values obtained on Test Case 9; when an initial reallocation is 

done at the start of the simulation and the system remains static 

Number of sub-

parts at each 

exit 

Total number 

of sub-domains 

Static Parallel 

system 

Initial load balancing, 

followed by static system 

Speedup Efficiency Speedup Efficiency 

1 14 1.839 23.00% 2.026 25.33% 

2 28 2.194 27.43% 2.315 28.94% 

4 55 2.779 34.74% 2.921 36.51% 

6 78 3.376 42.20% 3.199 39.99% 

 

There is only a marginal increase in the speedup values obtained when using this strategy. The 

results obtained are expected, since the initial reallocation is only based on population load rather 

than the current situation of the scenario (half of the exits are closed), the algorithm may allocate 

some processors to the regions containing the closed exits. Since the system is statically 

partitioned, these processors are forced to simulating the same domains and hence load imbalance 

eventually occurs. A maximum speedup value of 3.376 was achieved when no initial population 

load balance was performed and a value of 3.199 when there was a population load balancing at 

the start of the simulation. Both values do not suggest a good performance from the parallel 

system of eight processors. 
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This test was performed with a scenario of having seven of the fourteen exits closed. Before 

discarding this idea, another set of tests with a different scenario was applied. The following Test 

Case 10 uses the same geometry used in Test Case 9, but applying a scenario of having all its 

exits open, but the population is now centred in the domain. 

Test Case 10 - Trafalgar Square replica populated with 60,000 people located towards the centre 

of the geometry 

The average predicted simulation time to evacuate a population of 60,000 from this geometry is 

986.67s. Both the CPRM technique and METIS (with a varying number of sub-domains) were 

used as partitioning techniques, on various number of processors (2, 4, 6 and 8). The runs were 

performed in static mode (Full Static) then with initial load balance reallocation at the start of a 

static mode (Part Static). The results obtained are given in Table 6.4 for speedup values and in 

Table 6.5 for the efficiency values: 
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Table 6.4 - Speedup values obtained on Test Case 10; when an initial reallocation is done at the 

start of the simulation and the system remains static 

 CPRM METIS 

No. of 

procs 

Num. of 

sub-parts 

per exit 

Total Num. of 

sub-domains 

Speedup 

Full 

Static 

Speedup 

Part 

Static 

Num. of  

sub-

domains 

Speedup 

Full 

Static 

Speedup 

Part 

Static 

2 

1 14 1.405 1.492 15 1.722 1.580 

2 28 1.695 1.736 30 1.683 1.564 

4 55 1.740 1.780 60 1.814 1.770 

6 78 1.819 1.603 90 1.644 1.607 

4 

1 14 2.096 2.317 15 2.567 2.929 

2 28 2.280 2.563 30 2.977 2.648 

4 55 2.511 2.688 60 2.632 2.830 

6 78 2.448 2.734 90 2.724 2.753 

6 

1 14 2.566 3.102 15 3.145 3.318 

2 28 2.942 3.506 30 3.817 3.449 

4 55 3.127 2.999 60 3.801 3.361 

6 78 3.310 3.457 90 3.282 3.563 

8 

1 14 2.570 3.345 15 3.856 3.933 

2 28 2.812 3.424 30 3.144 3.745 

4 55 2.618 3.416 60 3.990 4.152 

6 78 2.970 3.389 90 3.503 3.148 
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Table 6.5 - Efficiency values obtained on Test Case 10; when an initial repartitioning is done at 

the start of the simulation and the system remains static 

 CPRM METIS 

No. of 

procs 

No. 

subparts 

per exit 

Total No. 

subparts 

Efficiency 

Full 

Static 

Efficiency 

Part 

Static 

No. of 

subparts 

Efficiency 

Full 

Static 

Efficiency 

Part 

Static 

2 

1 14 70.25% 74.60% 15 86.10% 79.00% 

2 28 84.75% 86.80% 30 84.15% 78.20% 

4 55 87.00% 89.00% 60 90.70% 88.50% 

6 78 90.95% 80.15% 90 82.20% 80.35% 

4 

1 14 52.40% 57.93% 15 64.18% 73.23% 

2 28 57.00% 64.08% 30 74.43% 66.20% 

4 55 62.78% 67.20% 60 65.80% 70.75% 

6 78 61.20% 68.35% 90 68.10% 68.83% 

6 

1 14 42.77% 51.70% 15 52.42% 55.30% 

2 28 49.03% 58.43% 30 63.62% 57.48% 

4 55 52.12% 49.98% 60 63.35% 56.02% 

6 78 55.17% 57.62% 90 54.70% 59.38% 

8 

1 14 32.13% 41.81% 15 48.20% 49.16% 

2 28 35.15% 42.80% 30 39.30% 46.81% 

4 55 32.73% 42.70% 60 49.88% 51.90% 

6 78 37.13% 42.36% 90 43.79% 39.35% 
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The results obtained after doing a reallocation of the original partitions do not show any 

improvements. In certain cases, this modification worsened the results and at other cases only 

minimally improved the static runs. This suggests that all the processors are working optimally at 

the start of the simulation on the original partitions created. The problem seems to be at a later 

stage of the simulation, when there is a possibility of load imbalance and processor idleness. 

Hence, a dynamic reallocation strategy is desired to monitor the load imbalance whenever it 

arises. 

6.1.5 When to reallocate 

Each second in EXODUS is broken down by 1/12 of a second and this is termed as a tick; please 

refer to Section 3.2.1. At every odd tick, the movement of the population is determined and at 

each even tick movement actually occurs [30].  

Ideally, reallocation should occur sufficiently often such that the gain from reallocation is always 

greater than letting the system run in load imbalance. This was an unknown area in the early stage 

of testing the dynamic reallocation techniques. Hence, some tests were required to get an idea of 

how expensive a reallocation is compared to the gain achieved from having an improved load 

balance.  

To start testing the dynamic reallocation codes, a starting criterion of a 75% population load 

imbalance was used to warrant a reallocation. If the processors were found to be 75% less than 

the most overloaded processors, a load balancing is performed. The next question was at which 

time interval the requirement is tested. 

Some tests were run by varying the time interval when the dynamic reallocation algorithm is 

called.  

6.1.5.1 Time interval of 1s (12 ticks) and 10s (120 ticks) 

‗Test Case 9 - The Trafalgar Square replica was used, with seven of the fourteen exits closed and 

with a population of 60,000.‘ was used to test at which time intervals the dynamic reallocation 

algorithm should be called. Eight processors were used and the Cyclic Potential Route Map 

(CPRM) method was used with each exit generating from two to six sub-partitions. The speedup 
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obtained, as well as the number of times the reallocation of the geometry happened was recorded 

for two different time scenarios; at each second interval and at each 10 second intervals. Since the 

reallocation costs is still an unknown quantity, those two values were chosen to see how 

influential the number of times the reallocation algorithm is called. 

The results obtained are tabulated in Table 6.6. 

Table 6.6 - Speedup and number of times reallocation happened when dynamic reallocation 

algorithm called at 1s and then at 10s intervals 

 Speedup 

 1s (12 ticks) 10s (120 ticks) 

1 sub-part/exit = 14 sub-domains in total 1.713 1.747 

No. of times reallocation happened 2 2 

2 sub-parts/exit = 28 sub-domains in total 1.789 1.811 

No. of times reallocation happened 8 4 

4 sub-parts/exit = 55 sub-domains in total 2.593 2.671 

No. of times reallocation happened 34 9 

6 sub-parts/exit = 78 sub-domains in total 3.803 3.962 

No. of times reallocation happened 40 11 

 

Using eight processors, the maximum speedup achieved is a disappointing 3.962. Running this 

test case without the dynamic reallocation capabilities produced a maximum speedup of 3.376 

displayed in Table 6.3.  However, these tests were run in order to get a measure of the 

reallocation costs from the frequency the algorithm is called. The interesting fact is that the 

speedup values are very similar in both cases. This similarity in the speedup values suggests that 

the calls to the algorithm are not computationally expensive. With 10 times more calls to the 

reallocation algorithm when the 1s interval was made, similar speedup values were achieved. 

Another interesting discovery is the number of times the geometry was repartitioned when both 

cases were run. As expected, calling the algorithm to determine a load imbalance at every second 

compared to calling it at every 10s induced more reallocations. When the geometry was 
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partitioned into six sub-parts at each exit, calling the dynamic algorithm every second found that 

on 40 occasions the system was less than 75% population load balanced and was load imbalanced 

on 11 occasions when called every 10s. By having similar speedup values suggest that the 

reallocation costs are not drastically expensive and the number of times reallocation can happen is 

no longer a factor to be minimised or avoided. 

6.1.5.2 Reallocation algorithm called every 30 ticks together with a 75% population load 

imbalance criteria 

From the previous test, calling the reallocation algorithm at either every second or every 10 

seconds produced similar results. The purpose of the dynamic reallocation algorithm is to 

improve the results obtained from using a static partitioning strategy. Some more tests were 

devised to verify that there is an improvement in using the dynamic reallocation capabilities. The 

time interval at which to call the dynamic reallocation algorithm to verify that the system is load 

balanced is still an unknown quantity. So this time, the dynamic reallocation algorithm is being 

called at every 30 ticks which is equivalent to 2.5s. Every 2.5s the software assesses the load 

balancing of the problem and if there is a load imbalance of less than 75%, then the problem is 

being reallocated to resolve this problem. Test Case 10 (Section 6.1.4) was used for testing the 

dynamic reallocation algorithm. The average predicted simulation time to evacuate a population 

of 60,000 from this geometry is 986.67s. 

The uneven distribution of the population is to show how the dynamic algorithm can adapt to 

having those scenarios and the static partitioning strategy is forced to handle the same domains 

assigned at the start of the simulation. The number of processors used ranged from two to eight. 

The Cyclic Potential Route Map (CPRM) method was used as the partitioning strategy with 

varying number of sub-parts.  

Legends for the terms used in the table: 

P: Number of processors used 

N: Number of sub-parts 

The results are displayed in Table 6.7: 
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Table 6.7 - Comparison in the speedup values from using both the static and dynamic 

reallocation techniques on Test Case 10 

P  CPRM 

 N/exit 

Total No. 

sub-

domains 

Speedup % 

change 

Efficiency 
No. 

reallocations 
Static Dynamic Static Dynamic 

2 

1 14 1.405 1.797 27.90% 70.25% 89.85% 28 

2 28 1.695 1.871 10.38% 84.75% 93.55% 28 

4 56 1.740 1.802 3.56% 87.00% 90.10% 29 

6 83 1.819 1.779 -2.20% 90.95% 88.95% 17 

4 

1 15 2.096 3.085 47.19% 52.40% 77.13% 27 

2 29 2.280 3.244 42.28% 57.00% 81.10% 29 

4 57 2.511 2.942 17.16% 62.78% 73.55% 47 

6 84 2.448 2.940 20.10% 61.20% 73.50% 38 

6 

1 14 2.566 2.866 11.69% 42.77% 47.77% 34 

2 28 2.942 3.483 18.39% 49.03% 58.05% 28 

4 57 3.127 3.434 9.82% 52.12% 57.23% 47 

6 84 3.310 3.341 0.94% 55.17% 55.68% 42 

8 

1 15 2.570 2.945 14.59% 32.13% 36.81% 13 

2 29 2.812 3.284 16.79% 35.15% 41.05% 21 

4 57 2.618 3.409 30.21% 32.73% 42.61% 33 

6 84 2.970 3.286 10.64% 37.13% 41.08% 20 

 

The goal to improve the results from using a static partitioning strategy to a dynamic one has 

been achieved. In most cases, the speedup values obtained from using the dynamic method are 

better than the ones achieved by the static method. However, the speedup values are still too low 

when the number of processors increases. When two processors were used, a maximum speedup 

value of 1.871 was obtained with the dynamic reallocation strategy, which is very efficient. Even 



B.Y.Y.MOHEDEEN Chapter 6 

183 

 

the maximum speedup value of 3.244 is considered efficient when four processors were used. 

However, speedup values of 3.483 and 3.284 when six and eight processors were used are not 

promising at all. The only positive note is that all the values obtained from the dynamic 

reallocation method improved its corresponding static strategy values.  

Even the number of reallocations was not expensive enough to degrade the results achieved by 

the dynamic algorithm. Again, this proves that a load imbalanced problem is worse than a load 

balanced one together with the added costs necessary to reallocate the partitions. Consider the 

results obtained when four processors were used with two sub-parts at each exit; a speedup value 

of 2.280 was obtained when the problem did not have any dynamic reallocation capabilities and a 

value of 3.244 when it did. This problem was found to be less than 75% load imbalanced on 29 

occasions and a full reallocation happened every time. Even with this added costs of reallocating 

the whole problem 29 times, a significant improvement to the speedup value was achieved. 

Hence, the dynamic reallocation code has improved the software‘s running time compared to the 

static partitioning strategy. 

The total number of sub-domains represented in the table shows different values depending on the 

number of processors and of sub-domains used. As can be seen in the cases of when two and 

eight processors being used, the total numbers of sub-domains created are different because the 

‗thin part removal‘ algorithm (Section 4.3.3) has removed some sub-domains due to their sizes. 

6.1.5.3 Pop-load vs Work-load  

The time to run the software may be significantly different depending on the level of congestion, 

even if there is a low population load. The dynamics of the movement algorithm changes 

considerably when there is congestion involved. A simulation containing a population load with 

no congestion will run quicker than a scenario dealing with the same population size but with 

congestion involved. Thus the simulation is more dependent on the work load the program is 

going through, rather than the population size it is trying to move. Since the dynamic reallocation 

algorithm tested in the previous section uses the population load (pop-load) criteria to decide a 

reallocation, it may have been using the wrong criteria to determine the load imbalance. It is 

assumed that it will involve more operations to simulate the evacuation of a population when 

there is a packed situation and lesser operations to simulate that same population in a sparsely 
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populated area. To confirm these assumptions, some tests were run to determine how much work-

load is associated to a same population but in two different scenarios. The first scenario (Sparse 

scenario) comprises of putting a population of 20,000 occupants in a geometry measuring 50m by 

500m with a free-flowing exit along the length of the enclosure so that it is sparsely populated 

and no major congestion occurred during the evacuation. The second scenario (Packed scenario) 

involves using the same population and enclosure but with only a 10m exit so that there is 

congestion whilst the evacuation is simulated.  

Figure 6.5 illustrates the results tested. 
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Figure 6.5 - Difference between Population Load and Work-load 

Legend: 

The ―Load‖ from the y-axis in Figure 6.5 represents two different metrics based on whether the 

PopLoad or the WorkLoad was used, as explained below: 

PopLoad (Blue and Green graphs): Number of people 

WorkLoad (Red and Purple graphs): Number of CPU operations 

 

The graph in Figure 6.5 shows that the population load has gradual linear decrease as the 

simulation progresses and does not reflect any other aspects (like congestions) that may be 

affecting the simulation. However, by considering the number of operations (work-load) involved 

in moving the population, in the case of the packed scenario the distribution obtained does not 

follow a decreasing linear distribution but rather peaked at the point of expected congestion. 

However, in the sparse scenario the work-load curve follows the decreasing trend observed from 

the pop-load case as it does not involve extra operations needed to simulate congestion.  Both 
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workload distributions from the two different scenarios reflect the condition of the current 

situation in a simulation rather that the population load distributions which only reflect the 

remaining population at that point. These work-load lines show that the work associated to move 

a population is not linearly dependent of that population and has other operations involved at 

certain times of the simulation. Comparing the two work-load lines, which represent the 

operations involved to move the same population, shows different behaviours based on the 

current situation of the simulation. When there was a packed geometry, the work-load is much 

more elevated than the workload incurred when the geometry was sparsely populated. 

Hence the work-load criterion, rather than using the population load, is preferred in estimating the 

current load balance of the parallel system and has been implemented in the dynamic reallocation 

algorithm. 

6.1.5.4 Cost function to determine when to reallocate 

No definite tests can ascertain at which regular intervals or at which ratio of load imbalance 

warrant a reallocation. These factors do not consider the current situation of the parallel system, 

such as network latency or memory usage of the processors. So dynamically reallocating a 

simulation at a busy network period might not bring the same advantages that reallocating at a 

low load network time will provide. Without a dynamic factor to assess the current parallel 

system, basing the decision to reallocate the problem on a random value of 75% load imbalance 

at a certain time interval might be reallocating the problem at the wrong time. 

Hence a dynamic factor has to be taken into account to decide whether to reallocate at any time in 

the simulation. A mathematical gain formula was considered to assess the performance of the 

parallel system for any repartitioning.  Minyard et al. [138] also came up with a similar scheme to 

take into consideration the current situation of the parallel system. The idea is to use the latest 

data obtained when the last reallocation occurred as well as the time it took to shift a population 

load. This formula is called the gain formula and it comprises of the costs of reallocating a 

problem at the previous reallocation. These costs comprise of receiving and sending a certain 

population, the costs of updating the halos and the movement of the population. The gain formula 

is shown in Eq (8): 
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Eq (8): Gain formula 

Legends: 

: Costs of running new workload  

: Costs of running old workload 

: Reallocation costs 

If Gain > 0, then reallocate the problem. 

The cost of running the new workload is found as follows: 

 Each processor gets its projected new load after applying the LPT to its current workload. 

 The costs of running this new workload is calculated by taking the slowest workload costs 

obtained at the previous movement operations. 

 The minimum cost by the busiest processor is adopted. 

The cost of running the old workload is found as follows: 

 The cost of running the old workload is calculated in the same fashion as the method used 

to get the new workload cost. 

The reallocation cost  is made up as follows: 

 Costs of updating the halos.  

 Costs of sending the old population. 
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  Costs of receiving the new population. 

 The maximum cost obtained by the most overloaded processor is adopted. 

A detailed description of the dynamic reallocation algorithm can be found in Appendix 9.7.  
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6.1.5.5 Dynamic re-allocation algorithm 

The breakthrough in finding the Gain formula to dynamically determine when there is a load 

imbalance in the parallel system eventually led to the adopted Dynamic re-allocation algorithm 

displayed in Figure 6.6. 
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Algorithm 

(Based on LPT 

algo.)

  =  0
Re-allocate nodes to 

partitions determined 

by LoadBalance Algo.

oddeven
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(in 6.1.5.4)

Yes

Simulation Tick++
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Simulation Tick 

No

Calculate 
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Get costs 
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(to be used in Eq. 

(8))

Re-allocate nodes to 

partitions determined 

by LoadBalance Algo.

Get Re-allocation costs  

(to be used in Eq. (8))

 

Figure 6.6 - Dynamic re-allocation algorithm 
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6.1.5.5.1 Testing the dynamic reallocation algorithm using the CPRM partitioning strategy 

This new algorithm was tested on ‗Test Case 10 - Trafalgar Square replica populated with 60,000 

people located towards the centre of the geometry‘ as a direct comparison to the results in Table 

6.7 which were obtained from the previous dynamic reallocation algorithm being called at every 

30 ticks and reallocate the problem if there was a 75% or below load imbalance). As before, the 

Cyclic Potential Route Map partitioning strategy is applied with different number of sub-parts 

tested. Two to eight processors were used in the parallel system.  

 

Legends for the terms used in the table: 

CPRM: Cyclic Potential Route Map method 

P: Number of processors used 

N: Number of sub-domains 

S: Number of sub-parts at each exit 

NR: Number of times reallocation occurred 

GF: Gain formula    

The average predicted simulation time to evacuate a population of 60,000 from this geometry is 

986.67s. The speedup values are displayed in Table 6.8 and the efficiency values in Table 6.9: 
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Table 6.8 - Speedup values obtained when the latest formulation of the dynamic reallocation 

algorithm (including the gain function) was applied to Test Case 10. 

P CPRM 

 
S per 

exit 

Total 

N 

Speedup  Speedup  

Static 
Dynamic (30 

ticks) 
NR 

Dynamic     

(GF) 
NR 

% change Dynamic 

(GF) v/s Static 

2 

1 14 1.405 1.797 28 1.839 79 30.89% 

2 28 1.695 1.871 28 1.800 79 6.19% 

4 56 1.740 1.802 29 1.822 24 4.71% 

6 83 1.819 1.779 17 1.788 24 -1.70% 

4 

1 15 2.096 3.085 27 3.031 14 44.61% 

2 29 2.280 3.244 29 2.953 50 29.52% 

4 57 2.511 2.942 47 3.021 51 20.31% 

6 84 2.448 2.940 38 2.972 63 21.41% 

6 

1 14 2.566 2.866 34 3.251 2 26.70% 

2 28 2.942 3.483 28 3.546 3 20.53% 

4 57 3.127 3.434 47 3.748 66 19.86% 

6 84 3.310 3.341 42 3.715 100 12.24% 

8 

1 15 2.570 2.945 13 3.320 2 29.18% 

2 29 2.812 3.284 21 3.167 3 12.62% 

4 57 2.618 3.409 33 3.337 9 27.46% 

6 84 2.970 3.286 20 3.638 70 22.49% 
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Table 6.9 - Efficiency values obtained when the latest formulation of the dynamic reallocation 

algorithm (including the gain function) was applied to Test Case 10. 

P CPRM 

 S per exit Total N 

Speedup  Speedup  

Static Dynamic (30 ticks) NR Dynamic     (GF) NR 

2 

1 14 70.25% 89.85% 28 91.95% 79 

2 28 84.75% 93.55% 28 90.00% 79 

4 56 87.00% 90.10% 29 91.10% 24 

6 83 90.95% 88.95% 17 89.40% 24 

4 

1 15 52.40% 77.13% 27 75.78% 14 

2 29 57.00% 81.10% 29 73.83% 50 

4 57 62.78% 73.55% 47 75.53% 51 

6 84 61.20% 73.50% 38 74.30% 63 

6 

1 14 42.77% 47.77% 34 54.18% 2 

2 28 49.03% 58.05% 28 59.10% 3 

4 57 52.12% 57.23% 47 62.47% 66 

6 84 55.17% 55.68% 42 61.92% 100 

8 

1 15 32.13% 36.81% 13 41.50% 2 

2 29 35.15% 41.05% 21 39.59% 3 

4 57 32.73% 42.61% 33 41.71% 9 

6 84 37.13% 41.08% 20 45.48% 70 

 

 

 

 



B.Y.Y.MOHEDEEN Chapter 6 

193 

 

The goal of the dynamic reallocation was to improve the speedups obtained when a static 

partitioning strategy was used, especially as the number of processors is increasing. One of the 

main problems with the static partitioning method was that the system was not showing signs of 

scalability. From the results displayed in Table 6.8 and Table 6.9, most of the speedup values 

from the dynamic strategy were better than those obtained previously when the static method was 

used. So, there is definitely a success in improving the speedup values. Even with the high 

number of reallocation, which reached up to a 100, an improvement from 3.341 to 3.715 was 

achieved when 6 processors partitioned the problem into 84 sub-domains. But when the number 

of reallocations was low, no marked improvements were incurred. For example when eight 

processors were used to partition the problem into 29 sub-domains, the dynamic reallocation only 

happened three times and no improvements in the speedup values were achieved (3.284 and 

3.167) and only slightly improved the results. These latest values again confirm that increased 

communication costs incurred by the dynamic reallocation are not a major parallelisation cost 

compared to letting the system become imbalanced.  

The best speedup values obtained for each P are shown in Figure 6.7, which illustrates the 

comparison between the two partitioning strategies. 

 

 

Figure 6.7 - Comparison between the static and dynamic partitioning strategies when the CPRM 

was used 
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Figure 6.7 clearly shows a definite improvement in the speedup values obtained when the 

dynamic reallocation strategy was applied. The only worrying factor is the scalability of the 

parallel system. The dynamic reallocation graph seems to decline when eight processors were 

used, suggesting no scope for scalability. However, due to the lack of processors in the cluster 

used in this research, this theory could not be tested further. 

6.1.5.5.2 Test on the dynamic reallocation algorithm using METIS partitioning strategy 

Since the results from using the CPRM partitioning method did not indicate a scope for the 

scalability of the system, METIS was used in an attempt to surmount this problem. The number 

of sub-domains used by METIS to partition the problem was chosen so that they would be 

roughly equal to the ones used by the CPRM method. 

 

Legends for the terms used in the table: 

CPRM: Cyclic Potential Route Map method          

N: Number of sub-domains                  

NR: Number of times reallocation occurred 

GF: Gain formula    

P: Number of processors used 

 

The average predicted simulation time to evacuate a population of 60,000 from this geometry is 

986.67s. The speedup values obtained are displayed in Table 6.10 and the efficiency values in 

Table 6.11. 
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Table 6.10 - Speedup values obtained when METIS was applied to Test Case 10 using the 

finalised Dynamic reallocation algorithm (using the gain formula). 

P METIS CPRM 

 Total N 

Speedup 

% Change Total N 

Speedup  

Static Dynamic (GF) NR Dynamic (GF) NR 

2 

15 1.722 1.840 37 6.85% 14 1.839 79 

30 1.683 1.846 37 9.69% 28 1.800 79 

60 1.814 1.790 22 -1.32% 56 1.822 24 

89 1.644 1.696 19 3.16% 83 1.788 24 

4 

15 2.929 3.038 83 3.72% 15 3.031 14 

30 2.648 3.255 73 22.92% 29 2.953 50 

60 2.830 2.961 65 4.63% 57 3.021 51 

89 2.753 2.722 65 -1.13% 84 2.972 63 

6 

15 3.145 3.931 60 24.99% 14 3.251 2 

30 3.817 3.783 92 -0.89% 28 3.546 3 

60 3.801 3.732 105 -1.82% 57 3.748 66 

89 3.282 3.201 128 -2.47% 84 3.715 100 

8 

15 3.856 4.157 5 7.81% 15 3.320 2 

30 3.144 4.081 64 29.80% 29 3.167 3 

59 3.990 3.541 114 -11.25% 57 3.337 9 

89 3.503 3.097 133 -11.59% 84 3.638 70 
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Table 6.11 - Efficiency values obtained when METIS was applied to Test Case 10 using the 

finalised Dynamic reallocation algorithm (using the gain formula). 

P METIS CPRM 

 Total N 

Efficiency  

Total N 

Efficiency  

Static Dynamic (GF) NR Dynamic (GF) NR 

2 

15 86.10% 92.00% 37 14 91.95% 79 

30 84.15% 92.30% 37 28 90.00% 79 

60 90.70% 89.50% 22 56 91.10% 24 

89 82.20% 84.80% 19 83 89.40% 24 

4 

15 73.23% 75.95% 83 15 75.78% 14 

30 66.20% 81.38% 73 29 73.83% 50 

60 70.75% 74.03% 65 57 75.53% 51 

89 68.83% 68.05% 65 84 74.30% 63 

6 

15 52.42% 65.52% 60 14 54.18% 2 

30 63.62% 63.05% 92 28 59.10% 3 

60 63.35% 62.20% 105 57 62.47% 66 

89 54.70% 53.35% 128 84 61.92% 100 

8 

15 48.20% 51.96% 5 15 41.50% 2 

30 39.30% 51.01% 64 29 39.59% 3 

59 49.88% 44.26% 114 57 41.71% 9 

89 43.79% 38.71% 133 84 45.48% 70 

 

From the values obtained when METIS‘ partitioning strategy was used, a slight improvement was 

seen when the dynamic reallocation algorithm was applied over those obtained by the static 

partitioning method. Again, the dynamic reallocation algorithm is found to be equally good or 

better than its static counterpart; the implementation of the dynamic reallocation routine will 



B.Y.Y.MOHEDEEN Chapter 6 

197 

 

adapt to any geometry or scenario that each simulation can offer. As long as the speedup values 

obtained by the dynamic reallocation technique are not much worse than the static method was 

achieving, this new algorithm is the appropriate to implement. 

The number of times the problem was reallocated does not seem to be a major cost which could 

deteriorate the speedup values. As can be seen from Table 6.10, any improvement in the speedup 

values does not seem to be dependent on the number of times the problem was reallocated (NR). 

When eight processors were used to partition the problem into 15 sub-domains, a speedup value 

of 4.157 was improved from 3.856 and only five reallocations were necessary. However, 73 

reallocations were needed to improve the speedup from 2.648 to 3.255 when four processors were 

used on the geometry partitioned into 30 sub-domains. 

The parallel simulation time performance ratios from using both the CPRM and METIS 

partitioning technique are displayed in Table 6.12. 
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Table 6.12 - Performance ratios over actual simulation times when METIS and CPRM were 

applied to Test Case 10 using the finalised Dynamic reallocation algorithm (using the gain 

formula). 

P METIS CPRM 

 Total N Parallel SimTime1 Performance ratio Parallel SimTime Performance ratio 

2 

 

 

15 2.73 2.73 

30 2.74 2.67 

60 2.65 2.70 

89 2.51 2.65 

 

4 

15 4.50 4.49 

30 4.83 4.38 

60 4.39 4.48 

89 4.03 4.40 

 

6 

15 5.83 4.82 

30 5.61 5.26 

60 5.53 5.55 

89 4.74 5.51 

8 

15 6.16 4.94 

30 6.05 4.69 

59 5.25 4.95 

89 4.59 5.39 

 

From Table 6.12, neither method could provide a high enough parallel performance ratio over the 

simulation time to warrant the parallel implementation to be used in a live evacuation. However, 

                                                 
1
 SimTime: Simulation time (See Section 2.3.4) 
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the performance enhancements achieved contributes in investigating types of evacuation 

scenarios for planning and training purposes.  

Figure 6.8 shows the difference in the speedup values obtained from using both the static 

partitioning and dynamic reallocation strategies partitioned by both the CPRM method and the 

METIS software. 

 

Figure 6.8 - Comparison between the static and dynamic partitioning strategies from using both 

CPRM and METIS 

 

From the graph above, METIS is providing the better speedup values than the CPRM method. 

The dynamic reallocation strategy is consistently better than using the static method. The 

drawback from using the CPRM method is that the scalability factor is not looking promising, 

which is a considerable disadvantage to the expansion of the problem size and/or the addition of 

more processor resources. However, using METIS with a dynamic reallocation strategy is 

showing a better sign of scalability compared to using the CPRM method. As the number of 

processors increases so does the speedup which suggests that the system is scalable. 

Another unknown quantity is the optimum number of sub-domains to partition the geometry into. 

As can be seen from the results obtained so far, partitioning the geometry into the ―wrong‖ 

number of sub-domains can lead to poor speedups from either too much communication costs or 

from poor load balance. From the tests performed in this chapter, an analysis can be performed to 
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determine the number of required sub-domains. Figure 6.9 illustrates which number of sub-

domains gave the best speedup values as the number of processors was increased. 

 

 

Figure 6.9 - Number of sub-domains which gave the best speedup values 

 

An interesting pattern in the required number of sub-domains to use was discovered when the 

dynamic reallocation strategy was applied. When METIS is being used, as the number of 

processors was increased, decreasing the number of sub-domains used provided the best speedup 

values. Alternately, in the case when the CPRM method was used in the dynamic reallocation 

algorithm, the opposite phenomenon was observed. The lower the number of processors used, the 

lower the number of sub-domains to be used. Increasing the number of processors suggests 

increasing the number of sub-domains accordingly should provide the best results. However, 

these findings do not apply if the static partitioning method is being used. 

6.1.5.5.3 Test to show how both the dynamic reallocation algorithm and static partitioning 

method cope with a particular scenario  

Due to the dynamic nature of an evacuation scenario where the simulation can incorporate any 

new developments as the evacuation is proceeding, having a static partitioning strategy will 

struggle to cope with any changes to the original configurations. On the other hand, a dynamic 
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reallocation method can assess any changes in the dynamics of the simulation and reallocate the 

problem accordingly to promote load balance. 

An example was used so that the evacuation scenario does not favour the static partitioning 

method and how the dynamic reallocation algorithm can surmount those problems. 

 

Test Case 11 - Rectangular geometry measuring 500 x 700 nodes with 24 exits, 8 operational and 

16 closed.  

This geometry is randomly populated by 80,000 occupants. Eight processors were used in the 

parallel system for all cases shown in this section. 

Figure 6.10 illustrates the geometric configuration of Test Case 11.  

Legends: 

         : Exit is not operational  

       : Serviceable exit 

 

Figure 6.10 - Illustration of Test Case 11 
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With this configuration set up, Figures Figure 6.11 Figure 6.13 show the initial population 

distribution at 0s then at 30s and at 70s. 

  

Figure 6.11 - Population distribution at 0s 

At 30s in the simulation, a pattern can be seen in the route the population is heading; which is to 

the serviceable exits. 
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Figure 6.12 - Population distribution at 30s 

 

After 70s, the population distribution is clearly displayed as being clustered round the serviceable 

exits and there is a distinct separation into eight regions which can be the ideal partitions to the 

problem, as the communication costs will be virtually non existent. 
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Figure 6.13 - Population distribution at 70s 

6.1.5.5.3.1 Static partitioning technique using the CPRM method on Test Case 11  

The usual static partitioning algorithm employing the CPRM method was used. The CPRM 

method makes each exit create a sub-partition which can then be partitioned into a number of sub-

parts. Hence, this strategy creates sub-domains linked to each exit and then allocates them to 

processors. From Figure 6.13, each of the eight processors‘ usage will be optimised if each one is 

handling one of the eight functional exits where the population distribution was concentrated. 

However, this method allocates the processors in exit ascending order and does not consider 

whether an exit is operational or not. Hence in this test case‘s scenario, though each processor has 

roughly the same number of sub-domains, they don‘t necessarily have an operational exit each. 

So this scenario involves some processors having more than one operational exit whilst others do 

not have any. 

Figure 6.14 demonstrates the partitioned geometry when the above partitioning technique was 

employed on Test Case 11. Hence 24 sub-domains (for the 24 exits) were initially created when 

each exit does not incur sub-partitioning.  
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Figure 6.14 - Initial Partition of Test Case 11 

 

Each colour in Figure 6.14 represents the regions serviced by a particular processor. Table 6.13 

explains the colour associations to the processors and the number of serviceable exits each 

processor is responsible for. 
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Table 6.13- Physical explanation of the partitioned Test Case 11 

Processor Number Colour representation No. of exits No. of usable exits 

P0 Light green 3 0 

P1 Red 3 3 

P2 Blue 3 0 

P3 Yellow 3 1 

P4 Grey 3 0 

P5 Cyan 3 3 

P6 Dark green 3 0 

P7 White 3 1 

 

Having this partitioned configuration, the static method was forced to keep the partitions and run 

the simulation in that state. From Figure 6.13, it can be seen that the ideal partition would be to 

only create eight partitions round the serviceable exits and not make the closed exits creating sub-

domains. This static method attempted to balance out the number of exits so that each processor 

gets roughly the same number of exits, which would have been a wise strategy had all the exits 

been in use. But the scenario with some exits closed does not favour this distribution. A balancing 

of the serviceable exits is more beneficial to this problem, rather than balancing the total number 

of exits. A simple solution to this problem is to make the partitioning technique only consider 

useable exits when partitioning the geometry. However, this strategy will not be able to revert 

back to reallocating those regions if their exits become serviceable again since the static 

partitioning strategy does not contain this intelligent dynamic factor. 

The tests were run when each exit created no extra sub-parts (24 sub-domains), two sub-parts 

each (48 sub-domains) and finally four sub-parts each (96 sub-domains). Figure 6.15 depicts 

when each exit further created four sub-parts each. Notice the highlighted partition which is sub-

partitioned into four sub-parts and the corresponding partition when it was not sub-partitioned in 

Figure 6.14. 
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Figure 6.15 - Test Case 11 partitioned using the CPRM method with 4 sub-parts at each exit. 

 

The average predicted simulation time to evacuate a population of 80,000 from this geometry is 

1055.5s.The results obtained are shown in Table 6.14 . 

Table 6.14 - Speedup and efficiency values when the static partitioning strategy was used for 

Test Case 11 

No. of sub-parts at each exit Total No. of sub-domains Speedup Efficiency 

1 24 3.357 41.96% 

2 48 3.324 41.55% 

4 96 3.149 39.36% 

 

A maximum speedup value of only 3.357, giving a 41.96% efficiency, could be achieved when 

eight processors were used. This is less than half the possible speedup value of 8 achievable. 

However, this result is not totally unexpected as only half the processors used (i.e 4) have sub-
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domains containing usable exits, which would make them busy till the end of the simulation. The 

other remaining four processors would be idle as soon as their local population loads move on to 

the sub-domains serviced by the working processors. 

An interesting result is when each sub-domain was sub-partitioned into two and then four sub-

parts. By having this sub-partitioning of the sub-domains, the chance of belonging to a region 

containing the serviceable exit is increased, giving the otherwise idle processors a chance to work 

for longer than was previously achieved. However, the speedup values obtained in those instances 

were lower than when these processors were idle. This is very surprising as the expected results 

were supposed to be better than when each sub-domain was not sub-partitioned further. The only 

possible explanation for these worse results is the increase in communication costs when more 

domains are created.  

However, these problems can be resolved by using a dynamic reallocation algorithm. By 

constantly monitoring the load balancing situation of the parallel system, the dynamic 

reallocation strategy will try to balance out the total load amongst the processors from the parallel 

system. 

6.1.5.5.3.2 Dynamic reallocation technique using the CPRM method on Test Case 11  

To verify the assumptions that having a dynamic reallocation algorithm will resolve the 

drawbacks that an evacuation simulation can pose (as explained in Section 6.1.5.5.3), Test Case 

11 was used to demonstrate the cababilities of this algorithm . The original partitions calculated 

by the initial static strategy are created. As soon as the dynamic algorithm detects a load 

imbalance and forecasts a better reallocation of the problem, the whole geometry is reallocated 

and the simulation continues. Figure 6.16 shows the reallocated geometry when the dynamic 

reallocation algorithm detected a better partitioned problem. 
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Figure 6.16 - Test Case 11 being reallocated by the dynamic algorithm 

 

As can be seen by Figure 6.16, each processor (represented by their own unique colour) before 

repartitioning may have three usable exits (red and cyan), one exit (white and yellow) or no exits 

(blue, grey, light green and dark green). After repartitioning, each processor now has a single 

serviceable exit in its domain. Table 6.15 summarises the geometric partitioning of the new 

problem. 

Table 6.15 - Physical explanation of the partitioned Test Case 11 after being dynamically 

reallocated 

Processor Number Colour representation No. of exits No. of usable exits 

P0 Light green 3 1 

P1 Red 1 1 

P2 Blue 1 1 

P3 Yellow 5 1 

P4 Grey 2 1 

P5 Cyan 4 1 

P6 Dark green 4 1 

P7 White 4 1 
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Now each processor has one serviceable exit and a random number of closed ones. The dynamic 

reallocation algorithm favours load balancing more than equally distributing the number of exits 

to the processors. This new reallocated configuration should make the system load balanced near 

to the end of the simulation. This should provide better results than when previously tested with 

the static technique. 

The average predicted simulation time to evacuate a population of 80,000 from this geometry is 

1055.5s. Table 6.16 summarises the results obtained and compares it to the results obtained 

previously. 

Table 6.16  - Results obtained from using the dynamic reallocation algorithm on Test Case 11 

No. of 

sub-parts 

at each 

exit 

Total No. of 

sub-domains 

Speedup 

% 

change 

Efficiency 
Average No. 

of 

reallocations Static Dynamic Static Dynamic 

1 24 3.357 6.596 96.48% 41.96% 82.45% 10.667 

2 48 3.324 6.457 94.25% 41.55% 80.71% 30 

4 96 3.149 4.566 45.00% 39.36% 57.08% 132 

 

A maximum speedup value of 6.596, with an efficiency of 82.45%, is very encouraging for a 

parallel system of eight processors. The dynamic repartition strategy nearly doubles the results 

obtained from the static method. The disappointing result of 4.566 is when each exit sub-

partitioned its area into four subparts, resulting in creating 96 subparts in total. The possible 

explanations can be associated to the communication costs incurred with a large number of 

domain or to the high number of repartitions (132) which were incurred. However, when each 

area at each exit was not sub-partitioned, the problem was reallocated on an average of 10.667. 

And when each sub-domain was further sub-partitioned into two sub-parts, the dynamic 

reallocation algorithm found on average 30 times a necessity to reallocate the problem. This 

scenario produced a speedup value of 6.457, which is very favourable showing an optimised use 

of the parallel system. 

Figure 6.17 shows the comparison in the speedup values obtained from the static and dynamic 

methods. 
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Figure 6.17 - Comparison between static and dynamic reallocation methods using the CPRM 

method on Test Case 11 

 

As can be seen from Figure 6.17, the dynamic reallocation is a much better strategy than the static 

method.  A vast improvement can be seen in using the dynamic reallocation algorithm from using 

the static version. The application of a dynamic algorithm constantly monitoring the situation of 

the parallel system ensures that any unpredictable evacuation scenario will be efficiently 

reallocated to provide a better configuration. 

6.1.5.5.4 METIS partitioning software on Test Case 11 

The CPRM partitioning method on Test Case 11 was applied to contrive a situation which would 

make the static algorithm fare badly and the dynamic reallocation algorithm adapt to the 

contrived scenario and produced a better result. On the other hand, using the METIS partitioning 

software together with the static algorithm on that same Test Case should not particularly 

deteriorate its static run. The contrived case only worked when the CPRM method was applied. 

In an attempt to make a fair comparison between the two partitioning methods, Test Case 11 was 

partitioned by METIS into 25, 50 and 90 parts to roughly match the number of parts created by 

the CPRM method (24, 48 and 96 respectively). Having an initial partition, the tests were then 

run in both static mode, where all the parts stay allocated to their original processors throughout 
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the simulation and a dynamic mode when the original partitions stay the same, but can be 

reallocated to a different processor. 

6.1.5.5.4.1 Static partitioning strategy using METIS on Test Case 11 

METIS partitioned Test Case 11 into 25, 50 and 90 parts and each allocated to a processor. Eight 

processors were used in the parallel system to run the simulations. Each colour represents a 

processor and please refer to Table 6.13 for a detailed explanation of the colour coded 

representation. The partitioned geometries are illustrated in Figure 6.18:  

 

 

Figure 6.18 - METIS partitioning Test Case 11 into 25, 50 and 90 parts 

 

The average predicted simulation time to evacuate a population of 80,000 from this geometry is 

1055.5s. With the static method, the above partitions remained to their original processors 

throughout the simulation and the results are tabulated in Table 6.17. 

Table 6.17 - Speedup and efficiency values obtained when METIS partitioned Test Case 11 using 

a static method on eight processors 

Number of sub-domains Speedup Efficiency 

25 4.665 58.31% 

50 4.302 53.78% 

90 3.289 41.11% 
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A maximum speedup value of 4.665, with a 58.31% efficiency, was obtained, not surprisingly 

better than what was achieved when the CPRM method was used (3.357) as this was a contrived 

example to show a worst case scenario involving the static method. However, Test Case 11 

should not be a worst case scenario when METIS was involved and thus the results obtained are 

not biased. So, having a maximum speedup value of 4.665 when eight processors were used is not 

a good indication of the performance of the parallel system. 

METIS tries to minimise the number of edges created in an attempt to reduce communication 

costs and also tries to make the sub-domains similar in size so that the load balance is optimised. 

This initial partitioned geometry starts off having a balanced load and since an evacuation 

scenario is unpredictable in nature, the load might not stay in their original sub-domains and thus 

making some sub-domains redundant. So, using this static method does not guarantee a load 

balanced problem throughout the entire simulation. 

6.1.5.5.4.2 Dynamic reallocation strategy using METIS on Test Case 11 

Since METIS cannot guarantee a load balanced problem it started with throughout the simulation, 

applying the dynamic reallocation algorithm which constantly monitors this factor should be the 

ideal method to use. To test this theory, the dynamic reallocation algorithm was applied to Test 

Case 11 and Figure 6.19 depicts the transformation from the initial partitions created by METIS 

to the reallocate problem. 
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Figure 6.19 - Test Case 11 partitioned by METIS showing the initial partitions and then the first 

reallocations by the dynamic reallocation algorithm 

 

The average predicted simulation time to evacuate a population of 80,000 from this geometry is 

1055.5s. Running these cases using the dynamic reallocation algorithm gives the following 

results. The Speedup values obtained previously for the static case are also shown in Table 6.18 

(in italics) for ease of comparisons. 

Table 6.18 - Speedup and efficiency values obtained when METIS partitioned Test Case 11 using 

the dynamic reallocation algorithm. 

Number of 

sub-domains 

Speedup 
% 

change 

Efficiency 
Average Number of 

reallocations 
Static Dynamic Static Dynamic 

25 4.665 5.833 25.04% 58.31% 72.91% 93.667 

50 4.302 5.078 18.04% 53.78% 63.48% 158.667 

90 3.289 3.748 13.96% 41.11% 46.85% 215.5 

 

A maximum speedup value of 5.833, with 72.91% efficiency, was obtained with the use of eight 

processors. This case is not a contrived one like the one in 6.1.5.5.3.2 used to expose the inability 
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of the static method to resolve an unusual scenario in comparison to the dynamic method‘s ability 

to resolve the situation; an increase in the speedup value from 4.665 to 5.833 shows that the 

dynamic reallocation algorithm is also better than the static one for a normal non-contrived 

scenario. Even with an average number of repartitions of 93.667, which is quite high, was not a 

crippling factor to the speedup obtained as there was an increase from using the static version. 

This further emphasises how having a load imbalance (here in the static case) is worse than 

incurring a high reallocation cost by the dynamic reallocation technique. When the problem was 

partitioned into 90 parts, the dynamic reallocation algorithm found on average 215.5 occasions 

where there was a load imbalance with a possibility to reallocate to promote the efficiency of the 

parallel system. Even with this huge value of reallocations, the speedup obtained (3.748) was 

better than letting the system remain load imbalanced which resulted in a speedup of 3.289. 

As a means of comparisons, Figure 6.20 illustrates the speedup values obtained from using both 

the static method and the dynamic reallocation algorithm when both the CPRM method and 

METIS partitions were adapted to Test Case 11. 

 

 
 

Figure 6.20 - Comparison between static partitioning and dynamic reallocation methods using 

both the CPRM method and METIS on Test Case 11 
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Figure 6.20 clearly demonstrates that using the dynamic reallocation algorithm is consistently 

better than using the static strategy. When the CPRM method was implemented, Test Case 11 

was contrived to show how badly a static method would adapt to such a problem and how the 

dynamic reallocation strategy could adapt to the scenario and improve the reallocation of the 

problem. Expectedly, the resulting speedup values obtained from the dynamic strategy are much 

higher than its static counterpart, but also higher than those obtained when METIS was used.  

6.1.5.5.4.3 Idealised static partitioning algorithm on Test Case 11 

An idealised partitioning can be constructed from ‗Test Case 11 - Rectangular geometry 

measuring 500 x 700 nodes with 24 exits, 8 operational and 16 closed.  

This geometry is randomly populated by 80,000 occupants. Eight processors were used in the 

parallel system for all cases shown in this section. Looking at Figure 6.21, it can easily be seen 

that partitioning this geometry along the lines that were formed as the population‘s paths are 

diverging (illustrated by the dotted lines) gives out an ideal partitioning scenario, with eight 

roughly similar parts being formed to be allocated to eight processors. 
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Figure 6.21 - Ideal partition for Test Case 11 

 

The CPRM method can create this ideal partition if it treats the closed exits as being non-existent. 

It is not a good practice to ignore the closed exits as they may become active throughout the 

simulation. Hence, the CPRM algorithm was modified to ignore the closed exits for this Test case 

only. The purpose of this experiment is to test how expensive the dynamic reallocation algorithm 

is when applied to an idealised partitioned problem suited for a static method. Running this 

idealised scenario should not require any reallocation as there are eight similar sized partitions 

allocated to eight processors, each servicing an exit, and with this strategy the best speedup 

achievable is forecasted. Even though the dynamic reallocation is not expected to happen, the 

costs of calculating the load imbalance and the communication costs incurred at each odd 

simulation tick are still happening, thus adding to the total algorithmic costs. This extra cost can 

now be estimated by comparing the results obtained from using both the static and the dynamic 

algorithms. 

The following tests were performed by using both the static and the dynamic algorithms; eight 

processors were used in the parallel system:  
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1. The geometry is partitioned into eight similar sub-domains containing a functional exit 

each. This scenario is forecasted to be the idealised case for a statically partitioned 

problem. 

2. Using the CPRM method, each sub-domain created from the above is sub-partitioned into 

two sub-parts each and a total of 16 sub-domains were formed. 

3. And finally, each sub-domain mentioned in 1 above is sub-partitioned into four subparts 

resulting in a total of 32 subparts. 

The reason to create more subparts is to ascertain whether the dynamic reallocation algorithm can 

improve the forecasted maximum speedup expected, when the idealised case is run by using the 

static partitioning algorithm. Having more subparts tends to improve the load balance of a 

problem and merging this strategy with the dynamic algorithm which monitors this factor may 

give the expected improvements. Figure 6.22 illustrates the tests mentioned above.  

 

 

Figure 6.22 - Partitions used on the idealised statically partitioned problem 

 

The average predicted simulation time to evacuate a population of 80,000 from this geometry is 

1055.5s. The results obtained are shown in Table 6.19: 
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Table 6.19 - Results comparing the speedup values obtained from the above tests 

No. of 

sub-parts 

at each 

exit 

Total 

No. of  

sub-

domains 

Speedup 

% 

change 

Efficiency 
Average No. 

of 

reallocations Static Dynamic Static Dynamic 

1 8 6.937 6.847 -1.30% 86.71% 85.59% 1 

2 16 6.903 7.137 3.39% 86.29% 89.21% 62.667 

4 32 4.574 4.171 -8.81% 57.18% 52.14% 26 

 

As expected, the idealised statically partitioned geometry (1 sub-domain at each functional exit) 

produced a slightly better speedup value of 6.937 in static mode compared to the 6.847 obtained 

in dynamic mode. The encouraging discovery is, that the total costs incurred to monitor the load 

balance of the problem together with the associated communication costs at every odd simulation 

tick, is small as only this minor decrease in the speedup value was incurred. The number of 

reallocation in this case happened only once, which is the expected forced reallocation at the start 

of the simulation to work out the communication costs. 

As stated above, the idealised static scenario was forecasted to produce the best speedup 

achievable for that geometrical layout. So, sub-partitioning the original sub-domains was to 

experiment whether this value can be further improved from the better load balancing than the 

increased number of sub-domains brings. By using two sub-parts at each functional exit, a 

speedup value of 6.903 was achieved in static mode, which is a marginal decrease from the 6.937 

value obtained in the ideal case. This decrease can be associated with increased communication 

costs in creating more sub-domains. Though the load balance was better at the start of the 

simulation, with no dynamic reallocation algorithm to reallocate the processors‘ loads, they were 

stuck to having to simulate the same regions through to the end of the simulation. This expected 

maximum speedup value of 6.937 was improved to 7.137, when the dynamic reallocation 

algorithm was used on the 16 sub-domains case, confirming the assumptions that more sub-

domains together with the dynamic reallocation monitoring is a good combination to adopt. When 

the geometry was partitioned into 16 sub-domains, an average of 62.667 reallocations still 

provided an improvement from 6.903 in static mode to 7.137 in dynamic mode. Again this shows 
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that the reallocation costs together with the algorithmic costs to determine load imbalance are 

negligible. 

6.2 Concluding remarks and recommended partitioning strategy 

With the capabilities to dynamically monitor the load balancing of the problem as well as taking 

into considerations the network latency of the system, the dynamic reallocation strategy is clearly 

the method to adopt over using static partitions. The question is which partitioning method to 

adopt: the Cyclic Potential Route Map (CPRM) method or METIS partitioning software. Due to 

time constraints, more tests could not be performed to compare these two methods whilst using 

the dynamic reallocation strategy. However, several tests were performed to compare these two 

methods in static mode and the conclusion was that the CPRM does not seem to favour scalability 

as the number of processors were increased, unlike METIS which showed a scope for scalability. 

From the one test performed in dynamic mode to ascertain scalability, the same conclusions were 

reached as when the static strategy was applied. METIS optimises the load balance at the start of 

a simulation, hence creating similar sub-domains whilst minimising the number of edges in an 

attempt to minimise the communication costs. The CPRM method favours the load balancing of 

the problem, but the communication costs tends to be high. Though it was seen that the 

communication cost is not a determining factor compared to the load imbalance cost, a method 

that tries to minimise both criterion is obviously preferred. Hence, METIS is the recommended 

partitioning method to adopt in the partitioning of the problems.  

The next question is into how many parts to partition the geometry? From Figure 6.9 in Section 

6.1.5.5.2, when the problem was using a static partitioning strategy, no definite patterns could be 

found as to the number of sub-domains to adopt. However, when the dynamic reallocation 

algorithm was used, a pattern could be observed of depending on which partitioning strategy was 

implemented. When the CPRM method was used to partition the problem, the optimal number of 

sub-domains to adopt tends to increase as the number of processors was increased. METIS 

favoured lesser sub-domains as the number of processors was increased; the lesser processors 

used, the less sub-domains to adopt and as processors were being added, it was found that using 

lesser sub-domains provided better results. Due to time constraints and lack of more tests, no 
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definite value could be ascertained as to be the optimal number of sub-domains to partition a 

geometry. A range of 15 - 30 sub-domains provided the best results. 

Whilst encouraging computational speedups were obtained to assess the performance of the 

parallel system, the parallel performance ratio with respect to simulation times were not fast 

enough to provide advice to incident commanders. The performance enhancements achieved 

make it viable to investigate different evacuation scenarios for planning and possibly interactive 

training purposes.  
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7 CONCLUSION 

Large-scale events are becoming a common occurrence nowadays, making organisers ensure that 

adequate evacuation plans for these places are devised. Actual physical evacuations of very large 

areas are neither feasible nor cheap to attempt.  Hence, using evacuation software to predict 

evacuation scenarios is a much cheaper and accommodating alternative. To gain any insight on 

the evacuation solutions, multiple runs and attempts need to take place so as to gain a realistic 

picture of the evacuation and how to go about solving the problems. An evacuation software can 

permit multiple runs to be done in order to gain valuable information on how to develop 

evacuation procedures. Another potentially important use of such a software is during live 

evacuation incidents. As an incident is unfolding, evacuation software could be used to evaluate 

the current situation to find an optimal evacuation route to successfully perform a safe and quick 

evacuation. 

7.1 Evacuation modelling 

Evacuation modelling is well established as part of building designs to ensure performance based 

safety. When used on small geometries, evacuation models provide very fast results and can take 

hours to simulate larger areas. During live emergencies incident commanders cannot wait hours 

to get the evacuation results from the models. An evacuation model must be fast enough in order 

to permit the commanders to plan an appropriate evacuation route. 

There are several evacuation models that can simulate large-scale regions and several which can 

only simulate smaller geometries. However, many of the models capable of simulating very large 

areas either provide basic evacuation times without any behavioural considerations of the 

evacuations. Models which can provide extra evacuation information tend to take much longer to 

render the results and so they are more computationally expensive. buildingEXODUS is such a 

model which can incorporate behavioural attributes in its evacuation simulations. Parallel 
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processing is a possible solution to reduce the run times of the software when large-scale 

evacuations are simulated. 

In creating a parallel implementation of the buildingEXODUS evacuation software, some 

requirements were imposed by the software developers. The requirements need to satisfy the 

following criteria: 

 There should be no change in the input or output files when using the parallel version. 

  The parallel implementation is intended to function on a Microsoft Windows 

environment. 

 Minimal additional investment is necessary by the users.  

 The parallel version must work for any number of processors available, ideally connected 

via a local area network (LAN).  

 Finally, one source code of the software including the parallel implementation is desired.  

7.1.1 Research Objectives 

Two main research objectives were set at the start of this work and are listed below: 

1. Can parallel computing techniques be usefully applied to buildingEXODUS to enable 

faster wall-clock times and also to load vast cases, which cannot be loaded on a single 

processor? 

The development and testing of the parallel implementations of miniEXODUS and the 

subsequent parallelisation of buildingEXODUS demonstrated that it was feasible to gain 

improved computational performance. 

 How much speed-up, i.e how much faster a parallel version is to its serial version, can be 

obtained from using the parallel techniques. 
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From the different partitioning methods tried on varying geometries, the majority of 

cases resulted in a speedup values greater than one; suggesting that the parallel 

version is faster than the serial one. As seen throughout this work, the speedup values 

obtained are highly dependent on the geometry layout used together as well as the 

scenario involved in the simulation. An example to relate to this finding is the fact 

that 10 processors provided a speedup of 15.28 when Test Case 4 (Section 5.1.1) was 

used and a speedup value of 3.379 when Test Case 8 (Section 5.1.5.2.5) was used to 

run the simulation. Hence, this objective of attaining faster wall-clock times with the 

parallel version is realised. 

 By using all the combined memory of the different computers on the network, how big a 

scenario can be loaded and run? 

The initial scheme of loading different parts of a geometry on each processor was 

researched and tested. It is possible to load up parts of a geometry on each processor 

by using mini cloned nodes (Section 4.2.7.2.1) to work out which parts are on which 

processor. However, this method can potentially create extra data communications as 

the simulation is running, due to the connectivity with all the nodes within a geometry 

(Section 4.2.7.1). 

A solution to this setback is to use normal nodes for the partitions inherent to the 

processors and mini static nodes (nodes holding less attributes than a normal node as 

explained in 4.2.7.1) to represent the rest of the geometry. Hence, vast geometries are 

capable of being loaded on a processor due to the reduced attributes of the mini static 

nodes that make up most of the domain. In the eventuality of having such a vast 

problem that this strategy cannot be applied to represent the geometry on one 

processor, the software is able to load only parts of a geometry on each processor. 

However, due to time constraints more research needs to be done in this area as it has 

not been fully explored for any eventual problems that may arise when using this 

strategy. 

 Is the parallel system scalable? Will increasing the number of processors on the network 

increase the speedup?  
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From the tests done on the available processors (See Chapters 5 and 6), the parallel 

system is definitely scalable. Due to the limited number of processors available for 

this research, the tests were conducted on up to 10 processors. In general whichever 

partitioning method is being used, as the number of processors was increased, an 

increasing trend was observed in the speedup achieved. 

2. Which partitioning techniques will yield the optimal partitioning strategies? 

 How to partition the problem, so that the communication costs is minimised and the load 

balancing is preserved? 

Whilst investigating the different partitioning methods to promote these criteria, it 

was found that maintaining a load balanced problem is more deterministic in getting 

good speedup values, rather than trying to minimise communication costs. No specific 

partitioning technique could be found to apply to all simulations as the nature of an 

evacuation model varies too much in both the geometries used as well as the different 

scenarios possible. Hence, a dynamic reallocation partitioning technique was 

eventually adopted to monitor the parallel systems for any load imbalance. This 

strategy inevitably incurs more communication costs but preserves the significant 

determining factor, which is the load balance of the problem.  

 Is a generic partitioning software better suited for partitioning the problem, or must a 

specialised partitioning algorithm be created. 

Having devised numerous partitioning algorithms, it was found that no specific 

algorithm could be adopted due to the varying nature of the evacuation simulations. 

The two best strategies were a specially devised technique called the Cyclic Potential 

Route Map partitioning (CPRM) method and the partitioning software METIS. The 

main difference between these two techniques is that the CPRM method does not 

guarantee equal sized partitions compared to METIS, which promotes this feature as 

well as minimising communication costs. However, both methods did not guarantee 

good results if a static partition strategy is applied. The load balance of the problem is 

critically important in obtaining good speedup values and neither method can 

guarantee a load balanced problem throughout the simulation. After much tests in 



B.Y.Y.MOHEDEEN Chapter 7 

226 

 

using these two strategies, it was decided to apply METIS to devise an initial partition 

of the geometry and then use the specially devised dynamic reallocation algorithm as 

presented in Section 6.1.5.4 to monitor any load imbalance that may arise from using 

those partitions. 

 Is dynamic repartitioning an option to consider? Will extra communication and algorithmic 

costs be a limiting factors on the advantages gained from a dynamic repartition? 

At the beginning of this research, it was thought that performing a dynamic 

repartitioning requires a huge amount of data communications and migration, which 

can cancel out the advantages gained by the parallel techniques. However, when 

running the problems with a static partitioning technique, it was found that 

communication cost is not a limiting factor for the parallel system. The determining 

factor for a good parallel performance is the load balance of the problem. Since the 

dynamic repartitioning technique is mostly to monitor the load balance of the 

problem, so it was decided to implement this strategy.  A dynamic repartitioning 

technique could not be fully integrated due to time constraints; however, a dynamic 

reallocation technique was adopted. From the tests performed in Chapter 6, clearly the 

dynamic reallocation technique exceeded the results obtained from using the static 

partitioning strategy.  

7.2 buildingEXODUS evacuation model 

EXODUS is a suite of software designed to simulate the evacuation of people from various 

enclosures with buildingEXODUS part of this suite of software. buildingEXODUS simulates the 

evacuation of people from the built environment as well as open spaces. The enclosure is 

represented by a set of nodes interconnected by arcs, which permit the movement of the 

occupants. It uses object orientated techniques together with rule based technology to permit the 

movement of occupants by a set of rules and heuristics. buildingEXODUS‘ run-times are quick if 

the problem is relatively small. On the other hand, depending on the specification of the CPU 

used, the software may take hours to simulate larger problems and even crashes if the problem 
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size keeps increasing. Parallel processing can be used to reduce run times of the simulations as 

well as permit the evacuation from very large domains impossible to run on a single CPU.  

7.3 Parallel implementation of the buildingEXODUS evacuation 
model 

A parallel implementation of the buildingEXODUS model was achieved by using the master-

slave parallel architecture. The domain partitioning technique was selected as it was more suited 

for an evacuation model as explained in Section 4.2.3.3. Each processor holds parts of a domain 

and consequently the occupants of those regions. The domains are static in nature and they stay 

on their original processor whilst the population are dynamic and can belong to several processors 

in the course of the simulation depending on where they are. Agents crossing over boundaries are 

enabled by the use of halo nodes and the message passing interface to permit the communication 

amongst the processors. A successful parallelisation of the buildingEXODUS software was 

achieved, hence honouring the first research objective.  

7.4 Optimal partitioning strategy 

The next research objective was to find an optimal partitioning strategy to divide up the problem. 

Since each geometry is different in layout as well as having a variety of evacuation scenarios 

suited to particular enclosures, an attempt to find the ideal partitioning technique which must 

minimise communication costs whilst preserving load balance was researched. This involved 

looking at both static and dynamic partitioning technique. 

7.4.1 Static partitioning technique 

A static partitioning strategy is the decomposition of a problem at the start of the problem and 

each part is allocated to a unique processor till the end of the simulation. Several partitioning 

methods were devised and tested as well as using the partitioning software METIS. Different 

types of geometries were used to test these partitioning methods and the two successful methods 
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were the Cyclic Potential Route Map (CPRM) method and METIS, depending on the geometries 

as well as the size of the parallel architecture. However, both methods did not indicate a scope for 

the scalability of the system. Since the evacuation dynamics can be unpredictable, most problems 

become load imbalanced as the simulation progresses, which is a crucial factor to reduce the 

speedup achievable. The formulation of a static partitioning strategy cannot cope with this load 

imbalance and thus is compelled to run with an unbalanced load. Another important aspect of an 

evacuation is the sudden changes to either the layouts; e.g closure of exits, or some other factors; 

e.g fire spread, a static partitioning formulation cannot modify its partitions to accommodate 

these phenomena. 

7.4.1 Dynamic reallocation technique 

An alternative to using a static partitioning strategy was devised and a dynamic reallocation 

algorithm was formulated. This dynamic reallocation strategy is able to solve the load imbalance 

problem mentioned in the previous section as well as adapt to any sudden changes in the 

evacuation dynamics. This algorithm continuously monitors the load balance of the processors 

and reallocates the load by using the longest processing time (LPT) algorithm when load 

imbalance occurs. After much research was done to decide when to reallocate a problem, a gain 

formula was used to decide the outcome of the reallocation decisions as explained in Section 

6.1.5.4. This gain formula calculates whether there is an advantage to reallocate the problem with 

a new balanced load compared to letting it run on its current load. Since it uses the costs of 

running the system at the previous time step, the gain formula is also dynamic in nature and uses 

only the latest costs, which can change depending on the network latency or some other 

synchronisation issues. 

A successful dynamic reallocation strategy was devised and from the tests performed, was found 

to be an improvement over using its static version. From the tests done, the dynamic algorithm 

solved both the load imbalance issues as well as adapted to accommodate a geometry which had 

closed exits being serviced by some processors, which became idle when the static version was 

used. The dynamic reallocation algorithm reallocated the idle processors to regions having 

serviceable exits and thus prevented these processors from becoming idle. Hence, A novel 

intelligent dynamic re-allocation technique was devised so that the performance of the parallel 
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system is optimised. The algorithm continuously monitors the current performance of the parallel 

system, by using the previous time-step‘s parallel performance and uses a gain formula to decide 

whether to re-allocate the problem for a more load-balanced one. 

7.5 Final recommendation 

Having managed an improvement over using the static partitioning technique, the dynamic 

reallocation strategy was the final chosen method and METIS partitioning the problem into 15-30 

sub-domains was found to uniformly produce scalable results. Due to time constraints, further 

research into a specific value for the number of sub-domains for METIS to partition the problem 

was not achievable. In addition, the other dynamic repartitioning strategies, like completely 

repartitioning the problem instead of only re-allocating the same parts to different processors, 

remains for further work. 

Whilst encouraging computational speedups were obtained to assess the performance of the 

parallel system, the parallel performance ratio with respect to simulation times were not fast 

enough to provide advice to incident commanders. The performance enhancements achieved 

make it viable to investigate different evacuation scenarios for planning and possibly interactive 

training purposes.  

7.6 Thesis Contribution 

Several contributions were made upon the completion of the research in the domain partitioning 

and software modifications towards the parallelisation of the buildingEXODUS evacuation 

software. These contributions are listed below: 

 An extensive literature review was carried out on the subjects of evacuation models, parallel 

computing and partitioning methods. 

 This work also contributed to the parallelisation of the buildingEXODUS evacuation model 

via the development of miniEXODUS. 
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 A thorough investigation was carried out which identified the optimal partitioning strategy to 

adopt in the parallel version of buildingEXODUS, so that communication costs are 

minimised and load balance is preserved. 

 A novel intelligent dynamic re-allocation technique was devised so that the performance of 

the parallel system is optimised. The algorithm continuously monitors the current 

performance of the parallel system, by using the previous time-step‘s parallel performance 

and uses a gain formula to decide whether to re-allocate the problem for a more load-

balanced one. 

Due to time constraints, all the avenues related to this research could not be explored. However, a 

comprehensive identification of which research areas to investigate was identified as future work. 
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8 FURTHER WORK 

Most of the goals set at the start of this research have been achieved. This included the 

investigation of static partitioning strategies and the implementation of a novel dynamic load 

balancing system. As an outcome of this research a number of avenues could be investigated 

further. 

8.1 Different parts of the geometry instead of the whole geometry 
on each processor  

Currently, the geometry is being partitioned to identify which sub-domains belong to which 

processor. However, instead of deleting the nodes which do not belong to a processor‘s sub-

domain, all the nodes are kept but with the ones not on the sub-domain kept as static ones as 

explained in Section 4.2.7.2. The reason for that is because all the nodes‘ connectivity and 

interactions are linked and having the whole geometry on each processor reduces the amount of 

communication amongst the processors. 

However, a technique was devised to only load each processor‘s sub-domain instead of the whole 

geometry as explained in Section 4.2.7.2.1.  Due to a lack of time to fully explore this technique, 

it is not being implemented at the moment. Consequently, it is recommended to investigate this 

technique furtherso as to allow the simulations of very large-scale geometries to be considered. 

8.2 Extra multi-halo regions associated with the dynamic 
reallocation strategy 

As explained in 6.1.1.2, extra multi-halo regions were created at the start of the simulation in 

order to accommodate any partitions that the dynamic reallocation algorithm renders. These 

multi-halo regions are not always necessary, especially if they are between two neighbouring 

regions serviced by the same processor, and they pose a high communication cost with respect to 
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the master node which is responsible to simulate those regions. This method, though not an ideal 

one, is still preferable than when the static partitioning strategy was used. However, a scope to 

improve this technique is yet to be explored. 

8.3 Complete repartitioning of the geometry 

At present, when dynamic reallocation occurs, the different sub-partitions stay the same but only 

migrate to different processors. Each sub-partition is an entity having different attributes in the 

program. They basically contain the nodes residing in that region and in consequence the 

occupants of these nodes. They are basically static in nature and nothing changes within them 

except to which processor they belong to. This method is easier to manage as the dynamic 

reallocation algorithm uses the information gained from each region to decide when to repartition. 

Hence, only the population within each region needs migrating and not the nodes, which greatly 

reduce the load of the data migration. Figure 8.1 illustrates the current dynamic reallocation 

strategy based on having static sub-domains. 

 

 

Figure 8.1 – Illustration of static partition reallocation 

 

An alternative technique is the use of dynamic partitions if an imbalance occurs. The problem 

space is repartitioned to create a new balanced partition; see Figure 8.2.  
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Figure 8.2 – Illustration of dynamic repartition 

 

These dynamic partitions cannot be applied from the methodologies already in place for the 

above technique, as the sub-partitions are static in nature and do not permit the migration of the 

nodes as well.  

Due to the time constraints, this approach could not be explored. However, it is felt that this is 

worthy of further examination. Upon a successful implementation of this technique, the problem 

of having extra multi-halo regions; see Section 6.1.1.2, might even be averted. 

8.4 Optimal number of sub-domains to partition a geometry 

From the research performed, a definite value has not been established for the number of sub-

domains required to partition a geometry and so optimise the use of a parallel system. Again, due 

to time constraints, an extensive investigation into that matter could not be performed. Based on 

the few tests performed, it was recommended that METIS partitions a domain into 15 - 30 sub-

domains.  However, this range of values proposed is certain to be case dependent and hence more 

tests are recommended to be performed to identify either a ratio or equation of the optimal 

number of sub-domains to partition a problem. 
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8.5 Further Research Questions. 

As a result of this research a number of further questions have been identified. 

8.5.1 What happens if one of the processors becomes inactive due to some 

hardware failure? 

 The current implementation does not cater for this situation and the whole 

simulation will stall if ever this scenario occurs. 

 A fault tolerant parallel system must be devised in order to cater for this scenario, 

where the problem is repartitioned amongst the remaining working processors 

during run-time. 

 Since the dynamic reallocation algorithm is already capable to reallocate the 

problem during run-time, this algorithm could be re-used to solve this problem 

whenever it arises. 

8.5.2  Will the current parallel implementation of buildingEXODUS be portable for 

the Continuous or hybrid model of the software [36]? 

 Currently, the parallel version researched in this thesis is not portable on the 

continuous version of buildingEXODUS. The reasons being that:  

i. The partitioning of the geometry for the parallel runs is performed by 

using nodes, which the continuous version lacks. METIS uses the nodes‘ 

spatial attributes as well as their inter-connectivity in order to perform the 

partitioning of the problem. 

ii. The movement algorithm that was parallelised uses a nodal approach to 

move the population, where the nodes attract people onto it compared to 
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the people deciding where to move. Hence, the parallelised movement 

algorithm itself cannot cater for the continuous version. 

 There are potentials to modify the parallel implementation to include the 

continuous / hybrid model as well.  

i. The method of partitioning the geometry can be performed by either using 

the coordinates of the geometry or using a distance / potential map that the 

continuous version supports. Further research needs to be done to 

ascertain whether METIS can still use those suggestions to partition the 

problem.  

ii. A key aspect of the continuous /hybrid version of buildingEXODUS is its 

ability to discretise a space by using a combination of macroscopic (coarse 

nodes) and microscopic (fine and continuous) modelling methodologies 

[36]. Hence, the different compartments created to represent each set of 

the discretised space can be used as a partition.  

iii. The current movement algorithm was successfully modified for the 

parallel implementation of the software, hence a similar methodology can 

be applied to the movement algorithm that the continuous / hybrid version 

in order to support any parallel implementation.   

8.5.3 In a scenario comprising of an unrestricted number of available processors, 

what is the optimal number of processors to use in order to benefit from the 

parallel implementation? 

Unfortunately, this situation was not possible to investigate in this research, due to the limited 

number of processors that were available. However, as Ierotheou et al. [153] corroborated, a 

domain decomposition of a fixed problem size does not scale well with an increasing number 

of processors, hence there will come a point where adding too many processors will make the 

parallel system unprofitable. A possible resolution for this scenario is to allocate as many 

processors as the number of sub-domains created. The problem with this proposal is that a 
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processor managing only one sub-domain might become idle sooner than if a processor was 

handling several sub-domains. However, this needs to be further investigated as it is unclear 

what effects extra idle processors have on the parallel system.
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ABSTRACT 

 

Computer egress simulation has potential to be used in large scale incidents to provide live advice to 

incident commanders. While there are many considerations which must be taken into account when 

applying such models to live incidents, one of the first concerns the computational speed of simulations.  

No matter how important the insight provided by the simulation, numerical hindsight will not prove useful 

to an incident commander.  Thus for this type of application to be useful, it is essential that the simulation 

can be run many times faster than real time.   Parallel processing is a method of reducing run times for 

very large computational simulations by distributing the workload amongst a number of CPUs.   In this 

paper we examine the development of a parallel version of the buildingEXODUS software.  The parallel 

strategy implemented is based on a systematic partitioning of the problem domain onto an arbitrary 

number of sub-domains. Each sub-domain is computed on a separate processor and runs its own copy of 

the EXODUS code. The software has been designed to work on typical office based networked PCs but 
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will also function on a Windows based cluster.  Two evacuation scenarios using the parallel 

implementation of EXODUS are described; a large open area and a 50 storey high-rise building scenario.  

Speed-ups of up to 3.7 are achieved using up to six computers, with the high-rise building evacuation 

simulation achieving run times of 6.4 times faster than real time.  

 

INTRODUCTION 

 

The use of evacuation / pedestrian modelling is well established as part of building design to 

ensure that buildings meet performance based safety and comfort criteria
1,2

.   Another possible use for 

these models is to provide live operational advice to incident commanders while disasters are actually 

unfolding.   While there are many considerations which must be taken into account when applying such 

models to live incidents, one of the first concerns the computational speed of simulations.  No matter how 

important the insight provided by the simulation, numerical hindsight will not prove useful to an incident 

commander.  Thus for this type of application to be useful, it is essential that the simulation can be run 

many times faster than real time.   Another potential application for evacuation models is the planning of 

very large scale evacuation scenarios.  These may involve a large part of a town or city, such as a street 

festival, or may involve city sized applications such as recent example of the evacuation of New Orleans.  

In these applications the shear size of the geometry and the number of people involved may make the 

running of evacuation scenarios impractical even for planning purposes.    

 

Evacuation models that discretise space and model individual people and their interactions
1,2

 are 

computationally expensive.  Computational overheads involved in such simulations may mean that run 

times for simulations involving very large populations or very large geometries (or both) may require 

several hours.   Indeed simulations, involving extremely large geometries, such as those for urban scale 

applications, if at all possible, may require days.   
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9.2 Parallelisation of the EXODUS core codes by the software 
development team 

9.2.1.1 Serial movement algorithm 

Simulation Clock is incremented by 1/12s and the ticker is incremented by one tick. 

1. If the number of simulation ticks is even then the movement options for the individuals 

are calculated goto 1. Else if the number of simulation ticks is odd then perform the 

movement (continue). 

2. All the individuals whose PET are less than the Simulation Clock are looped over. Their 

PET will be incremented when they move, i.e. the travel time to a neighbouring node or 

set to the Simulation Clock if they have no options to move and will wait for the next 

Simulation Clock tick. (some individuals may not be processed as they cannot move until 

other individuals have moved from a node that they may wish to move to) 

3. Goto 3 until all the remaining individuals‘ PETs have been incremented 

4. Goto 1 until all the individuals have exited the evacuation scenario. 

9.2.1.2 Serial enhancements 

The most important of these enhancements was a modification to the original file loading 

algorithm. Internally the file loading algorithm was found to be O(N
2
), the loading time was 

proportional to the square of the number of nodes (N) in the geometry; this caused excessive 

loading times for large geometries, and these would typically be used with the parallel 

implementation. The file loading was modified and the algorithm became O(N) to O(N
2
). In 

practice the algorithm operates with O(N), meaning that the loading time was now proportional to 

the number of nodes in the geometry.  This relatively minor modification vastly reduced the 

amount of time needed to load a problem file. For example one case consisting of 200,000 cells 

originally took over 2 hours to load and this time was reduced to less than 30 seconds with the 
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new loading algorithm. This change does not reduce the runtime of EXODUS but substantially 

reduces the initial wait time for the user to load up the geometry. 

Another improvement involved optimising the list of individuals used for the movement 

algorithm (see Figure 9.1 for pseudo-code).  In the original algorithm each individual in a list is 

checked for movement and if some of the occupants still needed to be moved the whole list 

would be revisited again and again until all the occupants had moved.   

 

While (Need_moving) 

   Need_moving = false 

   For all individuals in simulation list 

      Move person 

      If person still needs moving 

         Need_moving = true 

      Endif 

   Endfor  

Endwhile 

 

PeopleToMove = simulation list 

While (PeopleToMove list not empty) 

   For all individuals in PeopleToMove list 

      Move person 

      If person still needs moving 

         Add person to NewPeopleToMove list 

      Else 

         Add person to PeopleAlreadyMoved list 

      Endif 

   Endfor 

   Clear PeopleToMove 

   PeopleToMove = NewPeopleToMove 

   Clear NewPeopleToMove 

Endwhile 

Original Code Revised Code 

Figure 9.1 – Comparison of Pseudo code for Movement Loop 

 

9.2.1.3 Parallel movement algorithm  

The algorithm for the parallel implementation is essentially the same as the enhanced serial one 

apart from the population is looped over in sub-groups related to their proximity to sub-domain 

boundaries. These are the high-boundary, low-boundary group, and the non-boundary groups. 

The simulation clock is incremented by 1/12s and the ticker is incremented by one tick. A brief 

description of the algorithm is described: 
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1. If the number of simulation ticks is even then movement options for individuals are 

calculated then goto 1. Else if the number of simulation ticks is odd continue. 

2. The individuals on high boundaries are sent to neighbouring sub-domains whilst at the 

same time other individuals are received from low boundaries. Whilst the computers wait 

to receive / send data from one another, members of the non-boundary group are 

computed for potential movement until this communication is complete.   

3. The individuals located around the low boundaries of a sub-domain are computed for 

potential movement.  

4. The individuals on low boundaries are sent to neighbouring sub-domains whilst at the 

same time the individuals are received from high boundaries. Whilst the computers wait 

to receive / send data from one another, further members of the non-boundary group are 

computed for potential movement until this communication is complete.   

5. The individuals located around the high boundaries of a sub-domain are computed for 

potential movement. 

6. Any remaining members of the non-boundary group that were not processed during step 3 

or step 5 are computed for potential movement. 

7. Goto 3 until all the remaining individuals‘ PETs have been incremented  

8. Goto 1 until all the individuals have exited the evacuation scenario. 

 

One of the important developments in the parallel implementation of EXODUS was the ability to 

overlap communication with calculation.   A brief fragment of pseudo-code is given in Figure 9.2 

to illustrate how the code overlaps communication with computation. 
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     SendMessage (data of individuals crossing/approaching boundaries) 

    while ( NOT (All Messages Sent)  OR no more non-boundary people   ) 

       Process the next 16 people from non-boundary group  

    endwhile 

    if ( NOT (All Messages Sent) ) wait until All Messages Sent 

    …  

Figure 9.2 – Pseudo-code for overlapping communication with computation 

 

This overlapping was critical to obtaining good speedups as without this development the parallel 

and thus runtime performance would have been significantly poorer.  By overlapping the 

communication and computation, the order in which individuals are processed can be changed. 

Also, due to the use of pseudo-random numbers in the software for some decision making meant 

that no two runs were the same due to the additional randomisation now created by the network.  

This change in ordering is just as valid as any other particular order; but unlike the serial version 

of EXODUS, a run cannot be repeated to give exactly the same result.  An exact repeat run could 

be obtained by removing the overlapping of communication and computation at the expense of 

run time performance; though not generally useful, it was helpful to make the software run in this 

mode for the purposes of development and debugging. 

9.2.1.4 Synchronisation 

The communications processes mentioned in the previous sections had to be carefully co-

ordinated to allow the smooth transmission of the data. It is not the case that a processor can 

simply send and receive messages to each other. 

The communication needs to be arranged to ensure that the appropriate processor is ready to 

receive a message when the corresponding neighbouring processor is sending that message.  

Failure to correctly co-ordinate this communication can lead to a deadlock. This occurs when 

both processors are waiting to receive a message from each other, but they will wait indefinitely 

as the message will not be sent until a message is received from the other processor. This critical 

issue was solved by using a convention based on the sub-domain numbering, and using partial 

non-blocking communication.  All sub-domains are uniquely labelled 0 to n-1, where n is the 

total number of sub-domains. This leads to the general case that each sub-domain will have 
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boundaries with both lower and higher numbered sub-geometries; see Figure 9.3.  Although only 

a simple 1-dimensional partition is illustrated, this applies to any arbitrary partition.  These 

boundaries can be classified as low (neighbouring sub-domain has a lower number) and high 

boundaries (neighbouring sub-domain has a higher number). In order to remain synchronised, 

every sub-domain initiates a ‗receive‘ from its low boundaries and simultaneously ‗sends‘ update 

messages to its high boundaries (see Figure 9.3a). All boundaries wait until they have 

successfully received a message from their low boundaries.  Once this has been achieved, the 

computers initiate a ‗receive‘ from the high boundaries while simultaneously sending update 

messages to the low boundaries; see Figure 9.3b.  

 

Figure 9.3 – Communications procedure ((a) send and (b) receive) between sub-domains  

9.2.1.5 Graphical output 

As the simulation has been distributed over a number of processors, the visualisation needs to be 

adapted to display the simulation on the ‗Master‘ processor from the computations that are being 

calculated on the remote ‗slave‘ processors.  This is achieved by maintaining the entire nodal 

geometry on the ‗Master‘ computer and updating these nodes with information from the slave 

processors.  In order to reduce communication and memory overheads, the only information 

transmitted is the set of occupied nodes for each processor.  This is a very fast process and does 

not affect the wall-clock time required to run the simulation.  The graphical output is slowed 
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down due to the use of native Window‘s drawing routines and can have a substantial effect on the 

overall wall-clock time needed to run the simulation particularly when large population scales are 

involved.  This problem is inherent in the serial version of EXODUS and is not specific to the 

parallel implementation.  It is hoped that with the introduction of OpenGL/DirectX graphics (the 

type of graphics generally used for computer gaming and high end graphical applications) into the 

serial version of the software, that this issue would be mitigated in the near future.  It is further 

expected that it will not be necessary to maintain the entire nodal geometry on the master 

computer in the future.  The implementation of high end graphics is considered to be beyond the 

present scope of this work.  All the testing has therefore been performed with the graphical output 

switched off. 
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9.3   Derivation of an estimation of the workload and the ratios for the 
partition cuts when N processors are used, without costs included 

A rectangular geometry was considered with a free flow exit along the whole width of the 

geometry. The peoples‘ movement was assumed to resemble fluid flow. Figure 9.4 illustrates this 

concept. 

 

Figure 9.4 - Geometry used to derive the partition cut formula 

 

 

 

 

 

 

 

Serial workload 

 

T0-T3:     
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2 processors 

Figure 9.5 illustrates the geometry being partitioned into two unequal parts in the ratio F1:F2 

 

 

Figure 9.5 - Geometry partitioned into two unequal parts in the ratio F1:F2 

 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 

T0 – T1:    (average distance) 

 =  

 =  

T1-T2:   =  
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T2-T3:  =  

Total workload =   

     =  

Optimal cut: (Calculated from excel by using the in-built solver) 

 

F1 F2 Work Max Speedup 

0.333333 0.666667 0.666667 1.5 

 

3 processors 

 

Figure 9.6 shows the geometry being partitioned into three unequal parts in the ratio F1:F2:F3 

 
Figure 9.6 - Geometry partitioned into three unequal parts in the ratio F1:F2:F3 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 
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T0 – T1:     

 =  

 =  

T1-T2:   =  

T2-T3:  =  

T3-T4:  =  

T4-T5:  

 

 

Optimal cut: (Calculated from excel by using the in-built solver) 

F1 F2 F3 Work 
Max 
Speedup 

0.25 0.25 0.5 0.5 

2 

 

4 processors 
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Figure 9.7 illustrates the geometry being partitioned into four unequal parts in the ratio 

F1:F2:F3:F4. 

 

 

Figure 9.7 - Geometry partitioned into four unequal parts in the ratio F1:F2:F3:F4 

 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 

T0 – T1:     

 =  

 =  

T1-T2:   =  
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T2-T3:  =  

T3-T4:  =  

T4-T5:  =  

T5-T6:  =  

T6-T7:  

Total workload =   

Optimal cut: (Calculated from excel by using the in-built solver) 

4 processors 

   

F1 F2 F3 F4  Max Speedup 

0.2 0.2 0.2 0.4 2.5 

 

 

 

 

N processors 

Figure 9.8 shows the geometry being partitioned into N unequal parts in the ratio F1:F2:…:FN 
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Figure 9.8 - Geometry partitioned into N unequal parts in the ratio F1:F2:…:FN 

 

Let Z be the initial population of the whole domain. 

By using the same principles, it can be induced that for N processors:  

 

Total workload =   

Optimal partitioning cut will be in the following ratios: 

Partitioning Ratio = 1:1:1:….:2 
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9.4 Derivation of an estimation of the workload and the ratios for the 
partition cuts when N processors are used, with costs included 

A rectangular geometry was considered with a free flow exit along the whole width of the 

geometry. The peoples‘ movement was assumed to resemble fluid flow. Figure 9.9 illustrates this 

concept. 

 

Figure 9.9 - Geometry used to derive the partition cut formula 

 

 

 

 

 

 

 

Serial workload 

T0-T3:   
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2 processors 

 

Figure 9.10 shows the geometry being partitioned into two unequal parts in the ratio F1:F2. 

 

 

Figure 9.10 - Geometry partitioned into two unequal parts in the ratio F1:F2 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 

Let k be the communication costs associated with 1 person. 

T0 – T1 : P2 busier, (Comms to P1):     

 =  

 =  

T1-T2 : P1 busier, (comms from P2):   =  
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T2-T3 : P1 busier, (No comms):   =  

Total workload =  

  =  

 

Optimal cut (excluding comms): (Calculated from excel by using the built –in solver) 

F1 F2  Max Speedup 

0.35 0.65 1.38 
 

3 processors 

 

Figure 9.11 illustrates the geometry being partitioned into three unequal parts in the ratio 

F1:F2:F3. 

 

Figure 9.11 - Geometry partitioned into three unequal parts in the ratio F1:F2:F3 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 



B. Y. Y.  MOHEDEEN 

 

272 

 

T0 – T1: P3 busier, comms to P2:      

 =   

 =  

T1-T2: P2 busier, comms from P3 and comms to P0:   = 

 

T2-T3: P2 busier, comms from P2 to P1:   = 

  

T3-T4: P1 busier, comms from P2:   =   

T4-T5: P1 busier, no comms:   

Total workload =   

 

Optimal cut: (Calculated from excel by using the in-built solver) 

F1 F2 F3 Max Speedup 

0.26 0.24 0.5 1.82 
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4 processors 

 

Figure 9.12 shows the geometry being partitioned into four unequal parts in the ratio 

F1:F2:F3:F4. 

 

 

Figure 9.12 - Geometry partitioned into four unequal parts in the ratio F1:F2:F3:F4 

 

Let Z be the initial population of the whole domain and  being the length of the domain, then: 

T0 – T1: P4 busier, comms to P3:     

 =  

 =   
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T1-T2: P3 busier, P3 receiving from P4 and sending to P2:   = 

 

T2-T3: P3 busier, comms to P2:  = 

  

T3-T4: P2 busier, P2 receiving from P3 and sending to P1:    = 

 

T4-T5: P2 busier, sending to P1:   = 

   

T5-T6: P1 busier, receiving comms from P2:   =   

T6-T7: P1 busier, NO comms:    

Total workload =   
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Optimal cut: (Calculated from excel by using the in-built solver) 

F1 F2 F3 F4 Max Speedup 

0.21 0.19 0.19 0.41 2.20 

  

 

By induction, For N Processors: 

 

Total workload =   
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9.5  Dr Angus Grandison’s derivation of Speedup performance for a 
specific test case with N sub-domain and P processors  

By considering the master process, which controls the black sub-domains, which will always be 

running at 100% and by neglecting the communication overhead; it is possible to calculate the 

runtime. If l  is the length of the domain and z is the total initial population size.  If there are N 

sub-domains and P processors then there are N/P regions consisting of sub-domains labelled 1 to 

P, as displayed in Figure 9.13. 

 

 

Figure 9.13 – A generalised domain decomposition for N sub-domains and P processors 

 

The work done to empty (a) is distance travelled * number of people, this is represented by: 

N

l

P

z
worka

2
 

Work to empty region i = 1 is: 

N

l

N

z

P

z

P

z
P

N

l

P

z
work

22

1
1

2
1  

First part of the expression is emptying from P to 2 in region i = 1 (or N to N-P+2), second part 

represents emptying sub-domain 1 (or N-P+1) in region i = 1. 
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NPP
P

PN

zl
work

111

2

1
1

1

2
1

 

Which becomes:- 

1
2

1
1

2 21
P

N

P

N
P

P

N

N

zl
work

 

For i = 2 region do the same analysis but the population size being worked on has reduced to:  

N

z

P

z
=

N

z

P

P

P

N
=

N

z

P

N
1  

To empty the i-th region the amount of work required is:  

i
P

N
i

P

N
Pi

P

N

N

zl
worki 1

2

1
11

2 2

 

Therefore the total work required is: 

PN

i

total i
P

N
i

P

N
Pi

P

N

N

zl
work

/

1
2

1
2

1
11

2
 

The work needed to empty domain with a single processor is: 

4

zl
work  

So the speedup over a single processor using P processors over N sub-domains is: 

PN

i

i
P

N
i

P

N
Pi

P

N

N

speedup

1
2

1
2

1
11

2

1
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By utilising the fact that 
PN

i P

N

P

N
i

/

1

1
2

1
 and simplifying the above equation it can be shown 

that: 

1PN

NP
speedup  

 

 



B. Y. Y.  MOHEDEEN 

 

279 

 

9.6   Derivation of Speedup performance for a specific test case with N 
sub-domain and P processors including communication costs 

By considering the master process, which controls the black sub-domains, which will always be 

running at 100% and by neglecting the communication overhead; it is possible to calculate the 

runtime. If l  is the length of the domain and z is the total initial population size.  If there are N 

sub-domains and P processors then there are N/P regions consisting of sub-domains labelled 1 to 

P, as displayed in Figure 9.14. 

Let k be the communication costs associated with 1 person. 

 

Figure 9.14: A generalised domain decomposition for N sub-domains and P processors 

 

The work done to empty (a) is the average distance travelled * number of people. This is 

represented by: 

 (work the master is doing across the whole geometry on same sized regions as 

a) 

 (for all N/P regions) 
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Because sending and receiving across the whole geometry from master‘s perspective as master is 

always busiest in this equal sized partitions case, the subtraction at the end is to cater for the end 

of the geometry where the master is not sending anymore.
 

 

(Communication costs is based on master‘s communication costs as the master is always busy in 

this equal sized partition case) 

Work to empty i = 1 is: 

First part of the expression is emptying from P to 2 in region i = 1 (or N to N-P+2), second part 

represents emptying subdomain 1 (or N-P+1) in region i = 1. 

Including communication costs:

 

  

 

 

 

For i = 2 region, do the same analysis but the population size being worked on has reduced to:  

N

z

P

z
=

N

z

P

P

P

N
=

N

z

P

N
1  
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=  

 

  

 

 

  

At i = 3: 

Population left per subdomain =  
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To empty the i
th 

region the amount of work required is:  

 

 

Therefore the total work required is: 
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Simplifying the summation: 

 

Using the formula:  
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The work needed to empty domain with a single processor is: 

 

So, the speedup over a single processor using P processors over N sub-domains is: 

 

 

 

 

 

 

Let S represent the Speedup. 
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Differentiating the speedup with respect to N will give the optimal N to yield the maximum 

speedup: 

 

 

  

 

 

 

 

At maximum S,  
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9.7 Final Algorithm for dynamic reallocation 

At Even clicks 

{ 

if SimTime = 0 

{ 

1. LoadBalanceAlgo(Population 

 Perform LPT algo based on the population load 

2. RepartitionDynamically() 

 Get the cost of updating the halos (HaloCosts) 

 Get the cost of sending 1 person (Total sendCost/NumPplSent) 

(SetCostSendPerPerson()), Note that this includes the deleting of the people as 

well 

 Get the cost of Receiving 1 person (Total sendCost/NumPplRecv) 

(SetCostRecvPerPerson()), Note that this include the cost of creating the 

people as well 

} 

If(SimTime > 0 and SimTime =  multiple of 12) 

{ 

1. Bool Repartition =  DetermineLoadImbalance() 

 

DetermineLoadImbalance() 

{ 

 LoadBalanceAlgo(WorkLoad) 

{ 

(1) AllReduce is called to get the populationLoad and the WorkLoad in 

each subpartition and then the subpartitions are updated accordingly 

 Get the Maximum current workload  (GlobalCurrentMaxLoad ), i.e 

compare the Workload of each processor and the maximum is 

selected 

 Broadcast the GetWorkLoadCost() of proc  having the max 

workload to MaxWorkLoadCost 

(2) Perform LPT algo based on the WorkLoads in each processor  
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 Get the Maximum New workload  (GlobalNewMaxLoad), i.e 

compare the new Workload of each processor and the maximum is 

selected 

 NumPplSent and NumPplRecv are updated. 

      } 

 CostCurrentLoad = MaxWorkLoadCost* GlobalCurrentMaxLoad 

 CostNewLoad = MaxWorkLoadCost* GlobalNewMaxLoad 

 ReshufflingCost = HaloCosts + NumPplSent *GetCostSendPerPerson() + 

NumPplRecv *GetCostRecvPerPerson() 

 AllReduce the ReshufflingCost to MaxReshufflingCost 

 Gain = CostCurrentLoad – (CostNewLoad + MaxReshufflingCost) 

 If (Gain > 0) 

Repartition = true 

} 

} 

2. If  (Repartition) 

RepartitionDynamically() 

 

 

RepartitionDynamically() 

{ 

Pack and send old population 

SetCostSendPerPerson() 

Disassociate local nodes and claim new domain, update halos 

HaloCosts 

Receive, unpack and create new population 

SetCostRecvPerPerson() 

} 

} 

 

At Odd clicks 

{ 

1. Movement(), Get the workload (TotalLoad) 

2. Time Movement() 

 SetWorkLoadCost(), ( Time / TotalLoad) 

}  


