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Abstract

The demand for increasingly small and lightweight products require micro-scale com­ 
ponents made of materials which are durable and light. Polymers have therefore 
become a popular choice since they can be used to produce materials which meet 
industrial requirements. Many of these polymers are viscoelastic fluids. The reduc­ 
tion in the sizes of components make physical experimentation difficult and costly. 
Therefore computational tools are being sought to replace old methods of testing.

This research has been concerned with the development of a finite volume algorithm 
for viscoelastic flow which can be readily applied to real world applications.

A major part of the research involved the implementation of the Oldroyd-B constitu­ 
tive equations and associated solution methods, in the 3-D multi-physics software en­ 
vironment PHYSICA+. This provides an unstructured finite volume solution technique 
for viscoelastic flow. This algorithm is validated using the 4:1 planar contraction and 
results are reported.

The developed viscoelastic algorithm has also been coupled with two interface track­ 
ing techniques one of which includes surface tension effects. These techniques are 
the Scalar Equation Algorithm (SEA) and the Level Set Method (LSM). With both 
techniques the algorithms are able to take into account flow effects from both flu­ 
ids (ie. air and polymer) in a two-fluid system. The LSM technique maintains a 
sharp interface overcoming the smearing of the interface which generally affects in­ 
terface tracking techniques on Eulerian fixed grids, for example SEA, and enables the 
curvature of the interface to be calculated accurately to implement surface tension 
effects.

This integrated viscoelastic flow solver and free surface algorithm is then illustrated 
by predicting two industrial flow processes as used in the electronic packaging indus­ 
try.
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Chapter 1

Introduction

1.1 Introduction to Viscoelastic Fluids

The balance laws in solid and fluid mechanics usually define the relationship between 

externally applied forces and the resulting deformation of a given medium.

If the deformation of the medium is characterized by stress and strain, then in a 

Newtonian fluid under shear as shown in Figure 1.1 a), the shear stress ryx and 

strain rate eyx are related by Newton's law

Tyx (i) = r}Q£yx (t], (1.1)

since the force per unit area is proportional to shear rate U(t)/H and syx — U(t}/H. 

The constant of proportionality 770 is the viscosity of the fluid.

For a Hookean elastic solid if the upper plane undergoes an infinitesimal displacement 

-D(t0 , t) as shown in Figure 1.1 b), the displacement of the material may be assumed 

to be a linear function of the distance y. Then the displacement at any position 

dx (y,t0 ,t) is given by

dx (y, to, *) = £ y = eyx (t0 , t)y, (1.2) ti

where syx is the shear strain. The shear stress ryx is given by

(1.3) 

where G is the rigidity modulus.
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a)

H

y
X

U(t)

b)

H

y
X

D(t0 ,t)

Figure 1.1: Newtonian fluid and Hookean elastic solid.

From Eqn(l.l) for a Newtonian fluid the stress at a given time t is proportional to 

the rate of strain at the same time. From Eqn(1.3) for a Hookean solid the stress at 

a given time t is proportional to strain at time t with reference to the isotropic stress 

at time £0 - Therefore a Hookean solid "remembers" where it was at a previous time 

whereas a Newtonian fluid has no memory of the past.

Substances which appear fluid like yet show the characteristics of a spring are an 

integral part of our lives. These materials whether natural or manmade cannot be 

classified as Newtonian fluids or elastic solids since their behaviour lies somewhere 

between the two extremes. Therefore they fall under the large umbrella of non- 

Newtonian materials.

The extrudate swell of a solution of polymethylmethacrylate in dimethylphthalate 

(when emerging from a capillary tube) and the elastic recoil of the upper half of
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a falling column of Aluminium soap solution when the column is cut in midstream 

[1] are two examples which clearly demonstrate the peculiar behaviour of such fluids 

which depart from that of Newtonian fluids such as water. Rheometrical experiments 

have shown that this behaviour of polymers is a manifestation of fluid-memory effects. 

That is, even though the substances appear like viscous fluids, if a force is applied 

and then removed the material attempts to return to its original condition thereby 

exhibiting elastic solid like behaviour to a certain degree. Materials which display 

both viscous and elastic behaviour range from naturally occuring fluids such as blood, 

mineral oils, rubber fluids, etc., to manmade polymer compounds such as plastic 

fluids, underfill, etc. The applications which involve such materials are wide and 

increasingly growing. Polymer materials, for example, are used extensively in many 

complex industrial processes since their chemical composition enables the formation 

of new compounds which are stronger and lighter and therefore highly suitable for 

the manufacturing of articles which range from snowboards to microscale electronic 

components. Therefore the study of these types of non-Newtonian fluids is a very 

important area for investigation.

1.1.1 Non-Newtonian Fluids

For a Newtonian fluid the viscosity at a given temperature and pressure is a constant 

independent of rate of shear. The curve relating shear stress to rate of shear is 

therefore a straight line.

For non-Newtonian fluids the relationship between shear stress and rate of shear is 

non-linear. The viscosity is not only dependent upon temperature and pressure but 

also on factors such as rate of shear, the type of apparatus holding fluid, the previous 

history of the fluid etc.

Non-Newtonian fluids are broadly categorised as follows:

1. Time-independent fluids

Fluids for which the shear rate at any point is some function of the shear stress 

at that point and nothing else.

(a) Bingham plastics (eg. toothpaste, oil paints etc.)
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(b) pseudo-plastic fluids (eg. 1% poly(ethylene-oxide) in water, Polystyrene 

at a temperature of 422K)

(c) dilatant fluids (eg. starch pastes)

•xy

Figure 1.2: Flow curves for time-independent non-Newtonian fluids.

Figure 1.2 shows the flow curves for each type of fluid mentioned above. The 

dashed line shows the Newtonian flow curve. These fluids are modelled using 

the generalised Newtonian fluid model which is a modification of the Newtonian 

fluid through the use of models such as the Power-law model to express shear 

rate dependent viscosity.

2. Time-dependent fluids

Fluids for which the relation between shear stress and shear rate depend on 

the time the fluid has been sheared.

• xy

Figure 1.3: Flow curves for time-dependent non-Newtonian fluids.
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(a) thixotropic fluids

Materials whose structure breaksdown with shear. Once the shearing 

is stopped the structure begins to reform over time. After shearing is 

stopped the material shows flow curves as shown in Figure 1.3 over time. 

The direction of the arrow indicates the direction of increasing time the 

material has been in recovery. The lowest curve corresponds to the time 

immediately after the shearing was stopped.

(b) rheopectic fluids

Material whose structure is gradually formed by shear. For example if 

42% gypsum paste in water is shaken and left to rest then it takes 40 

minutes to resolidify where as if the container is gently rolled between the 

hands then the material resolidifies in 20 seconds.

3. Viscoelastic fluids

Fluids which exhibit partial elastic recovery after deformation. Polymer mate­ 

rials mentioned in the previous section fall into this category. The behaviour 

of viscoelastic fluids may be illustrated through the stress relaxation and creep 

tests as shown in Figures 1.4 and 1.5 respectively.

In the stress relaxation experiment the material is subjected to a strain for 

time t > 0. If the material is a fluid then based on Newton's law it will show 

a response given in Figure 1.4 b). A viscoelastic material shows the response 

shown by Figure 1.4 c).

In the creep test if a step stress is applied for times t > 0 a Newtonian fluid 

will show a response as in Figure 1.5 b) and a viscoelastic fluid responds as 

shown in Figure 1.5 c).
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a)

6

b) TX

c)

Figure 1.4: Step shear strain applied at t = 0.

1.1.2 Rheology and Viscoelasticity

Rheology is the study of the deformation and flow of matter. The term "Rheology" 

was proposed by Professor Bingham when the American Society of Rheology was 

founded in 1929 [2].

According to Newton's law a fluid is viscous and Hookes law states that a solid 

is elastic. As pointed out above polymer materials display both types of behaviour 

simultaneously. Rheometrical experiments have shown solids to have liquid-like prop­ 

erties and liquids to have solid-like properties, which point to the fact that viscous 

and elastic properties coexist in all materials and which property dominates is de-
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a) r.xy

b)

Figure 1.5: Creep test response with shear stress applied.

termined by the applied stress and duration of the experiment.

Therefore rheologists prefer to classify rheological behaviour. This allows a material 

to be included in more than one classification depending on experimental conditions 

and it also allows for the mathematical description of rheology as the mathematics 

of a set of behaviours rather than of a set of materials. Even though the definition 

of the discipline includes the classical extremes of Newtonian fluids and Hookean 

elastic solids, rheology is confined to the study of non-Newtonian materials.

As a means of determining the response a material displays, Reiner [3, 4] introduced 

a non-dimensional number called the "Deborah number" (De) which is the ratio of
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characteristic time of a material to a characteristic time of observation of flow.

De = A (1.4)
J-o

where A is a characteristic time of the material and T0 is the time of observation. 

Given this assumption a material will display Newtonian or Hookean behaviour or a 

combination of both based on a given situation.

For a Newtonian fluid A = 0 and for a Hookean solid A = oo. For a viscoelastic 

material 0 < A < oo. Solid materials with viscoelasticity are called viscoelastic 

solids and liquids with viscoelastic behaviour are called viscoelastic fluids.

In section 2 of this chapter some of the constitutive models which have been developed 

to model viscoelastic effects in fluids will be discussed. The numerical methods which 

have been used to solve viscoelastic flow are reviewed in section 5. Section 6 presents 

a brief review of process modelling. The motivation for this research project and the 

objectives are presented in sections 7 and 8 followed by the research strategy and 

outline of this thesis in sections 9 and 10.

1.2 Linear Viscoelastic Models

1.2.1 Roots

Even though rheology is a relatively new discipline the recognition of the viscoelastic 

nature of materials and attempts at expressing such behaviour through a single 

equation can be traced back to the 19th century.

In 1865 Thomson (who later became Lord Kelvin) did experiments on the damping 

of metals and introduced the term 'viscosity of metals' [5].

In 1867/68 James Clerk Maxwell presented an equation relating stress to strain which 

also involved the Young's modulus and a time constant and used it to study gases 

as he believed gases to be viscoelastic [5].

The next theoretical work combining viscous and elastic behaviour appears to have 

been in 1874 by Oskar E. Meyer who assumed that stress and strain may be repre­ 

sented by an equation which involved material constants such as the rigidity modulus
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and viscosity [5]. The concept behind this equation was the same as implied by Lord 

Kelvin in his experiments on metals and in the years 1889-1892 Voigt generalised this 

theory to encompass anisotropic materials and it is now known has the Kelvin-Voigt 

body [5].

The most significant of contributions to the mathematical theory of linear viscoelas­ 

ticity was made in 1874 by Ludwig Boltzmann who in an attempt to generalise Meyers 

theory presented a general theory for linear viscoelasticity which related stress at a 

given time not only to strain at that time but also to past times [5]. It was also as­ 

sumed explicitly that the longer the time interval between the present and past time 

the smaller the contribution would be to the stress from the strain which presented 

the principle of fading memory. Boltzmann's theory was based on the assumption of 

linear superposition and he pointed out that the principle of superposition will only 

hold for small displacements.

1.2.2 The General Differential Equation

The linear viscoelastic models are based on the "superposition principle" mentioned 

in the section above which implies that the strain at any given time is directly 

proportional to the value of stress at that time. This leads to linear differential 

equations. The coefficients of the time differentials are material parameters such as 

the coefficient of viscosity and the rigidity modulus, etc., and they are independent 

of variables such as strain or strain rate. The time derivatives are ordinary partial 

derivatives. The general differential equation for linear viscoelasticity is therefore

d d2 (T_\
/ / T

Q 92 dm\ U-

where r and e are functions of time. Although Eqn (1.5) has been expressed in terms 

of shear stress r and strain e other types of deformation can be easily included with 

the stress and strain pertaining to the deformation process. Consequently the scalar 

variables T and e may be replaced by the tensors TIJ (T) and e^

When fa is the only non-zero parameter Eqn(1.3) is obtained which is Hooke's law 

for an elastic solid. If ft is the only non-zero variable the equation for Newton's law
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(Eqn 1.1) for a Newtonian viscous fluid is obtained.

In the following sections two models derived from Eqn(1.5) are used to illustrate how 

the ideas of lasticity and viscosity are displayed by a single constitutive equation.

1.2.3 The Maxwell Model

In the general equation (Eqn(1.5)) if ot\ — rjo/G and ft = 770 while all other constants 

are zero, this gives the linear viscoelastic model called the Maxwell model mentioned 

in the section above given by

If a particular stain e is applied at t = 0 and held for t > 0 by integrating Eqn(1.6) 

and applying limits [4] it can be shown that

-t\ ft n\ -), (1.7)

where AI = rjo/G. The result above indicates that the stress undergoes an exponential 

relaxation from its initial equilibrium value to zero as shown in Figure 1.6 (note this 

result is similar to stress behaviour shown in Figure 1.4 c) ). The material constant 

AI is therefore referred to as the "relaxation time". The relaxation time for water 

is about 10~ 12 seconds while for a low density polyethylene it is around 10 seconds 

and materials such as glass have relaxation times amounting to days [4]. Table 1.1 

lists relaxation times for a few materials as given by Tanner [6].

1.2.4 The Kelvin Model

If PQ and fa are non-zero while all the other constants are zero in the general linear 

equation (Eqn(1.5)) then the Kelvin- Voigt model is obtained which is of the form

rxy = Gexy + riQ-^. (1.8)

If a stress fxy is applied at time t — 0 and held constant for t > 0 then by integrating 

the linear differential equation (1.8) the following result is obtained

l, (1.9)
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T,xy '

'xy

Figure 1.6: Relaxation of shear stress with the Maxwell model.

where the material parameter A2 = rf^/G. From Eqn(1.9) it can be seen that, unlike 

an elastic solid the strain does not reach a value of fxy/G instantaneously at t = 0, 

the time at which the constant stress fxy is applied (see Figure 1.7). Instead the 

growth of the strain occurs over a longer period of time. The time taken by the 

material to reach a strain of (1   e" 1 ) of its final value of fxy /G is A2 . Alternatively, 

if a constant stress fxy which has been applied is suddenly removed then it can be 

shown that A2 is the time taken for the shear to reduce to e~ l of its original value. 

Since the growth or the decay of strain is retarded over time A2 it is called the 

"retardation time" .

Figure 1.7: Growth of strain with the Kelvin model.

More complex linear viscoleastic models may be obtained from Eqn(1.5) by setting 

more material constants to non-zero. This would lead to constitutive equations
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Material

Water

Mineral oil

Low-density polyethylene

High-density polyethylene

High-impact polystyrene

0.5% Hydroxyethyl-cellulose in water

2% Polyisobutylene solution in Primol oil

Glass

Temperature(A')

293

303

388

513

453

493

443

483

300

300

300

Ax (s)

~ io- 12
7 x IO- 10

10

0.1

0.07

0.05

7

3

0.1

100

> IO5

Table 1.1: Relaxation times (Ai) for some materials.

for materials with a spectrum of relaxation and retardation times and viscosities. 

However all of these models can be generalised as Maxwell or Kelvin type models.

1.3 Normal Stresses

Consider a Newtonian fluid under shear as shown in Figure 1.1 a). If the distance H 

is infinitesimally small and the viscosity 770 is very large then the velocity distribution 

of the x-component ux (y, i) is a linear function of y given as

ux (y, t) = -y-y = exyy. (1.10)

Then the velocity field is

u = (exyy,Q,Q). (1.11)

The stress distribution may be written as

®xy   ̂iQ^-xyi @xz ~~ ®yz ~~ "5

Oxx ~ °yy = 0, (1-12)

Vyy - Ozz = 0,
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where cr is the 3x3 Cauchy stress tensor. For a non-Newtonian fluid undergoing 

the same shear flow the components of the Cauchy stress tensor are such that

~ ®yz ~~ ",

(1-13)

It can be seen from Eqns(1.12) and (1.13) that the differences between the normal 

stresses are zero in the case of Newtonian fluids while they are functions of shear rate 

for non-Newtonian fluids. These functions denoted by NI and 7V2 are viscometric 

functions which are referred to as the first and second normal stress differences 

respectively.

Experiments have shown that there are very high non-zero first and second normal 

stress differences when viscoelastic fluids exhibit phenomena such as "die swell" and 

rod climbing effects [2].

1.4 Oldroyd/Maxwell Type Models

In section 1.2 we discussed viscoelastic constitutive equations which model the elas­ 

tic effects in viscoelastic fluids. These models are restricted to flows with very small 

displacement gradients since time derivatives are ordinary partial derivatives and 

they do not provide insight into behaviour induced by normal stress effects. There­ 

fore non-linear constitutive models were developed which could explain non-linear 

behaviour and normal stress effects and be used to model high shear rate flows.

The "retarded-motion expansion" models for viscoelastic flow presented by Coleman 

and Noll [7, 4] are an example of such models. These equations are polynomial 

expansions about the Newtonian fluid which account for the deviations from the 

Newtonian behaviour due to elastic effects. Different constitutive equations are ob­ 

tained by truncating the expansion. Although the models account for normal stress 

effects they have been found to be suitable only for slightly elastic fluids with very 

low Deborah numbers under slow and slowly varying conditions [4, 2] .

Since retarded motion equations cannot be applied to arbitrary flows due to the 

limitations associated with them, constitutive equations were sought which could
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model arbitrary flows. The Oldroyd/Maxwell type models were developed in an effort 

to generalise the linear viscoelastic models to be valid under varying conditions of 

stress and motion. The general Oldroyd model has a differential as well as integral 

representation. Here the differential model is presented as this study employs a 

model derived from this equation.

In rectangular Cartesian coordinates the general Oldroyd model is given by

r + AI T +^0 (tr r)D - HI(T D + D r)
D (1.14)

where D is the rate of deformation tensor given by

D = ^(Vu + VtxT ). (1.15)

In the equation above u is the velocity vector and the symbol D above a tensor 

denotes a derivative of the form

n a v a A
b=(l--)b+-b. (1.16)

The coefficient a is a constant which governs whether the upper or lower-convected 

derivatives are recovered. For a tensor 6 the upper-convected derivative is

V7 £^ E*.

6=   + u • V6 - Vu   b - b • (Vu) T , (1.17)
\J L

and the lower-convected derivative is

6= ^ +u • V6 + (Vu)T - b + Vw   6. (1.18)
OTJ

Many constitutive models used for modelling are derived from Eqn(1.14), some of 

which are listed in Table 1.2.

Apart from the constitutive models contained in this equation, various other dif­ 

ferential, integral and kinetic theory constitutive equations have been developed in 

an attempt to produce constitutive models which can more accurately model mate­ 

rial behaviour [1]. The Oldroyd-B model for example depicts a constant viscosity 

fluid and has very limited applications (eg. Boger fluids). The Phan-Thien- Tanner 

(PTT) model on the other hand has been found to be better suited to model low 

density fluids such as low density polyethylene melts [8]. Currently no one particular
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a \i HQ //! A2 A*2 Name Constitutive equation

0 AI 0 0 0 0 Upper-convected Maxwell r + AI T— 2rj0 D

2 AI 0 0 0 0 Lower-convected Maxwell r + AI T= I^D
A A 

2 AI 0 0 A2 0 Oldroyd liquid A T + AI T= 2rj0 (D + A2 D)
v v 

0 AI 0 0 A2 0 Oldroyd liquid B T + X l r= 2r]0 (D + A2 D)

Table 1.2: Some constitutive equations derived from the general Oldroyd model 

Eqn(1.14).

model is as yet valid for all viscoelastic flows. Therefore, the type of constitutive 

equation has to be chosen according to material properties and flow characteristics 

of the material being considered.

1.5 Numerical Modelling of Viscoelastic Materi­ 

als

Having developed more advanced viscoelastic models they then need to be solved 

in order to find solutions to applications which involve viscoelastic fluids. Finding 

theoretical solutions to such problems has always been associated with difficulties. 

However, the development of faster computers with large memory capabilities in the 

recent years, has enabled the numerical prediction of viscoelastic flows in complex 

geometries through computational modelling.

To test the accuracy and capability of the numerical methods and to address the issue 

of difficulties which arise when viscoelastic fluids meet complex geometries, several 

benchmark test problems were proposed at the Fifth Workshop on Numerical Meth­ 

ods in Non-Newtonian Flow (1987) [5]. Among the benchmark problems proposed 

were the 4:1 planar contraction problem and the flow past a sphere or cylinder prob­ 

lem. The planar contraction problem for example is considered a difficult problem to 

model as the geometry contains a point of singularity at the re-entrant corner which 

is thought to cause many numerical methods to fail due to high stress build up in 

the region as elasticity is increased. This results in limiting the range of Weissenberg 

numbers for which stable numerical convergence may be achieved. Therefore proving
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a good test for the robustness of any algorithm. The other benchmark problem which 

has raised considerable interest is the flow past cylinder in a channel. Even though 

the geometry has no point of singularity, the presence of steep stress boundary layers 

and the normal stress wake at high elasticity affect the convergence of numerical 

methods.

1.5.1 Numerical Techniques

Many of the solution algorithms which have been developed to solve viscoelastic 

flow are based on one of the commonly used numerical techniques: finite difference, 

finite element, finite volume and spectral methods. In some cases a hybrid of these 

techniques is used.

Finite difference method

This technique transforms a Partial Differential Equation (PDE) into a system of 

first-order algebraic equations by replacing the derivatives in the PDE by their finite 

difference approximations. The solution domain is covered by a rectangular grid and 

the unknowns are solved at the grid points which are distributed along families of 

non-intersecting lines. The finite difference approximations of the derivatives are 

obtained from truncated Taylor series expansions and form a stencil which relates 

the unknowns at each grid point to the neighbouring points. A detailed account of 

the method can be found in Smith [9] and Twizell [10].

The advantage of the method is in being able to use higher order approximations 

on structured grids. However the method is restricted to simple regular goemetries 

which is a drawback as most problems involve complex flows.

Finite element method

With this method the solution domain is discretized into elements of arbitrary shape 

and size. Since all polygonal elements can be reduced to triangular or quadrilateral 

shapes, these are used as the basis element shapes. The elements cannot overlap 

and they have to cover the whole computational domain. For each element a certain
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number of points are defined either within the cell or on the sides. The unknown 

functions and their derivatives will be solved at these points. Simple piecewise func­ 

tions are used to approximate the local variations of the unknown variables. The 

substitution of the piecewise approximations of the unknowns into the governing 

equation will give rise to an error. A residual is defined to measure the error and 

the residuals are minimised by means of multiplying by a set of weighting functions 

and integrating. This gives a set of algebraic equations for the unknown coefficients 

of the approximating functions. An in depth account of the technique is found in 

Zienkiewicz and Taylor [11].

The finite element method is a popular choice as it can accommodate irregular ge­ 

ometries and local mesh refinement.

Spectral method

Spectral methods are global methods. The interpolation functions are defined on the 

whole domain using trigonometric functions which lead to a Fourier or Chebyshev 

series. The functions can therefore be orthogonal polynomials of Legendre or Cheby­ 

shev types. The discrete equations consist of relationships between unknowns which 

may not be local. Once the approximation is done a weighted residual technique, 

as with finite elements, is carried out to obtain a set of algebraic equations for the 

coefficients of the unknowns. The advantage of the method is that it gives higher 

order approximations to the differentials than other discretization techniques. The 

reader is referred to Gottlieb and Orszag [12] for a comprehensive account.

Finite volume method

In this method the solution domain is discretized into control volumes and there are 

a large numbers of options for the definition of the control volume (ie. any type 

of polygonal shape). The conservation laws are expressed around these arbitrary 

control volumes. The technique consists of three main steps:

  The formal integration of the governing equations over all the control volumes.

  The conversion of the integrated equations into a set of algebraic equations
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using finite difference type approximations. 

  The solution of the system of algebraic equations by an iterative method.

The direct discretization of the integral forms of the conservation equations ensures 

that mass, momentum and energy is conserved at the discrete level. The method 

also has low storage requirements compared to other schemes. A detailed description 

of the technique is given by Patankar [13].

1.5.2 Weissenberg Number

An important dimensionless group in the non-dimensional analysis of viscoelastic 

flow is the "Weissenberg number" denned as

(1.19)

where A is a characteristic time of the material, U is a characteristic velocity and L is 

a characteristic length. The existence of this group was first demonstrated by White 

[5] and is the ratio of elastic to viscous effects. For a Newtonian liquid We = 0.

Sometimes in the non-dimensional analysis of viscoelastic fluids the ratio of elastic to 

viscous effects are defined as the Deborah number (De) instead of the Weissenberg 

number. A list of definitions used by different research groups for the 4:1 planar con­ 

traction benchmark problem are given in Table 1.3 (where the characteristic velocity 

U and length L are the downstream average velocity and half channel width and 7 

is the shear rate on the downstream wall).

1.5.3 High Weissenberg Number Problem

The earliest numerical algorithms for non-linear higher order numerical models (whether 

differential or integral) failed to converge beyond a relatively low range of elasticity. 

The range for which convergence was achieved was only marginally above the range 

for which the order-fluids were valid. This problem came to be known as the high 

Weissenberg number problem. The high Weissenberg number problem affects the 

numerical simulation of flow even in simple geometries. Therefore it is particularly
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Paper Definition of We or De

Sato and Richardson [14] We = \iU/L

Carew et al. [15] We = XiU/L

Matallah et al. [16] De = Xrf

Marchal and Crochet[17] De = Xij

Yoo and Na [18] We = (XiU/L)(l - /3)

Phillips and Williams [19] We = XiU/L

Aboubacar et al. [20] We = XiU/L

Oliveira et al. [21] De = XiU/L

Alves et al. [22] De = X^U/L

Table 1.3: Definitions of the We and De numbers for the 4:1 planar contraction.

difficult to model geometries which contain points of singularity or give rise to steep 

stress boundary layers. In the late 1980s Marchal and Crochet [17] introduced a 

finite element scheme based on Hermitian finite elements to model viscoelastic flow 

with which they were able to extend the range of convergence up to a Weissenberg 

number of 2.19 for creeping flow of a Oldroyd-B fluid in a 4:1 contraction geometry.

Various other stable numerical methods have since been developed to model vis­ 

coelastic flow which have been able to further increase the range of Weissenberg 

numbers for which converged solutions can be obtained. Matallah et al. [16] were 

able to achieve converged solutions for up to a De number of 24 using recovery and 

stress-splitting schemes within a finite element formulation. Phillips and Williams 

were able to achieve convergence up to a Weissenberg number of 2.5 for both creep­ 

ing and inertial flows of the Oldroyd-B fluid in a 4:1 contraction geometry with a 

semi-Lagrangian finite volume method [19].

Alves et al. [22] used a semi-structured finite volume method for the Upper Con- 

vected Maxwell fluid in a contraction geometry. Their method proved to be stable up 

to De — 3 on meshes with very high refinement at the re-entrant corner. Aboubacar 

et al. [20, 23] introduced a cell-vertex hybrid finite volume/element scheme based on 

triangular meshes to solve both sharp and rounded re-entrant corner, planar contrac­ 

tion problems. For the Oldroyd-B model in the rounded corner geometry converged
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solutions were obtained for Weissenberg numbers less than 4.4 whereas with the PTT 

model they were able to attain convergence of up to 20.

Hua-Shu Dou and Nhan Phan-Thien [24] used a parallel unstructured finite volume 

method to simulate the flow of an Oldroyd-B fluid past a cylinder and managed to 

achieve convergence up to Deborah number 1.8. Sun et al. [25] with their DAVSS- 

G/DG finite element scheme managed to achieve convergence for up to a Deborah 

number of 12.35 thereby exceeding previously attained values of elasticity for the 

benchmark of flow past a cylinder in a channel. Baaijens et al. [8] have used a 

variation of the discontinuous Galerkin method to study the capabilities of consti­ 

tutive models such as the PTT and Giesekus models for the flow past a cylinder 

problem. With the Giesekus model they were able to obtain converged solutions up 

to a Deborah number of 4.6 while the PTT model converged up to Deborah number 

8.9.

1.6 Process Modelling

Research into viscoelastic flow was initiated partly as a result of challenges encoun­ 

tered in industrial processes. Consequently a large amount of work has also been 

carried out on process modelling. A small selection of recently published work is 

presented below to highlight the type of processes that have been investigated, the 

complex physics which govern the processes and the computational methods used.

Optical fibers are used in numerous applications such as communications systems, 

imaging processes and medical science. Organic polymers are used to manufacture 

these fibres through process which involves momentum, heat and mass transfer and 

free surface flows. This is one of the processes which has been investigated using 

numerical techniques by Tsai and co-workers [26]. The computational method is 

based on the finite element method with the streamline upwind scheme for solution 

of momentum, mass and energy transfer and the spine method to track the free 

surface.

Cable coating is another industrial process that has been researched in a viscoelastic 

context. The simulation of viscoelastic flows on cable coating carried out by Mutlu
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et al. [27] where changes in velocity, stress distribution and pressure loss are in­ 

vestigated using finite element techniques is an example of work carried out in this 

area.

The issue of natural convection heat transfer in enclosed spaces has been addressed 

by Demir and co-workers in their recent publications [28, 29] using viscoelastic flow 

and a finite difference formulation. This is a topic which has wide applications such as 

double glazed windows technology, solar collectors technology, cooling of radioactive 

waste containers etc..

The effects of viscous heating on the stability of a viscoelastic flow without externally 

imposed heating has been studied by Becker et al. [30] using a spectral method. The 

investigation was motivated by the fact that poor heat conductance in polymers 

cause significant temperature gradients within flowing polymers even in the absence 

of externally applied heat sources due to frictional dissipation and this exponentially 

reduces local viscosity and polymer elasticity.

Wachs et al. have also carried out nonisothermal viscoelastic flow computations 

[31]. In this particular paper they investigate the various effects that occur under 

thermal conditions related to external cooling operations particularly in the presence 

of geometrical singularities using a solution algorithm based on a velocity-pressure- 

stress-temperature finite volume method.

Other recent work includes a finite element code by Pillapakkam and Singh [32] 

based on the level-set method to model the motion of viscoelastic two-phase flows 

and a boundary element based algorithm by Khayat [33] where lubrication theory is 

extended to simulate the transient free surface flow of Oldroyd-B type fluids inside 

thin cavities.

The small sample of work detailed above show the diversity of applications involving 

viscoelastic flow.

In addition to algorithms of the type described above there are also commercial codes 

avialable for modelling polymers such as Polyflow [34] and CMOLD [35]. These 

codes are used widely by industry as well as researchers. For example Sun et al. 

[36] implemented a nonisothermal formulation for viscoelastic flow within Polyflow 

to model nonisothermal meltspinning with ongoing crystallization.
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Both Polyflow and CMOLD use solution techniques based on finite element methods. 

CMOLD uses the Cross-exp model which is a modified Newtonian model to predict 

polymer behaviour. Polyflow has an extensive library of viscoelastic models to choose 

from ranging from differential to kinetic theory models. The free surfaces are tracked 

using mesh adapting techniques.

1.7 Motivation for this Project

Several sections in this chapter have focused on reviewing the complex nature of 

viscoelastic fluids, the challenges associated with finding numerical solutions to such 

flow, the complexity of the industrial processes which involve viscoelastic fluids and 

the algorithms that have been developed in an attempt to find accurate solutions. 

Even though great strides have been made in this field during the last 20 years it 

is clear that the work is by no means complete. In many industrial processes vis­ 

coelastic fluids are still being treated as Newtonian or modified Newtonian models to 

avoid the difficulties associated with solving viscoelastic constitutive equations when 

developing algorithms for process modelling. The following are a list of persisting is­ 

sues surrounding the numerical modelling of viscoelastic fluids and gaps in currently 

available software.

  The high Weissenberg number problem.

  The lack of fully unstructured finite volume algorithms for viscoelastic flow in 

spite of the robustness of the technique with regard to conservation and low 

memory requirements.

  The lack of viscoelastic flow algorithms which can be used as a predictive 

tool with interface tracking capability on Eulerian fixed meshes that take into 

account effects from both fluids, maintains the interface as sharp front and 

takes surface tension effects into account.

This research project aims to address the issues identified above using a novel com­ 

putational fluid dynamics algorithm for viscoelastic flow.
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1.8 Objectives of the Project

The objectives of the work in this thesis are as follows:

• To develop a collocated unstructured finite volume algorithm for viscoelastic 

flow.

• To address the high Weissenberg number problem.

• To investigate latest trends reported on the behaviour of the salient corner 

vortex for the 4:1 planar contraction benchmark problem.

• To couple the viscoelastic algorithm with interface tracking techniques to sim­ 

ulate free surface flow with surface tension effects.

1.9 Research Strategy

In order to achieve the objectives listed in the section above

• The Oldroyd-B fluid is incorporated within the finite volume algorithm PHYSICA+.

• Simulations are carried out on the 4:1 planar contraction benchmark problem 

to test the sensitivity of the algorithm and to investigate salient corner vortex 

behaviour for increasing Weissenberg numbers.

• The viscoelastic algorithm is coupled with the Scalar Equation Algorithm and 

the Level Set Method. The LSM is used to capture surface tension effects.

• The viscoelastic free surface algorithm is validated using a planar channel flow 

test case and surface tension effects are tested using the square to circle test 

case.

• Simulations are then carried out for the real world problems of underfill encap­ 

sulation: injection flow and jetting.
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1.10 Outline

This thesis consists of six chapters including this introductory chapter. This chapter 

began with a brief description of the nature of viscoelastic fluids and their applica­ 

tions. In sections 1.2 and 1.3 several constitutive models for viscoelastic fluids were 

outlined. Some of the difficulties associated with solving such constitutive equations 

were presented and a discussion of the advancement of numerical modelling during 

the last two decades for viscoelastic fluids was given. Towards the end of the chapter 

some of the demands of process modelling were discussed and the gaps in existing 

algorithms were identified. This was followed by the aims of the project and the 

research strategy.

In Chapter 2 the details of an unstructured finite volume method for the solution of 

a generic scalar variable are presented.

In Chapter 3 the implementation of the Oldroyd-B viscoelastic model in 3-D within 

the finite volume algorithm presented in Chapter 2 will be discussed. This algorithm 

provides a novel method to solve viscoelastic flow and is validated through simula­ 

tions on flow through a planar channel and 4:1 planar contraction benchmark test 

case.

Chapter 4 presents the details of free surface algorithms within PHYSICA+ and the 

coupling of the viscoelastic flow algorithm with these interface tracking techniques. 

The resulting viscoelastic free surface algorithm is a novel technique for viscoelastic 

fluids and numerical tests are carried out to validate the algorithm by simulating 

free surface flow through a planar channel.

In Chapter 5 the viscoelastic free surface algorithm is applied to two industrial ap­ 

plications on geometries which involve micro-scale dimensions.

Finally in Chapter 6 concluding remarks and suggestions for future work will be 

presented.
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An Unstructured CFD Algorithm

In this chapter a collocated finite volume technique for the solution of a generic 

scalar variable will be described. This will begin with a brief review of finite volume 

schemes and will be followed by the discretization of a general convection-diffusion 

equation on unstructured meshes. A description of the various differencing schemes 

which have been of interest in this present study will be presented. Finally the 

solution algorithm for the coupling between the momentum and pressure equations 

are discussed.

2.1 A Brief Introduction to FV Techniques

The Finite Volume (FV) technique has become a popular choice for Computational 

Fluid Dynamics (CFD) algorithms due to the clear relationship between the nu­ 

merical algorithm and the underlying physical conservation principle and the low 

computational storage requirements. This technique where the integral formulation 

of the conservation laws are discretized directly in the physical space was introduced 

independently by McDonald [37] and MacCormack and Paullay [38] to solve 2-D, 

time dependent Euler equations and was extended to 3-D flows by Rizzi and Inouye 

[39]. This technique which can be viewed as a special finite difference formulation 

involves the formal integration of the governing equations of fluid flow over all the 

control volumes of the domain. The discretization is carried out by approximating 

the convection, diffusion and source terms in the integrated flow equation with finite

25
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difference type approximations which converts the integral equations into a system 

of algebraic equations. The algebraic equations are solved by an iterative method. 

The direct discretization of the integral form of the governing equations ensures that 

mass, momentum and energy remain conserved at the discrete level.

This method can be used with arbitrary meshes which enable the definition of a large 

range of control volume types around which the conservation laws are expressed. Two 

types of meshes are used with the method:

• Structured meshes which are finite difference type meshes where the mesh 

points lie on the intersection of curvilinear coordinate lines.

• Unstructured meshes which are finite element type meshes which contain trian­ 

gular, quadrilateral or even tetrahedral elements where the mesh points cannot 

be identified with coordinate lines. Therefore the points are identified by num­ 

bering them in a orderly manner. The unstructured meshes are important 

when the computational domains are irregular.

Once the type of mesh is selected, the next step is to locate the variables on the mesh. 

In the cell-centred method the variables are averaged over the cell to represent the 

value at a point within the cell. In the cell-vertex method the variables are located 

at the mesh points. Figure 2.1 shows the two grid arrangements.

Due to the irregular nature of real world computational domains unstructured, cell- 

centred finite volume methods are preferred by the CFD community. One of the 

earlier applications of the finite volume approach on unstructured meshes was by 

Thomadakis [40]. The algorithm was based on a staggered mesh approach, with 

the velocities being solved at the element centres and the pressure at the element 

vertices for low Reynolds number flows. Pan et al. [41] employed an unstructured 

mesh with triangular elements to solve a variety of laminar flow problems. Chow [42] 

employed the unstructured, cell-centred finite volume technique to solve simple flow 

and heat transfer problems in 2-D using polygonal elements ranging from triangles 

to octagons. This methodology was later extended to solve transport phenomena on 

3-D unstructured meshes by Croft [43]. The finite volume algorithm presented in 

the following section is based on this method.
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Figure 2.1: cell centred and cell vertex grids.
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2.2 FV Discretization of the Scalar Equation

The finite volume technique for the solution of a generic scalar variable presented in 

this section has been implemented within the multiphysics framework PHYSICA+ [44] . 

PHYSICA+ solves solid mechanics as well as fluid dynamics phenomena on unstructured 

meshes using finite volume techniques based on the methodology developed by Chow 

[42], Croft [43] and Taylor [45]. The CFD algorithm models Newtonian flow using 

a cell-centred arrangement. The cell-centred method places all variables such as 

velocity components, pressure, etc. at the centre of the control volume which is also 

the centre of the mesh elements which represent the flow domain.

The general conservation equation used in the CFD algorithm is given by

V . (0u0 = V • (r,V0 + St , (2.1)

where <5, 0 and F^ are material properties and (/> and 3$ are functions whose definitions 

depend on the equation being considered. The terms in Eqn (2.1) represent, from 

left to right, the transient, convective, diffusive and source contributions respectively.

To discretize Eqn (2.1) a grid which consists of non-overlapping polyhedral control 

volumes is placed on the computational domain. The point at which the value of 0 

is sought is at the centre of each control volume. Using the divergence theorem for 

the convection and diffusion terms the resulting equation is

+ I 0(u- nUds = I I\V^ • nds + / S+dv, (2.2) 
Js Js JvJv ot

where n is the outwardly directed unit normal vector to a face of the control volume. 

Using a fully implicit approximation, and assuming the mesh does not move the 

transient term becomes

Jv dt dV * At ' (2 ' 3) 

where the subscript P represents the average value in the centre of the control volume 

and the superscript o indicates the value at the previous time step. Vp is the volume 

of the control volume.

The source term is expressed in a linearised form as

(2.4)
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where Sc and Sp can be functions of any stored values and Sp < 0 to ensure diagonal 

dominance. This leads to

* (Sc ~ SP <f>p)Vp. (2.5)

The diffusive and convective terms are approximated at the faces of the control 

volume. The diffusive term becomes

where the summation is over the number of faces. Here 4>A is the value of the variable 

at the centre of the neighbouring cell, d^p is the distance between the centres of the 

neighbouring cells and Af is the area of the face.

The value of F^ is calculated using the harmonic mean where

(r*)/ =;

where

"/ = . T, • (2-8)
"A/ +

Instead of using the harmonic mean the arithmetic mean could be used. However the 

second method suffers from the drawback that if for example (F^)^ is zero then it 

would approximate a value for (F^)/ between the nodes A and P instead of it being 

zero as it should. Similarly if (F^)^ is much less than (F^)p then (F^)/ should depend 

on (F0) A and inversely on a/ as the resistance to the flux of 0 is less between the 

interface and the centroid of element A. Instead with the model based on arithmetic 

mean the value of (F^)^ is dominated by (F^p which is not correct. Therefore 

the approximation based on the harmonic mean is a much better model as it gives 

= 0 if either (F^)^ or (F^)p is zero and for (F^)p » (F^)^

-. (2.9)

The quantity Af(r^)//dAp in Eqn(2.6) is the diffusion coefficient and will be referred 

to from here on as D/.

The discretized convection term becomes

/ 0(u • n)(j)dS ~
/
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The value of #/ takes the value in the upwind element such that

Op if (u • n) f > 0,
V y/ (2.11)

9A if (u - n) f < 0.

In an effort to avoid pressure checker boarding effects the Rhie-Chow [46] interpola­ 

tion method is used to evaluate the normal component of velocity at the faces i.e. 

(u-n)f. The value of </> at the face (0/) is calculated using an appropriate differencing 

scheme. In section 2.2.3 we present the differencing schemes which have been used 

during the course of this study. The term AfOf(u • n)f is the convection coefficient 

and will be represented by F/ in the rest of this thesis.

Once all terms in Eqn (2.1) are approximated, for any element P it is possible to 

derive a linear equation of the form

aP (f)P = J^ anb(f)nb + bP . (2.12)
nb

For a finite number of points, Eqn (2.1) can be expressed as a linear matrix equation 

of the form

[A]0 - 6, (2.13)

where 0 is a vector of the values of (f). This matrix equation can now be solved to 

get an approximation as close as possible to the solution of Eqn (2.1).

2.2.1 Rhie-Chow Interpolation

The Rhie-Chow interpolation provides a method which overcomes the pressure and 

velocity checker boarding effects which occur if the arithmetic mean of values in the 

control volumes adjacent to a face is used to approximate the pressure or velocity 

on face of an element. Therefore, if the velocity component v is considered then the 

face velocity v/ in the coefficient (v • ny )f is approximated as

(2.14) 

where

(2.15)
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Figure 2.2: Non-orthogonal control volumes.

+ a A

J_ 
a/

(2.16)

(2.17)

(2.18)

(2.19)

(2.20)

2.2.2 The Cross Diffusion Terms

In Eqn(2.6) the normal gradient of two adjacent elements A and P were approximated

as
ety „ <!>A- fa ̂ (2 21) 
on UAP

where dAp is the distance between the centroids of elements A and P.

For the above approximation to be made the mesh has to be fully orthogonal. On 

unstructured meshes, the line connecting the centroids of the nodes is not parallel 

to the normal to the face (see Figure 2.2). This type of mesh skewness is referred 

to as non-orthogonality [43]. Therefore corrections are made when discretizing the 

diffusion term to prevent numerical error due to non-orthogonality by approximating
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Figure 2.3: Non-conjunctional control volumes.

the normal gradient as
06

. 
or]

(2.22)

In Eqn(2.22), /LA is vector along the line connecting two adjacent nodes, (3 is a tan­ 

gential component of the normal vector n and rj is a unit vector in the direction of

Once the non-orthogonality terms are introduced, the diffusion coefficient in the 

discretized equation changes to

Af dAP
(2.23)

and the source term gains an extra term equal to

where Af is the area of any face / between two adjacent elements A and P.

Another form of mesh skewness occurs when the line connecting the centres of the 

two adjacent elements does not pass through the centroid of the face as depicted in 

Figure 2.3. This is referred to as non-conjuctionality [43].

The value at the face centre is estimated by extrapolating the value at the intersection 

point and its gradients. The value at the intersection is calculated by interpolating 

the nodal values. Therefore the non-conjunctionality correction for a face centre is

dlf • (2.25)
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flow direction

" Pe = 0 Pe

U \ ^ 1 D

Figure 2.4: Convection and the Peclet number. 

The term d/y is a vector from the intersection point to the face centre.

2.2.3 Differencing Schemes 

Peclet number

The Peclet number is a non-dimensional number which is a measure of the relative 

strengths of convection and diffusion in a cell given as

(226)( 'D ~ ryz,'
where F is the convective mass flux per unit area and D is the diffusion conductance 

at cell faces. The values #, F^ are material functions, U is the characteristic velocity 

in the cell and L is the characteristic length.

When Pe = 0 we have pure diffusion. To illustrate this if we consider the contours of 

a variable 0 they will be concentric circles around a source at node P (see Figure 2.4) 

since in the absence of convection, diffusion tends to spread (f> equally in all directions. 

Now if Pe is gradually increased then the contours will gradually evolve into ellipses 

and get shifted in the direction of the flow. We also see that although the node D is 

influenced by both upstream and downstream conditions at this point there is more 

influence from upstream. Conditions at P will only be very weakly affected if at all 

by conditions at D. In the extreme case of there being only convection then (P — )• oo) 

the elliptical contours will become completely stretched out in the direction of the
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flow which would mean that properties at P are directly transported downstream. 

Therefore point D will be influenced solely by upstream conditions and as there is 

no diffusion 4>D will have the same value as (pP . The relationship between the value 

of the Peclet number and the direction from which there is the strongest influence 

is called the "transportiveness" . It is very important that discretization schemes for 

convection account for transportiveness. The Ff and Df which were introduced at 

the end of section 2.2 as the convection and diffusion coefficients of the discretized 

equation are the cell face values of F and D.

The central differencing scheme

To evaluate the variable 0/ on the face of the control volume we could use the central 

differencing scheme which would give

(2.27)

Then

anb = Df - 0.5*), (2.28)

and

). (2.29)
nb f

where ap is the coefficient of (j)p in the discretized equation.

One of the requirements of a differencing scheme to be bounded is that all coefficients 

of the discretized equation should have the same sign. However with the central 

differencing scheme some coefficients may become negative while others are positive 

if convection is dominant. This places an upper bound upon the Peclet number 

at 2 above which the scheme becomes unstable. Therefore this method is suitable 

for diffusion dominated flows or, since dpA and u both appear in the numerator of 

the definition of the Peclet number, for flows with very small grid spacing or low 

Reynolds number flows where the velocity is very small.

The other drawback with this scheme is that it does not take into account the 

direction of the flow or the strength of the convection over diffusion thereby neglecting 

the transportiveness property.
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The upwind differencing scheme

The main drawback with the central differencing scheme was its inability to account 

for transportiveness. The upwind scheme treats the diffusion term the same as in 

the central differencing scheme but is able to incorporate transportiveness into the 

discretization of the convection term. The face value of cf>f is approximated by setting 

it to the value of the upwind element such that

= <
if (u-n)t> 0,

V ;/ (2.30)
(J>A if (u ' fi)f < 0.

Then

anb = DS + max(-F/ , 0), (2.31)

/- (2.32)
nb f

With this scheme the coefficients of the discretized equation are always positive 

therefore it is unconditionally bounded. Transportiveness of the flow is recognized 

as the formulation takes into account the direction of the flow. However the scheme 

is only first order accurate and is prone to false diffusion if the geometry contains 

regions where the flow direction is not aligned with the grid lines.

The hybrid differencing scheme

There have been many improved first-order schemes which have been developed to 

overcome the shortcomings of the upwind scheme. Several have been implemented 

within the PHYSICA+ framework. Here we discuss the hybrid scheme since it is the 

first-order scheme that has been employed during this work.

The hybrid scheme of Spalding [47] is based on a combination of central and upwind 

differencing schemes. The switching between the schemes is based on the value of 

the local Pe number. The scheme uses piecewise formulae based on the local Peclet 

number to evaluate the net flux through each control volume face, /. The local 

Peclet number evaluated at any face / of a control volume can be expressed as

Pef = 2- (2.33)
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where Ff and Df are the convection and diffusion coefficients of the discretized 

equation.

Therefore, using the hybrid differencing scheme for any element P, anb which is the 

coefficient of any neighbouring node in the discretized equation can be expressed as 

follows:

for Pef < -2

= -Pef , (2.34)

for -2 < Pef < 2

anb/Df = 1.0 - 0.5Pe/, (2.35)

for Pef > 2

anb/Df = 0. (2.36)

This can be rewritten as

anb = max |-F/, D/ - -^, OJ , (2.37)

and

^ (2-38)
nb f

This scheme is fully conservative and unconditionally bounded since the coeficients 

of the discretized quation are always positive. By switching to the upwind scheme at 

high Pe numbers it accounts for the transportiveness of the flow. The scheme is very 

stable but is only first-order accurate which leads to numerical diffusion. Therefore 

higher order methods have been developed which possess transportiveness and better 

stability.

The QUICK scheme

The higher order scheme that is employed in this thesis is the Quadratic Upstream 

Interpolation for Convective Kinematics scheme (QUICK) of Leonard [48]. This 

three point scheme for convection is third-order accurate on uniform meshes and 

reduces to second order accuracy on non-uniform meshes. For any face, /, it uses a 

three-point upstream weighted quadratic interpolation.
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The value of (/>/ between two bracketing nodes i and i — I is given by

2, (2.39)

where nodes i — 1 and i — 2, are upstream of node i. The formulation presented in 

Eqn (2.39), causes negative main coefficients to appear in the main diagonal which 

results in the scheme becoming unstable. Therefore, the expression is re-formulated 

in order to guarantee diagonal dominance which in turn overcomes the stability 

problems. The re-formulation of Eqn (2.39) used in PHYSICA+ [44] is

o _ _. (2.40) 
o

This formulation places the negative coefficients in the source term whilst retaining 

the positive main coefficients. This corresponds to the well known deferred-correction 

approach. The method introduces a contribution to the diagonal of the system matrix 

of the form

D/ + max(-F/ ,0). (2.41)

The negative of the value in (2.41) is placed in the off-diagonal position corresponding 

to the adjacent element and there is a contribution to the source term for both 

elements associated with any face, /, equal to

max(-F/, 0)0.125(3^ - 2<&_i - <^_ 2 ). (2.42)

Since this method uses quadratic functions to approximate the face values, it is 

second-order accurate and the use of two upstream nodes in the quadratic formulation 

ensures transportiveness. False diffusion has been found to be minimal with results 

on coarse grids being more accurate than with hybrid or upwind schemes. However 

the use of two upstream nodes causes difficulties when approximating nodes close to 

the boundaries of the domain. To overcome this Leonard [48] recommended the use 

of mirror nodes. The scheme has also been seen to produce slight undershoots and 

overshoots at discontinuities in the flow field.

2.2.4 Solution Algorithm

The pressure field is calculated within PHYSICA+ using the SIMPLE or SIMPLEC 

algorithms. The acronym SIMPLE stands for Semi-Implicit Method for Pressure-
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Linked Equations and was presented by Patankar and Spalding [49]. The acronym 

SIMPLEC stands for SIMPLE-Consistent algorithm and was presented by van Door- 

mal and Raithby [50].

SIMPLE algorithm

The SIMPLE algorithm uses the continuity equation

g + V(pu) = 0, (2.43)

to predict the pressure field. This is done by expressing the continuity in terms of 

a pressure correction where the face velocity terms are redefined in terms of pres­ 

sures by using Rhie-Chow interpolation. Starting with a guessed velocity field u* 

and pressure field p* the corrections to these fields, u,', p', are sought so that the 

guessed pressure field p* is improved and consequently u* gets progressively closer 

to satisfying the continuity equation.

If p is the correct pressure and v is a component of the correct velocity field u then

P = P*+P, (2.44) 

v = v*+v. (2.45)

Based on the Rhie-Chow interpolation technique the face velocities and pressure 

must satisfy Eqn(2.14) upon convergence. Then for any guessed velocity and pressure 

values the face velocities can be given by

(2.46)

Subtracting Eqn(2.46) from Eqn(2.14) gives

~ ~~' (2-47)

Since the first two terms in Eqn(2.47) cancel upon convergence, the first two terms 

are dropped to simplify the resulting pressure equation. Therefore

vt = -T,(Vyp),. (2.48)

By approximating (Vyp )/ as in Eqn(2.18), the above equation can be rewritten as

v'f = djAfn(pP -pnb). (2.49)
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The discretized form of Eqn(2.43) is

PrVr-P°pVt +EAf(pu . n)f = (>i (2 . 50)

where the superscript, o, signifies the previous time step values and A£ is the time 

step. The summation is over all the faces of the control volume signified by the 

subscript P.

Then for the velocity component v substituting Eqn(2.45) and Eqn(2.49) into Eqn(2.50) 

gives

Ep/Ajn - nd-f (p'P - P'A ) f = 
/

The above equation can be written in the form

anbPnb = bPi (2-52)
nb

which is the discretized equation for the pressure corrections. In the above equation

anb — pfAfdfin • n, (2.53)

(2.54)

(2.55)

Therefore by solving Eqn(2.52) the pressure corrections can be obtained. To derive 

the discretized form of the velocity correction equation, the discretized momentum 

equation is considered for the velocity component ?;, which is

apvp = Y^ anbVnb + bP - (Vyp)p. (2.56)

The guessed pressure field is used to obtain the guessed velocity from Eqn(2.56) 

during the solution procedure which means

aPv'p = ]C a^v'nb ~ (Vyp')p. (2.57) 
/

An approximation is made to the above equation by dropping the summation term 

which gives a direct solution for the velocity corrections given by

vp = ~ .df">fMafPp + (1 - ®f)Pnb)i (2-58)
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where

= . (2 59)
«

In the equation above, d is the distance from the element centroids to the common 

face where A and P are adjacent control volumes.

SIMPLEC algorithm

The pressure correction equation in the SIMPLEC algorithm is calculated the same 

as in SIMPLE. The difference in the two schemes is in the calculation of v the 

velocity correction. In SIMPLEC a term v'P ^nb anb is subtracted from both sides of 

Eqn(2.57). This changes the dp term to

(2-60)
nb

and the term dropped in obtaining Eqn(2.58) from Eqn(2.57) is

(2.61)
nb

The solution sequence of SIMPLE/SIMPLEC

1. Initialise velocity field u and pressure field with initial guess u* and p* .

2. Solve for new velocities it* using it*, p* with Eqn(2.56).

3. Solve for pressure corrections p using it* with Eqn(2.52).

4. Solve for velocity corrections u using p and Eqn(2.58).

5. Velocity and pressure fields u and p are updated using it*, u', p* and p with 

Eqns(2.44)-(2.45).

6. Check for convergence. If converged then stop else set u and p to u* and p* 

and repeat steps 2 to 5 until convergence is achieved.
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2.3 Conclusion

In this chapter a collocated unstructured finite volume discretization for the solution 

of a generic scalar variable was presented and the interpolation technique used to 

overcome pressure checkerboard effects was discussed. Several differencing schemes 

have been presented for convection and properties of each scheme were outlined. 

Finally the solution algorithm for the pressure velocity coupling was presented.



Chapter 3

Implementing The Oldroyd-B 

Model In PHYSICA+

The finite volume algorithm in PHYSICA+ for a Newtonian fluid was presented in the 

previous chapter. This algorithm is now extended to solve viscoelastic flow for the 

Oldroyd-B model. The resulting algorithm is validated using a planar channel test 

case and the 4:1 planar contraction benchmark test case.

3.1 Use of Finite Volume Techniques for Viscoelas­ 

tic Flow

Recently there has been a renewed interest in the use of finite volume methods 

to model viscoelastic flow. This is mainly due to their economy of computational 

resources when compared to finite element methods. This renewal of interest began 

with Yoo and Na [18], Sasmal [51] and Xue et al. [52] who used orthogonal staggered 

meshes. The finite volume method presented by Yoo and Na [18] was also able to cope 

with non-uniform meshes and was used to simulate flow of an Oldroyd-B fluid. The 

constitutive equation was discretized using the deferred correction method and the 

equations were solved using the Semi-Implicit Method for Pressure Linked Equations- 

Revised(SIMPLER) algorithm [13].

The finite volume algorithm presented by Sasmal [51], was based on the stream

42



CHAPTER 3. IMPLEMENTING THE OLDROYD-B MODEL IN PHYSICA+ 43

function-vorticity approach in the Elastic Viscous Split Stress (EVSS) form and was 

employed to solve steady creeping flow of an Upper Convected Maxwell (UCM) fluid 

through a 4:1 axisymmetric contraction. The discretized equations were solved by a 

semi-implicit line-to-line method using the Tri-Diagonal Matrix Algorithm (TDMA) 

and a pseudo-transient term was added to the stress constitutive equation to im­ 

prove stability. The value of the pseudo-transient term was inversely proportional to 

elasticity. Since the initial value used was very small, it placed an upper-bound on 

the range of elasticity.

Xue et al. [52] introduced artificial diffusion terms to both sides of the discretized 

constitutive equations to improve stability and simulated the flow of a modified 

Phan-Thien-Tanner (MPTT) fluid. The Semi-Implicit Method for Pressure-Linked 

Equations with Splitting Technique (SIMPLEST) algorithm was developed to solve 

viscoelastic type flow by applying decoupled techniques. The solution process was 

split into a series of steps through which continuity of the flow field was maintained 

by solving Poisson's equation for the pressure and by ensuring both pressure and 

velocity fields satisfied the same momentum equation at the end of each timestep.

The above authors used the same staggered grid arrangement where the pressure and 

all three stress variables were located at the centre of the control volume. Through 

this arrangement they avoided placing any stresses at the re-entrant corner of the 

geometry and consequently were able to avoid the stress singularity. However, all 

schemes used first-order upwind approximations for the convection terms in the gov­ 

erning equations which tend to lose their accuracy when the flow is not aligned with 

the grid.

The use of higher-order differencing schemes along with a different staggered grid 

arrangement with finite volume techniques to solve viscoelastic type flow were ex­ 

plored by Darwish, Whiteman and Bevis [53] and Mompean and Deville [54]. This 

staggered grid placed the shear stress at the corners of the control volume while 

the normal stresses and pressure were placed at the same location. A similar mesh 

arrangement was used by others such as Gerritsma [55] and Phillips and Williams 

[19].

Darwish et al.[53] studied the flow of a Upper Convected Maxwell (UCM) fluid in
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a sudden expansion geometry and an analytical solution was used as the solution 

to the value of the shear stress at the re-entrant corner. A Perera and Walters 

[56] type substitution was used to replace the extra-stress tensor in the momentum 

equation to enhance numerical stability and the Sharp and Monotonic Algorithm 

for Realistic Transport (SMART) scheme developed by Gaskell and Lau [57] was 

used to discretize the convection terms. Discretized equations were solved using the 

PRessure Implicit Momentum Explicit (PRIME) algorithm [58] with modifications 

to increase efficiency when solving viscoelastic flow.

Mompean and Deville [54] used the second-order QUICK scheme to approximate 

convection and extended the 2-D finite volume scheme to a 3-D algorithm in order 

to study the flow of Oldroyd-B fluids in 3-D domains.

Phillips and Williams introduced a semi-Lagrangian technique based on the work 

of Scroggs and Semazzi [59] to handle the convection terms. In order to handle 

the difficulty associated with calculating the shear stress at the re-entrant corner, an 

approximation was made using shear stress values located very close to the re-entrant 

corner, details of which can be found in Phillips and Williams [19]. The SIMPLER 

algorithm was used to solve the discretized equations.

The aforementioned algorithms clearly extended the boundaries on the application 

of finite volume techniques to the numerical modelling of viscoelastic flow. However, 

these methods can not be applied readily to real world problems as they require struc­ 

tured orthogonal meshes. Most industrial geometries contain irregular geometries. 

Therefore the modelling of such problems require numerical techniques which can be 

used along with unstructured meshes, preferably with a collocated grid arrangement.

A collocated finite volume technique for viscoelastic flow through structured meshes 

was published by Missirlis et al. [60]. A momentum interpolation technique was 

used by them to overcome pressure checkerboard effects. Simulation results were 

presented for a UCM fluid on a 4:1 planar expansion geometry. The stress conserva­ 

tion equations were expressed in total stresses which led to a faster algorithm than 

the PRIME algorithm used by Darwish et al. [53].

Work on unstructured finite volume techniques for viscoelastic flow was first pub­ 

lished by Huang et al. [61] who used a non-structured method to simulate inertialess
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flow of the PTT fluid in eccentric bearings. Dou and Phan-Thien [24] presented 

a parallel unstructured finite volume method to simulate the flow of an Oldroyd-B 

fluid in a planar channel past a stationary cylinder. The flow equations were treated 

using a discrete elastic viscous split stress (DEVSS) formulation along with an in­ 

dependent interpolation of the vorticity (DEVSS-u;). A collocated grid arrangement 

was used based on a control volume based finite element method. The discretized 

equations were solved using the SIMPLER algorithm.

Oliveira et al.[62] developed a fully collocated finite volume method for non-orthogonal 

block structured meshes using curvilinear coordinates. The basic equations used were 

the 3-D incompressible and isothermal laminar flow of a UCM. The UCM constitutive 

equation was used in conservative form, consequently, an ordinary diffusion term was 

added to both sides of the momentum equation to ensure numerical stability. Rhie 

and Chow [46] type interpolation was used to overcome pressure, velocity, stress 

decoupling. The SIMPLEC algorithm [50] is employed to solve the equations. A 

time-marching version of the algorithm is used to facilitate the solution of transient 

flows and to enable the use of under-relaxation in steady flows.

These unstructured finite volume algorithms of Huang et al. and Dou and Phan- 

Thien and the semi-structured collocated alogorithm of Oliveira et al. have been 

successful in predicting the latest numerical trends associated with specific constitu­ 

tive models for the chosen benchmark test cases. However these results cannot be 

generalised as the challenges associated with modelling viscoelastic flow vary with 

constitutive models and type of benchmark test case. Therefore there is still consider­ 

able interest within the modelling comunity in developing stable numerical methods 

as there is no one method capable of providing stable solutions for a wide range 

of constitutive equations on different geometries which is not affected by the high 

Weissenberg number problem.

In the remainder of this chapter a fully unstructured cell-centred finite volume al­ 

gorithm will be presented for the Oldroyd-B model. This technique uses Rhie-Chow 

interpolation and the hybrid and QUICK differencing schemes. The SIMPLEC al­ 

gorithm is employed to solve the discretized equations.
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3.2 The Oldroyd-B Model

The viscoelastic model that is implemented in this work is the Oldroyd-B differential 

model. A differential constitutive model is chosen since with differential models the 

evolution of the stress at a given time is only dependent on the velocity and stress 

fields of that particular moment in time. Therefore a knowledge of the deformation 

history for past times is not required. The system of PDE's for the flow of the 

Oldroyd-B fluid is elliptic, parabolic and hyperbolic in character. Even though it 

is one of the simplest of the non-linear models the hyperbolic nature affects the 

numerical solution around singularities with increasing elasticity. Therefore it is a 

good test for numerical algorithms.

3.3 Governing Equations

The governing equations for the Oldroyd-B fluid are given by the continuity and 

momentum equations of motion (neglecting gravitational forces) [63]

V'ii = 0, (3.1)

_ _ _ 
+ pu • Vu = -Vp + V • r, (3.2)

and the constitutive equation (refer Table 1.2)

r + A 1 T=2r/(£> + A2 £>). (3.3)

where AI is the relaxation time, \2 is the retardation time, 77 is the zero shear rate 

viscosity and r is the extra-stress tensor. The terms r and D are the upper convected 

derivative of the stress tensor and the rate of deformation tensor both of which are 

defined in Chapter 1 (Eqn(1.17) and (1.15)). When A2 = 0, Eqn(3.3) reduces to the 

constitutive equation for the UCM model and if AI = A2 it simplifies to a Newtonian 

fluid with viscosity 77.

The stress tensor r can be split into a viscoelastic component T\ and a purely viscous 

component r2 . Then

(3.4)
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where

TI + Ai TI= 27/iA (3.5)

and

T2 = 2rj2D. (3.6)

Here 7/1 is the viscosity of the viscoelastic contribution and rj2 is the viscosity of 

Newtonian contribution. The relationship between the constants can be expressed 

as

rt = rji + r/2 , (3.7)

and

A2 = ^Ai. (3.8) 
rj

The constitutive equation for the Oldroyd-B fluid can now be expressed as

, v D, (3.9)

using only viscoelastic stresses.

The continuity and momentum equations can be written as

p— + pu - Vu = -Vp + V • TI + r/2 V2 w, (3.10) 
or*

V-ti = 0. (3.11)

Eqns(3.9) - (3.11) are nondimensionalized by introducing the non-dimensional vari­ 

ables:
T*- — x" -- y' -^ t'-— (3121u' ~' ~ ' ~ ' y ~ >* - ' (i '

where U and L are the characteristic velocity and length respectively. The definition 

of these scales depend on the problem being considered. In dimensionless form the 

governing equations become

V-w = 0. (3.13)

( ou \ o , Re — - + u • Vu } = -Vp + V • TI + j3V2 u, (3.14) 
\dt J

+ We TI= 2(1 - p)D, (3.15)

The parameter j3 is the ratio of the retardation and relaxation time and is defined

by
0 = . (3.16)
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Equation 0 0 r<
momentum Re Re u (3

continuity 0110 0

constitutive We We r 0 2(1 - /3)D + We(VuT • TI + TI • Vie) -

Table 3.1: Definition of constants and variables in general equation (3.18).

The value j3 takes will depend on the problem being considered. The Reynolds and 

Weissenberg numbers are defined by

(3.17)

3.4 Computational Approach

The governing equations (3.13)-(3.15) can each be expressed in general conservative 

form as

v . eu = v

where <J, 9 and F^ are constants and the functions 0 and 8$ are defined in Table 

3.1. The terms in Eqn (3.18) represent, from left to right, the transient, convective, 

diffusive and source contributions respectively.

The discretization of the equations is carried out using the finite volume technique 

described in Chapter 2. The constitutive equations are implemented in 3-D. In 

three-dimensional Cartesian coordinates the governing equations become

du
dy dz 

du
dt dx dy dz

_
dx dx dy dz 

82 u

Re dv dv dv dv

«2dy2 

dp dr^y drfy

, onx3 ' 2°
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^-
dx
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d2 w d2w\
+ —— , (3.22)

I
E /*/ /T•**'**' /iT 

^ + u^- + v?^- + w?^-\ = 2(1- 
dt dx dy dz ' v

, dy dz (3.23)

( dryy dryy dryy dryy \
I £U £»~ £»_. C5_/ V

„, We

1 a ' ^ KK c 'l "o"'cto az

( "5 Z \ f)in I f)in^- + u"-^ + v"-^- + w^-\ = 2(l-^+[2We^-l)7fdt dx dy dz J dz \ dz '

V dt ' dx ' dy ' dz J v "dy \ dy

(3.24)

zz

(3.25)

rrr I ""I "'I "'I drf* \ ,., _. / ̂ W 5v \ Tyr ^ 9uV^e X -(- -^ X -|- ^ * _|_ -y;. X I — ^1 ^^ I I I -L W^ZO;

^ 5x 5?/ ^2: y \ 5?/ 5xy 5x
TTr uu f\ Tr Idu dv x + Weryy — + (We — + — - 1 rf dy \ \dx dy

1 -£- -r vr cij ^-, (3.26)^2; a^
I dw dv\ dwWe I " -i + u—— + t?" ' L + yj~ ' L ] — (l — Q\ { —— + — 1 + Wcryy 

\ dt dx dy dz J \ dy dz J 1 dy
v dv /___ / dw dv\ ^ , v , f—+ We — + — -1»-^

n ~ V^ °yJ
Wer^ + Wer^ (3.27)dx 1 dx '

(
r~\ /IT* -y f~\ ^ry f~\ TV *~\ Ty \ / f\ *~\^ + u^ + v^ + w dlL\ - (l _^f dw , du

Oj. ^^Q "^ O "^ Q I —— V^ TU/ ^ ; - vi ^v^ ^; x ^
+ We 1^ + ^1-1

(3.28)

The unknowns of the 3-D equations above are solved at the cell centre. The source 
term S^ of each of the constitutive equations is linearised according to Eqn (2.4) in 
Chapter 2. The Sc and Sp functions for the 3-D equations are given in Table 3.2.
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Equation

continuity

w-momentum

v-momentum

1

u 

v

u>-momentum w 

rfx normal stress r{XX

,xyI shear stress ,xy

0

0

0

0

1

ryy normal stress ryy 1

T{Z normal stress T{Z I

ryz shear stress ryz I

TXZ shear stress rxz 1

0

-dp/dx + drxx /dx + drxy/dy + dr

-dp/dy + dT^/dy + ^rfV^ +

-dp/dz + 5rf V^ + dr^/dy + 

2(1 - f3}du/dx + 2Pfe(^/5 

+2^er1xy^/a?/ + 2Werfz du/dz 

2(1 - /3)av/^ 

+1Wer*ydv/dx 

2(1 - f3}dw/dz + 2We(dw/dz)i

1 (I-/?) + + Werf xdv/dx 

+ dv/dy)^

We(dw/dz

(1 - /?) (aw;/5a; + du/dz) + Werf'du/dz 

+Werfxdw/dx + PFe(9w;/^2: + du/dx)rx ' 

+WeTyl z du/dy

Table 3.2: The unknowns and the components of the linearised source terms of the 

3-D governing equations.
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3.4.1 Differencing Schemes

To evaluate the variable at the control volume face, 0/, a differencing scheme which 
employs upwinding is used to ensure that the transportiveness of the fluid through 
convection is properly taken into account.

Previous results for viscoelastic flow have shown that accuracy is improved when 
higher order differencing schemes are used [22]. Therefore, for purposes of compari­ 
son, (f>f is calculated using two differencing schemes: the first order accurate hybrid 
scheme of Spalding [47] and the second order accurate (QUICK) scheme of Leonard 
[48]. The two schemes have been discussed in Chapter 2.

3.4.2 Flow Algorithm

The SIMPLEC [50] algorithm is used to solve the flow equations. The constitutive 
equation (3.15) is solved implicitly, ensuring that the flow and stress behaviour is 
fully coupled. Within the SIMPLEC loop, the stress equations are solved before the 
momentum equation. Once the stress values are calculated, the differentials of the 
stresses are calculated. These values are then fed into the flow equations as source 
terms. The flow algorithm is given below.

• Initialise variables

• Begin time-step

- Set r° = r,u° = u,p° =p

- SIMPLEC

* Solve constitutive equations

* Solve momentum equations

* Solve pressure correction equation

* Correct pressure and velocity fields

* Calculate convection fluxes

* Iterate until convergence

• End time-step
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• Advance time until steady-state

• Write result files

3.5 Model Validation

In order to validate the implementation of the Oldroyd-B model in PnYSiCA+two test 

cases have been investigated. These are

1. Flow through a planar channel.

2. Flow through a 4:1 planar contraction.

In the following sections these test cases are described and results are presented.

3.6 Flow Through a Planar Channel

2L

4.5L 

Figure 3.1: 2-D channel geometry in XY-plane.

In this section the flow of an Oldroyd-B fluid through a planar channel is modelled. 

This test case has been chosen as a means of checking the 3-D implementation of the 

model and to check the numerical accuracy of the model implementation over a range 

of We numbers. In order to check the 3-D implementation numerical simulations 

are carried out on the XY-plane, YZ-plane and the ZX-plane. If the 3-D model has 

been implemented correctly the numerical errors should be identical.

Figure 3.1 shows the 2-D geometry which has a channel length of 4.5L and width of 

2L. The length L is 4 and U = 1.
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XY-plane

YZ-plane

ZX-plane

u= 30 (16 y2 )
128 V y '

v= 3 (16 z2 )
128 v '

w — (16 x2 }
128 U j

v -0

w-0

11 — 0Cc/ —— w

Table 3.3: The velocity at the inlet.

XY-plane

YZ-plane

ZX-plane

rxx _ 2We^ i_

It'll c\~\ 1 7 f -1 /rf y = 2We(l — /

rzz 2 Wefl /:
11 ^JYVV^l-L JL>

/ \ 23) f 9u\
\9y)

J} f*V' UJ

( ^VV a:c /

oy

dv
TI (1 /•'/o az

9u)
TI 9s

Table 3.4: The analytical solutions for the 2-D planar channel.

Fully developed flow is imposed at the inlet given in Table 3.3. No-slip conditions 

are imposed on the solid boundaries. At outflow the pressure is set to zero and ho­ 

mogeneous Neumann boundary conditions are imposed for the stresses. Simulations 

are carried out on Mesh 1 (see Figure 3.2) and the equations are solved as a steady 

state problem for creeping flow. The hybrid differencing scheme is used for the con­ 

stitutive equations. The solution to the corresponding Stokes problem is used as the 

initial condition and flow is simulated for We = 0.1 at /3 — 0.11 on each plane.

To test the accuracy of the results the normal and shear stresses at steady state 

are compared with the analytical solutions. The analytical solutions for stresses are 

given in Table 3.4

The steady state results of the normal stresses rfx ,rfy , rf2 and the shear stresses 

rfy ,rfz ,rfz along a cross section at x = 10 (0 < x < 18) are plotted against the 

analytical solution in Figures 3.3 and 3.4. The steady state numerical stress profiles 

compare well with the analytical solutions. From these figures it can be seen that the 

numerical stress profiles agrees well with the analytical solution for each plane. In
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a)

Figure 3.2: The 2-D untructured meshes a) Mesh 1: uniform mesh with rectangular 

elements, b) Mesh 2: non-uniform mesh with mixed elements.

order to quantify the agreements the /2 error was calculated for each example where 

the /2 error is defined as
/ i ft it \ oX ~A / tl J V J \ £

j-,ij __ 2-^\'l(exact) \(numeric)) /o OQ\& — ——— y.——————, (3.4V)

where r[3 is the normal or shear stress. The /2 errors are presented in Table 3.5 where 

it can be seen that the errors for rfx and rfy are small and are almost identical on 

each plane. These results indicate that the model has been implemented similarly 

across each plane.

Simulations were then continued on the XY-plane in order to test the accuracy of 

the model implementation for higher We numbers. The We number was incremented 

by 0.5 for each consecutive run and the result from the previous simulation was used 

for the initial values.

The calculated normal and shear stress profiles along the cross section at x = 10 are 

plotted with the analytical solutions in Figure 3.5. From these it can be seen that 

there is close agreement between the calculated and analytical values for increasing 

We. For rfy the values superimpose each other which indicates excellent agreement. 

This is confirmed by the /2 errors which are presented in Table 3.6.
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Figure 3.3: The analytical and numerical plots of rfx ,rfy and T[ Z normal stresses in 

XY,YZ and ZX planes respectively.
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Figure 3.4: The analytical and numerical plots of rfy , r?z and r{x shear stresses in 

XY,YZ and ZX planes respectively.
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XY-plane

YZ-plane

XZ-plane

Exx = 3.51E - 05

EW = 3.51E - 05

Ezz = 3.51E - 05

E*y = 7.35E - 06

E»z = 7.35E - 06

Exz = 7.35E - 06

Table 3.5: The /2-norm values for the stresses on XY, YZ and XZ planes.

Stress
,-r—JLlJU

T\

xy Ti

We = 0.1

3.51E-5

7.35E - 6

We = 0.5

2.92E - 5

7.26E - 6

We = 1.0

2.94E - 5

7.21E - 6

We = 1.5

2.95E - 5

7.19E - 6

We = 2.0

3.10E-5

7.18E - 6

We = 2.5

3.02E - 5

7.17E-6

Table 3.6: The /2 errors for the rfx and r*y stresses with increasing We numbers.

In order to test the capability of the algorithm further, simulations were carried 
out on Mesh 2 which is a non-uniform mesh consisting of rectangular as well as 
triangle elements (see Figure 3.2 b)). Simulations were carried out on the XY-plane 
and the initial and boundary conditions used were the same as for the orthogonal 
mesh, Mesh 1. In this test non-orthogonal corrections were used. The We number 
was incremented by 0.5 for each consecutive run and the result from the previous 
simulation was used as initial values. Figure 3.6 shows the calculated normal and 
shear stress profiles along the cross section at x = 9 which is the centre line and lies 
within the region where the triangular elements are at Weissenberg numbers 0.1,1.0 
and 2.0. The plots show that the numerical values compare very well with the 
analytical solutions for increasing We. For rfy once again the results superimpose 
each other showing very good agreement with the analytical solution. The /2 errors 

are presented in Table 3.7. The /2 errors for Mesh 2 are larger than for Mesh 1. This 
may be due to the region of triangular elements in the mesh.

Having validated the accuracy of the implementation of the model through a planar 
channel, the algorithm is tested using the 4:1 planar contraction benchmark problem 

in the next section.
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Figure 3.5: The analytical and numerical plots of rfx and r*y stresses in the XY 

plane with increasing Weissenberg number.
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Figure 3.6: The analytical and numerical plots of rfx and rfy stresses in the XY 

plane with increasing Weissenberg number on mesh with mixed elements.
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Stress
s^JJJjTi

7fy

We = 0.1

2.29E - 3

2.02E - 5

We = 1.0

3.28E - 3

1.92E-5

We = 2.0

1.22E-4

1.80E - 5

Table 3.7: The /2 errors for the rfx and rfy stresses with increasing We numbers on 

the mixed element mesh.

V
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singularity

V

V - Vortex 

Figure 3.7: The 4:1 planar contraction geometry.

3.7 Flow Through a 4:1 Planar Contraction

In this section creeping flow (ie Re = 0) of the Oldroyd-B fluid through a 4:1 planar 

contraction will be modelled. This is a challenging test case and there have been 

many papers published on it during the last two decades.

Although the geometry of the test case is relatively simple, see Figure 3.7, it has been 

found to be numerically challenging when modelling Oldroyd/Maxwell type fluids. 

The existence of a point of singularity in the geometry is believed to cause many 

numerical methods to fail for high We numbers mainly due to a high stress build 

up in this region. The presence of a vortex in the salient corner of the geometry is 

considered another important feature in terms of validation of numerical techniques.
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The complexity of the flow of an Oldroyd-B fluid through a 4:1 planar contraction has 

made this problem an important benchmark test case for novel numerical methods 

for viscoelastic flow. In the following section a review of published numerical and 

experimental results for this test case is presented.

3.7.1 Review of Previous Numerical Work

The earliest work on the numerical modelling of the Oldroyd-B fluid through a 4:1 

planar contraction using a finite volume technique is by Yoo and Na [18]. In their 

numerical study Yoo and Na investigated creeping flow. The results presented on 

the size and shape of the salient corner vortex clearly showed the development of 

a lip vortex with increasing We. It was also noted that the centre of rotation of 

the salient corner vortex shifted towards the re-entrant corner as We was increased. 

The shifting of the salient corner vortex was found to be qualitatively similar to 

experimental results of Boger et al. [64]. The size and shape of the vortex for 

creeping flow, was also found to be sensitive to the value of /3.

Sato and Richardson [14] used a combined finite volume/finite element technique to 

model transient viscoelastic flow through a 4:1 planar contraction. Here the momen­ 

tum equations were modelled using a finite element method and the finite-volume 

was used to solve the Oldroyd-B constitutive equation. The flow was modelled for 

Re = 0.01, Re = 0.1 and Re = I with {3 = 1/9. For Re = 1 a slight lip vortex was 

observed on the most refined mesh. Its absence in the less refined meshes, led the 

authors to suggest that it may be sensitive to mesh resolution. Simulations were 

stopped at We = 2 due to the computational time required to achieve a steady state 

solution being too long. Results for the detachment length proved to be indepen­ 

dent of Re when Re < 0.1. It was also seen that a transient lip vortex appeared 

for Re — 0.01 when We was instantaneously increased from 1 to 2 which weakened 

in intensity and was enveloped by the salient corner vortex. The results presented 

for the salient corner vortex were in good agreement with other published numerical 

results and the experimental results of White and Baird [65].

Matallah et al. [16] used recovery and stress-splitting within a fractional-staged 

finite-element formulation for both Re = 0 and Re = 1. For Re = 0, with the



CHAPTER 3. IMPLEMENTING THE OLDROYD-B MODEL IN PHYSICA+ 62

recovery scheme the size and strength of the salient corner vortex slightly decreased 

between 2 < We < 4 and then increased as We reached 8. A lip vortex was detected 

at We = 2 which was larger in intensity than the salient corner vortex. As We 

was further increased the lip vortex grew in intensity dominating the salient corner 

vortex. The size of the salient corner vortex compared well with results produced 

by Sato and Richardson [14] and Yoo and Na [18] for creeping flow. For the coupled 

EVSS scheme the salient corner vortex was seen to grow with increasing We, but the 

lip vortex which appeared at We — 0 was seen to grow up to We — 4 and then decay 

as We was further increased. However the formulation produced large salient corner 

vortices which were over-exaggerated. This was attributed to inaccuracies resulting 

from the correction schemes employed.

Phillips and Williams [19], using a semi-Lagrangian finite volume method for the 

Oldroyd-B fluid, presented results for both creeping and inertial flows. It was ob­ 

served that the length of the salient corner vortex decreased slightly with increasing 

We and that when We = 2.0 a lip vortex appeared, which grew in intensity as We 

was further increased. The lip vortex only appeared in their most refined mesh, and 

the authors suggested that the appearance of the lip vortex may be mesh dependent. 

Their results for creeping flow compared well with Matallah et al. [16].

The initial work by Oliveira et al. [62] using the collocated finite volume tech­ 

nique with the linear-upwind differencing scheme, involved the benchmark problems 

of a UCM fluid on the entry flow problem of Eggleton et al. [66] and the un­ 

bounded flows around a cylinder. In a subsequent publication Oliveira and Pinho 

[21] employed the same finite volume technique with the second-order Linear Upwind- 

ing Scheme(LUDS) to model the flow of UCM and Simplified Phan-Thien—Tanner 

(SPTT) fluids in a 4:1 planar contraction geometry in 2-D. Their De = I is equiva­ 

lent to our We = 1. With the first-order differencing scheme(UDS), it was possible 

to achieve convergence up to De = 8 on their finest mesh. However with LUDS the 

De value for which convergence could be achieved decreased with mesh refinement. 

The range was as low as De < 1 on the finest mesh with LUDS. On the finest mesh 

with UDS,the salient corner vortex decreased both in size and intensity in the range 

De < 2 as elasticity was raised for Re = 0.01. A lip vortex was observed for elas­ 

ticity as low as De & 1. As the Deborah number was increased from 1 to 2 the
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lip vortex was seen to increase in size and strength while the salient corner vortex 

began to finger towards the re-entrant corner and gradually separating stream lines 

enveloped the two vortices. Alves et al. [22] modelled UCM fluid flow through a 4:1 

planar contraction using the same finite volume technique as Oliveira et al. with the 

MINMOD differencing scheme. The MINMOD scheme which is a hybrid of upwind, 

linear upwind and central differencing was able to extend the range of Deborah num­ 

bers for which converged solutions could be obtained on extremely refined meshes. 

Using the most refined mesh of Oliveira et al. [21], the range of De was extended to 

5 with the use of MINMOD. The plots of streamlines confirmed trends reported by 

Oliveira et al.[21]. The salient corner vortex decreased in both size and strength as 

elasticity was increased up to De = 3 and was followed by vortex enhancement with 

further increase in elasticity. A lip vortex appeared at De = I. However, enveloping 

of the two vortices appeared to be delayed well beyond De = 3 whereas with UDS 

[21] it had already taken place when elasticity reached De = 3 for creeping flow.

More recently Aboubacar and Webster [20] published work on this problem for an 

Oldroyd-B fluid with creeping flow using a cell-vertex hybrid finite volume/element 

scheme with triangular meshes. Their results showed the existence of a lip vortex 

for We > 1 and the size of the lip vortex clearly showed mesh dependency. They 

observed a diminishing lip vortex with mesh refinement which nearly vanished at 

We = 2 and was similar to the observations by Matallah et al.[16] for the same 

problem and Alves et al. [22] for a UCM fluid. On their most refined mesh, they 

also noted the presence of a faint trailing edge vortex on the downstream wall close 

to the re-entrant corner. With increasing We the salient corner vortex decreased in 

size and strength while the lip vortex grew in intensity.

The latest work by Alves et al [67] on the 4:1 planar contraction includes results for 

the Oldroyd-B fluid using a new convection scheme specially designed to dampen 

oscillations in regions of high gradient in flow in the numerical solution of differential 

constitutive equations. With this new scheme they have been able to achieve con­ 

vergence up to De = 2.5 on the their finest mesh where the minimum mesh spacing 

is Axmin = Aymin = 0.0035. The results confirm trends reported earlier by them for 

the UCM [22] fluid and by Aboubacar et al [20]. Lip vortex activity is observed at 

De = 1.5.
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It can clearly be seen that modelling Oldroyd-B fluid in a 4:1 planar contraction 

geometry has been aimed at increasing the elasticity limit and capturing the flow 

behaviour in the region of the salient and re-entrant corners. The work of Sato 

and Richardson [14], Phillips and Williams [19] and Matallah et al. [16] indicated a 

constant salient vortex size for creeping flow of an Oldroyd-B fluid with increasing 

elasticity. However, recent work by Alves et al.[22, 67] and Aboubacar et al.[20] show 

that the size of the salient corner vortex in fact decreases with increasing elasticity 

for a UCM fluid at Re = 0.01 and creeping flow of an Oldroyd-B fluid. This presents 

a new trend in the numerical prediction of salient corner behaviour.

The appearance and behaviour of the lip-vortex mechanism tends to vary with elas­ 

ticity, mesh refinement and type of differencing scheme used for the convection terms. 

Experiments carried out by Evans and Walters [68, 69] on planar flows point to the 

possibility of salient corner vortex enhancement and the existence of lip vortex mech­ 

anisms under certain conditions. The dominant mechanism has been found to depend 

on the material properties of the fluid and the contraction ratio of the geometry. In 

the experiments in [69], a solution of polyacrylamide gave rise to a lip vortex for a 4:1 

contraction, while in [68] for a Boger fluid, the contraction ratio had to be increased 

to 80:1 in order to be able to even see a lip vortex. Therefore, the existence of a lip 

vortex mechanism is considered to be more likely for high contraction ratios while 

its existence in a 4:1 geometry has been quite elusive.
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Figure 3.8: The contraction flow geometry. 

3.7.2 Geometry

The flow geometry for the 4:1 planar contraction is presented in Figure 3.8. Since the 

flow is symmetric about y = 0, a solution is only sought for y < 0. Therefore, only 

the lower half of the geometry is considered. L is the downstream half channel width. 

At inflow the half channel width is 4L. Up and downstream channel lengths are each 

16L. It is assumed that the downstream channel length is chosen long enough so 

that the exit flow has a fully developed parabolic profile.

3.7.3 Boundary Conditions

The dimensionless units U and L are chosen to be U = I and L = 1. Then

We = AI.

At inflow a fully developed parabolic Poiseuille flow is imposed given by

(3.30)

v = 0. (3.31)

No-slip conditions are imposed on solid boundaries for u, v. Symmetry conditions 

are specified on the axis of symmetry. At outflow, pressure is set to zero and ho­ 

mogeneous Neumann boundary conditions are imposed for the extra-stresses. No 
boundary conditions were imposed for the stresses. The parameter /3 is taken to be 

1/9 for purposes of comparison. The initial conditions are chosen to be either the
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Mesh Control volumes Total degrees of freedom Ao;min A?/;mm

Mesh 1 6560 39360 0.0342 0.0750

Mesh 2 7392 44352 0.0250 0.0190

Mesh P3 19857 119142 0.0076 0.0127

Mesh 3 37248 223488 0.0057 0.0085

Table 3.8: Mesh characteristics of the 4:1 contraction problem.

solution to the corresponding Stokes problem or the solution obtained for a smaller 

We number.

3.7.4 Numerical Results 

Mesh characteristics

To study the effects of mesh refinement on the algorithm relative to elasticity, simula­ 

tions were carried out on several meshes for the 4:1 planar contraction geometry. All 

meshes are non-uniform and have a greater concentration of cells in the region of the 

salient and re-entrant corners. The meshes were refined towards the salient corner in 

an attempt to capture the salient corner vortex behaviour as accurately as possible, 

while the refinement in the region of the re-entrant corner was aimed at picking up 

lip vortex mechanisms and testing the robustness of the algorithm in coping with the 

high stress build up at the point of singularity. The mesh characteristics of four of 

the meshes used are presented in Table 3.8. Figure 3.9 shows the mesh distribution 

in the region of the salient and re-entrant corners of Meshes 1 to 3. On Mesh 1, the 

smallest element is at the salient corner. On Meshes 2,P3 and 3, the smallest element 

is at the re-entrant corner. The four meshes are also consecutively refined towards 

the salient and re-entrant corners to investigate the mesh dependency of the vortex 

behaviour as elasticity is increased for creeping flow. For purposes of validation and 

to pick up the latest trends observed in salient corner vortex behaviour, the mesh 

refinement is also such that Mesh 3 is similar to the most refined mesh of Alves et 

al. [22]. The timestep used for the transient runs is At = 1 x 10~3 .
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a) b)

c) d)

Figure 3.9: The mesh in the region of the salient and re-entrant corners for a) Mesh 

1, b) Mesh 2, c) Mesh P3 and d) Mesh 3.
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Streamlines and vortex behaviour

Simulations were carried out on Mesh 1 for a series of Weissenberg numbers, using 

the hybrid differencing scheme which is a first-order scheme for convection. The 

length of the salient corner vortex LI, which is defined to be the distance between 

the point where the separation line meets the bottom of the channel and the salient 

corner, is tabulated against the corresponding We number in Table 3.9. As We 

is increased from 0 to 0.1 the length increases and as the Weissenberg number is 

increased further the size of the salient corner vortex decreases and remains fairly 

constant for We < 1.5. Beyond We = 2.0 we observe vortex enhancement. The 

strength of the vortex (VWa? — 1) also increases with elasticity (see Table 3.10). Figure 

3.10 shows salient corner vortex behaviour as We is increased. The streamlines are 

plotted at increasing intervals of 2.0E-4 starting with the separation line which has a 

value of 1.0. At We = 1.0 a very weak lip-vortex appears slightly below the re-entrant 

corner. Aboubacar et al. [20] and Matallah et al. [16] reported similar lip-vortex 

behaviour for We > 1. The LI values are plotted against results of Yoo and Na 

[18], Sato and Richardson [14], Matallah et al. [16] and Phillips and Williams[19] 

in Figure 3.11. The results compare well with the other published results. However 

according to recent trends reported by Alves et al. [22, 67] and Aboubacar [20] 

the length and strength of the salient corner vortex should decrease with increasing 

elasticity. Therefore simulations were carried out on Mesh 2 which has a higher mesh 

refinement in the salient and re-entrant corners.

Figure 3.12 shows the streamlines obtained using the hybrid differencing scheme on 

Mesh 2. The streamlines have been plotted using the same intervals as in Figure 

3.10. With the hybrid scheme, the lip-vortex appears at We = 1.5, which is at a 

higher elasticity than on Mesh 1. As with Mesh 1 the length of the salient corner 

vortex increases between We = 0 and We = 0.1 (see Table 3.9. This then gradually 

decreases and settles to a near constant value for higher elasticity. However the 

vortex enhancement which occured at We > 2.0 on Mesh 1 is not observed on Mesh 

2. The ipmax — 1 values are listed in Table 3.10. There is a sudden increase in 

the salient corner vortex intensity at We = 0.1 which then settles down to a near 

constant value with increasing elasticity.
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Simulations were also carried out on Mesh 2 using the QUICK differencing scheme. 

The vortex length and intensity is tabulated in Tables 3.9 and 3.10. The ipmax — I 

values are similar to the hybrid scheme and length LI appears to follow the same 

trend as with the hybrid scheme. However, the lip-vortex appears at We = 1.0 which 

is a lower elasticity (see Figure 3.12).

For Mesh 1 and Mesh 2 there is no indication of the trends reported by Alves et al. 

[22] and Aboubacar et al. [20]. Therefore, simulations were carried out on Mesh 3 

for the same range of Weissenberg numbers using the QUICK differencing scheme. 

Vortex behaviour with increasing elasticity is presented in Figure 3.13 and the LI and 

^max — 1 values are listed in Tables 3.9 and 3.10. The scale for the streamlines is the 

same as in Figure 3.12. It can clearly be seen that as elasticity is increased the size 

and intensity of the salient corner vortex decreases and the lip-vortex only appears 

at We = 1.5. These results compare well with the trends reported by Alves et al. 

[22, 67] and Aboubacar et al. [20] as shown in Figure 3.14. In the initial phase of 

this project computational resources were restricted to a 433MHz Dec Alpha EV5.6 

64-bit CPU. Therefore simulations on Mesh 3 were not carried out beyond We = 3.0 

due to calculation times of the order of up to six weeks to achieve convergence.

Since the continuous decrease in LI with increasing We was only seen on the most 

refined mesh, Mesh 3, a series of simulations were then carried out on Mesh P3 which 

has local refinement patterns similar to Mesh 3 in the salient and re-entrant corners 

but with less refinement than Mesh 3. The LI values for increasing We numbers for 

Mesh P3 are listed in Table 3.9. It is clear from the LI values that with Mesh P3 the 

vortex length also decreases significantly with increasing We up to We = 2.0. This 

confirms that the trend observed on Mesh 3 is not unique to Mesh 3, but is behaviour 

observed on suitably refined meshes for viscoelastic flow. However, it is interesting 

to note that with Mesh P3 the vortex length remains constant for We > 2.0.

The CPU times for increasing We numbers on Meshes P3 and 3 are given in Table 

3.12.
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We

0.0

0.1

0.5

1.0

1.5

2.0

2.5

3.0

Mesh 1 Mesh 2

hybrid hybrid QUICK

1.391

1.582

1.547

1.530

1.530

1.582

1.652
-

Table 3.9: The dependence of

scheme.

We

0.0 

0.1 

0.5

1.0

1.5

2.0

2.5

3.0

Mesh 1 

hybrid

0.001 

0.0017 

0.0015

0.0015

0.0017

0.0024

0.0041
-

1.391

1.617

1.582

1.582

1.478

1.478

1.408
-

LI on

1.391

1.617

1.617

1.582

1.478

1.478

1.460
-

We for the

Mesh 2 

hybrid QUICK

0.001 

0.0021 

0.0019

0.0016

0.0015

0.0015

0.0016
-

0.0011 

0.0021 

0.0019

0.0017

0.0015

0.0015

0.0016
-

Mesh P3

QUICK

1.391

1.582

1.530

1.460

1.408

1.356

1.356

1.356

meshes

Mesh P3 

QUICK

0.0011 

0.0016 

0.0014

0.0012

0.001

0.0009

0.0009

0.001

Mesh 3

QUICK

1.391

1.530

1.478

1.408

1.391

1.304

1.269

1.217

based on the differencing

Mesh 3 

QUICK

0.0011 

0.0015 

0.0013

0.0011

0.0009

0.0007

0.0007

0.0007

Table 3.10: The dependence of tjjmax — 1 on We for the meshes based on the differ­ 

encing scheme.
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We Max rxx Max ryy Max rxy
0.1 91.9954 8.4007 22.7339

0.5 1377.9746 6.6538 39.3483

1.0 4506.2676 5.4870 50.3151

1.5 8281.7031 4.8365 55.6935

2.0 12254.9961 4.4014 58.6721

2.5 16397.4590 4.1382 60.7027

3.0 20827.3711 4.0126 62.4520

Table 3.11: The peak values of shear and normal total stresses as a function of We 
when Re = 0.
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Stress contours

In Figures 3.15 and 3.16 the stress contours for Mesh 3 are presented for Weissenberg 

numbers 1.0 and 2.0. While the contours are smooth around the corner singularity, 

downstream of the re-entrant corner there is a build up of stress boundary layers. 

Just beyond the re-entrant corner on the down-stream channel wall, there is a region 

of high stress concentration for the rfx and rfy stresses. This feature compares 

qualitatively with the work of Aboubacar et al.[20] where a similar behaviour for 

the TXX and rxy stresses is observed at We — 1.0 and We = 2.0. In Figure 3.17, 

the T stresses (i.e. T = T\ + T^} are plotted along the line y = — 1 and it can be 

seen clearly that all stresses hit a peak at the point of singularity. The TXX stress 

continues to rise with increasing elasticity and slight oscillations begin to appear 

in the stress values just past the re-entrant corner. Similar behaviour is observed 

for the rxy stress, however the oscillations are more pronounced leading to negative 

rxy values. The ryy stress decreases with increasing elasticity. The peak values are 

presented in Table 3.11. Figure 3.17 show that the stress values settle down to their 

fully developed values along the downstream wall.
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We

0.0

0.1

0.5

1.0

1.5

2.0

2.5

3.0

Mesh P3 Mesh 3 

time-steps CPU-time(h) time-steps CPU-time(h)

1000

3000

6000

8000

10000

12000

14000

14000

36.95

151.91*

65.86

88.09

114.26

133.22

153.77

144.59

1000

3000

6000

8000

10000

10000

14000

14000

58.37

220.16*

142.99

186.22

232.38

240.53

330.99

333.99

Table 3.12: The CPU times for increasing We numbers on Meshes P3 and 3. The 

CPU times are for serial simulations carried out on a single node of a 5 Alpha server 

E545 system with each system containing four, IGHz CPUs and 4Gb of memory 

(1Gb per CPU) on operating system Tru645.1. The CPU times with * are on a 

466MHz Dec Apha EV5.6 with 1Gb memory.
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a)

b)

c)

Figure 3.10: The streamlines for a) We = 0, b) We = 0.1, c) We = 1.0 and d) 

We = 2.0 when Re = 0 with hybrid on Mesh 1.



CHAPTER 3. IMPLEMENTING THE OLDROYD-B MODEL IN PHYSICA+ 75

2 r

1.5 - X

Ll 1

0.5

0
0 0.5 1 1.5

We

Yoo and Na +
Satoetal. X

Matallah et al. D
Phillips et al. •

Physica *

2.5 3.5

Figure 3.11: The length of the vortex LI on Mesh 1 with hybrid when Re — 0
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a) We = 0

b) We = 0.1

c) We = 1.0

d) We = 2.0

hybrid

n

QUICK

Figure 3.12: The streamlines for Mesh 2 with increasing We for hybrid and QUICK 

schemes.
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a)

b)

d)

Figure 3.13: The streamlines for a) We = 0, b) We = 0.1, c) We = 1.0 and d) 
We = 2.0 when Re = 0 with QUICK on Mesh 3.
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Figure 3.14: The length of the vortex LI when Re = 0.
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Figure 3.15: The a) rfx , b) rfy and c) rf7 contours for We = 1.0 on Mesh 3 when
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Figure 3.16: The a) rfx , b) rfy and c) rfy contours for We = 2.0 on Mesh 3 when
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Figure 3.17: The values of the stresses a) rxx ,b) ryy and c) rxy along y = -I for
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3.8 Conclusion

The 3-D constitutive equations for the Oldroyd-B viscoelastic model have been im­ 

plemented within the PHYSICA+ framework. The implementation of the 3-D model 

was validated using two test cases:

1. Flow through a planar channel.

2. Flow through a 4:1 planar contraction.

For the planar channel test viscoelastic flow was solved as a steady state problem 

in the XY,YZ and XZ planes respectively using a uniform mesh. The numerical 

stress profiles at steady state were compared with the analytical solutions and the 

/2 errors were calculated to quantify the results. In all three planes the /2 errors 

were found to be exact indicating accurate implementation. Simulations were then 

continued on the XY plane for increasing We numbers and the stress profiles and 

the /2 errors at steady state once again indicated that the algorithm was able predict 

stress behaviour accurately for increasing We numbers. Finally a test was carried out 

for increasing values of We using a non-uniform mesh consisting of mixed elements 

(ie. rectangular as well as triangular elements). A comparison of the numerical stress 

profiles with the respective analytical solutions proved the algorithm to be able to 

accurately model viscoelastic flow on irregular unstructured meshes.

On the 4:1 planar contraction benchmark problem flow was solved as a transient 

problem for creeping flow. Several meshes with increased refinement were used to 

examine the vortex behaviour in the salient corner of the goemetry for increasing 

Weissenberg numers.

On the least refined mesh, Mesh 1, with the least accurate scheme, hybrid, the size, 

shape and strength of the salient corner vortex compares well with the results of 

Phillips and Williams [19], Matallah et al. [16] and Sato and Richardson [14] which 

all predicted a constant vortex size. The appearance of a lip-vortex at We — 1.0 

indicates a similarity to observations of Aboubacar and Webster [20] on a reasonably 

coarse mesh.



CHAPTER 3. IMPLEMENTING THE OLDROYD-B MODEL IN PHYSICA+ 83

However, on the most refined mesh, Mesh 3, a sharp decrease in vortex length is ob­ 

served for increasing Weissenberg number - a trend which has been recently observed 

by Alves et al. [22] and Aboubacar et al. [20] on very refined meshes with higher 

order differencing schemes. The growth of the stress in the region of the re-entrant 

corner displays a similar behaviour to that reported in Aboubacar et al. [20] and the 

algorithm is stable for the range of Weissenberg numbers tested. In order to con­ 

firm the trend on the reduction of vortex sizes for increasing Weissenberg numbers, 

a further test was carried out on Mesh P3. Mesh P3 has local refinement patterns 

similar to Mesh 3 in the salient and re-entrant corners, but is less refined than Mesh 

3. The simulation results for increasing Weissenberg numbers confirmed the trend 

seen on Mesh 3 up to a Weissenberg number of 2.0. Even though simulations have 

not been carrried out beyond We = 3.0 on Mesh 3, this is due to time constraints 

on this project and therefore We = 3.0 is not the Weissenberg number limit for this 

algorithm on this benchmark problem for this particular mesh. Further simulations 

will have to be carried out in order to establish the Weissenberg number limit for 

this algorithm for this problem.

The research presented in this chapter has demonstrated for the first time the use 

of a cell centred finite volume, fully unstructured mesh algorithm using hybrid and 

QUICK differencing schemes for the Oldroyd-B model through a 4:1 planar contrac­ 

tion. The results also emphasise the importance of using good quality and suitably 

refined, meshes when developing numerical models for viscoelastic flows. Although 

mesh refinement can be very expensive in computation time for structured meshes, 

this can potentially be overcome by using unstructured mesh techniques such as this 

one.

In the next chapter the algorithm developed and validated in this chapter is extended 

to solve viscoelastic free surface flows.



Chapter 4

Viscoelastic Free Surface 

Algorithms

This chapter presents two novel interface tracking methods for viscoelastic fluids 

based on the collocated finite volume algorithm presented in Chapter 2. The free 

surface algorithms are based on the Scalar Equation Algorithm (SEA) and the Level 

Set Method (LSM) to model two phase flow. The LSM algorithm models surface 

tension phenomena.

To validate the free surface viscoelastic algorithms results are presented for flow in 

a 2-D planar channel. The effect of surface tension is shown through the square to 

circle test case.

4.1 Free Surface Algorithms

Free surface motion is an integral feature of many natural phenomena. Therefore 

there is great interest especially in the CFD community in developing algorithms 

which can accurately model the motion of interfaces. However the numerical mod­ 

elling of interface dynamics has proved to be quite challenging. Two main methods 

are employed at present to capture the interface dynamics:

• The first technique involves modifying the computational grid in a Lagrangian 

manner to match the distortion of the interface.

84
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• With the second technique the interface has to be tracked through an Eulerian 

fixed grid.

The Lagrangian technique is commonly used for solid mechanics applications and is 

particularly suitable for problems involving small deformations. However problems 

involving large scale deformations result in highly distorted meshes which require 

frequent remeshing of the domain. This can be computationally expensive.

The Eulerian technique is more commonly used in fluid mechanics applications, par­ 

ticularly those which involve large deformations as it avoids the problem of mesh 

distortion. However, this technique is prone to numerical diffusion which causes the 

interface to spread over a number of cells as it moves through the domain. Therefore 

the numerical solution may not be realistic as in reality free surfaces remain sharp 

due to the action of gravity which separates immiscible fluids of differing density and 

surface tension. Techniques have been developed with solutions to overcome this 

problem on a Eulerian framework.

The Volume Of Fluid (VOF) [70] method is a popular method with fixed grids as 

it maintains the interface as a sharp front when used with the donor-acceptor [71] 

flux approximation technique. The method is based on the distribution of a scalar 

field which obeys an advection equation. The calculated scalar variable specifies the 

volume fraction occupied by the fluid in any particular cell in the computational 

domain. Thus the scalar will have a value of 1 if a cell contains only liquid and 0 if 

a cell is void of liquid. At the interface the scalar will have a value between 0 and 

1. The method is computationally expensive in 3-D due to the Courant criterion 

limitation. It is also limited to modelling interface dynamics of a single fluid. In 

physical space all fluid systems are governed by two phase flows where when one 

fluid moves into a domain it displaces another (eg. air). Therefore the displacement 

of the second fluid has an effect on the interface. The VOF method does not take 

these effects into account.

The two-fluid technique has been developed to study the flow of two interpenetrating 

phases. As a result the method is able to take into account the effects from both 

fluids. The technique involves the coupled solution of two Navier-Stokes equations 

(one for each fluid). It also employs volume conservation and the interface is pre-
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vented from smearing through the use of a donor acceptor flux approximation. The 

ISPA algorithm of Spalding is based on this method [72]. An important feature of 

the method is in being able to include wave-breaking and atomization phenomena. 

However the interphase momentum, heat and mass transfer are correlations which 

are specified implicitly tend to increase the complexity of the method.

Another method which is used to model two-phase flow and takes into account effects 

from both fluids is the Scalar Equation Algorithm (SEA) [73]. With this technique 

a scalar marker is employed to track the position of the interface and the equations 

governing flow cover both fluids. The scalar marker takes a value of 1 in Fluid 1 

and 0 in Fluid 2. Then at the interface the scalar marker has a value between 0 and 

1. This method too tends to suffer from the smearing of the interface, therefore to 

maintain the interface as a sharp front higher order schemes such as the van Leer 

TVD differencing scheme are employed for the solution of the advection equation.

A technique which has become very popular recently is the Level Set Method (LSM) 

[74]. With LSM it is possible to overcome the smearing of the interface encountered 

with other methods. In this method too, the equations governing flow cover both 

fluids in two-phase flow and the position of the interface is tracked through the 

advection of a scalar marker through the flow field. However the values of the scalar 

are distances which are calculated relative to the position of the interface where 

it takes a value of zero. Since it is not prone to numerical smearing low order 

differencing schemes can be used for the advection equation.

The techniques discussed above have been used extensively by the Newtonian fluid 

mechanics community. As already mentioned in Chapter 1 free surfaces are an in­ 

herent feature of many processes involving viscoelastic flow. Therefore numerical 

algorithms that have been developed to model viscoelastic flow in industrial appli­ 

cations consists of some form of interface tracking techniques. Existing viscoelastic 

free surface algorithms too can be classified as mesh adapting or fixed grid methods.

Of the two techniques, Lagrangian type mesh modifying methods are the more widely 

used. Recent work include a finite element code for the simulation of optical fiber 

spinning using the spine method to track the free surface [26], a finite elment algo­ 

rithm for 3-D simulations of die swell based on a streamline free surface technique
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[75] and a free surface algorithm to model Hele-Shaw and slot coating flow based on 

the fininte element method coupled with a pseudo-solid domain mapping technique 

[76]. Khayat employs integral equations to model the flow front with the boundary 

element technique [77].

Recent publications on fixed grid tracking techniques include the use of a non-linear 

differential equation to model the flow front based on the lubrication theory [33], a 

finite element formulation coupled with the level set method for viscoelastic flow by 

Pillapakkam and Singh [32], a lattice Bolzmann method with free energy functional 

based interphase tracking method [78] and a Marker-And-Cell(MAC) method based 

finite difference formulation by Tome et al.[79].

At present there are no finite volume algorithms for viscoelastic flow using the level 

set method on Eulerian fixed grids. Due to the computational advantages of finite 

volume techniques such an algorithm is desirable.

4.2 Free Surface Algorithms Within PHYSICA+

There are two free surface algorithms currently implemented within PHYSICA+- The 

Scalar Equation Algorithm [73] and the Level Set Method [74].

In both free surface algorithms the flow field is solved using one momentum equation 

for both fluids. Thus the governing equations for continuity and velocity are

%£• + V • (upm) = 0, (4.1)

and
@u 2 c»

i Jib f~\ i r^tttt i i^ffv 9 \ /ot 

where pm and pm are the density and viscosity of the fluid mixture.

4.3 Scalar Equation Algorithm (SEA)

In the SEA algorithm [80] the interface of the two fluids is tracked using a scalar 

marker variable which is advected with the velocity field through the solution of the
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scalar equation

+ V - (u0 = 0, (4.3)

based on the assumption that the motion of the scalar 0 is governed solely by con­ 

vection. The scalar </> takes the value 1 in fluid 1 and 0 in fluid 2. The movement of 4> 

in the flow field is obtained through the solution of the advection equation (4.3) and 

at the interface 0 will have a value between 0 and 1. This technique is similar to the 

VOF method except that the equations for fluid flow cover both the air and liquid 

region. For the momentum equation (4.2) the fluid mixture material properties in an 

element P are calculated as a function of the proportion of each fluid in the element 

using the equation

^ = "2 + ^1 -"2), (4.4)

where vm is the fluid mixture density pm or mixture viscosity //m and v\ and z/2 are 

the material property values in fluid 1 and 2 respectively.

4.3.1 GALA Algorithm

The GALA algorithm developed by Spalding [81] for flows with large changes in 

density across the interface of two phase flows is used to conserve volume rather 

than mass. The mass continuity equation (Eqn 4.1) is rewritten to conserve volume 

by assuming incompressibility and immiscibility. Substituting Eqn(4.4) in Eqn(4.1) 

gives
- v . ut + v . wi _ 2 = 0

When the two fluids have constant density the above equation becomes

(pi ~ Pi) + (Pi - P2 )V • (u</>) + p2 V • tx = 0. (4.6) 

Using Eqn(4.3) the above equation becomes

V • u = 0. (4.7)
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4.3.2 The Discretization of the Scalar Equation

The finite volume discretization of Eqn(4.3) is carried out by applying the divergence 

theorem and integrating the equation over a control volume. This leads to

/ / -dVdt + / (n - u)<j)dS = 0, (4.8) Jt Jv ot Js

which is then approximated at the faces of the control volume as

= 0. (4.9)

where / is a subscript for values on the face of a control volume. Eqn(4.9) can be 

rewritten as

(4.10)

where cr/ is known as the Courant-Friedrichs-Lewy(CFL) stability number which is

given by
= (n. U) fA,At (4 n)

VP
In order to achieve stable explicit solutions for Eqn(4.10) the value of 07 must lie 
within the range |oy | < l/\/N where N is the number of spatial dimensions. The 

approximation of <t>f is carried out through the use of a differencing scheme.

4.3.3 Smearing of the Fluid Interface

In the solution of Eqn(4.10), (/> is calculated for each element. Therefore for an 

element which contains a mixture of the two fluids </> will have a value indicating 

the proportion of each fluid in the element. This leads to numerical smearing of 

the interface as a fluid entering an element on one side has an immediate effect on 

the value of 0 which leaves through any other face of the control volume. Therefore 

(f)f in Eqn(4.10) has to be approximated using a differencing scheme which would 

minimise the smearing of the interface. In PHYSICA+ there are several differencing 

schemes which can be used to calculate </>/.

The first of the techniques is the upwind method. For an element P with a neigh­ 

bouring element A with n being the outward normal to the current face the value of
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= < (4.12)

</>/ is given by
r

4>A if (n • u) f < 0,

(f)P if (n • u)f > 0.

First-order schemes such as the upwind method are highly prone to numerical diffu­ 

sion which causes the interface to smear and become less distinct. Therefore higher 

order schemes such as van Leer [82] TVD and donor-acceptor scheme [71] have been 

implemented within PHYSICA+.

The van Leer scheme uses the equation

</)f = fa + ^^-(dUD - \(n • u) f \6t), (4.13)

where the subscripts U and D indicate the values in the upwind and downwind 

elements respectively. The distance between the upwind and downwind element 

centroids is given by duo and 6t is the time step size. The term A</>/An is calculated 

using the equation

An

0

mn , \(/>uc
-mm(\</)DU , \fac

if 4>ou * 4>uc < 0,

\<t>uc\)) if 4>uc > 0,

\<t>uc\)) if 0c/c < 0,

(4.14)

where

and

<t>DU =

f/>uc =

- <t>u

d,uc

(4.15)

(4.16)

The subscript C indicates the upwind, upwind element. For an internal face without 

an upwind, upwind element associated with it, $/ is given by

(4.17)

4.3.4 Pressure Gradients

The pressure gradient between the two fluids is discontinuous across the interface. 

Consequently care has to be taken when calculating the integrated gradient for an el­ 

ement. The technique is based on the standard approach for calculating the pressure
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gradient used in PHYSICA+ which is

(Vtfp)p « 5>,A/P/ , (4.18) 
/

where

. (4.19)

In the equation above P and A are adjacent element with the common face / and a 
is a weighting factor given by

a = , (4.20)
+ dp I

where dAf and dpf are the normal distances from the element centre to the common 

face. When the free surface algorithm is being used the value of a is calculated as

a = dAf (PA -pref )
dAf(pA - Pref) + dPf(pP - pref ) '

where pA ,pp and pref are the densities in elements A, P and a reference density. 

When the above expression is used to calculate a the value may not lie between zero 

and 1.0 which means that the face value of pressure may not be bounded by the 

pressure values in the elements either side of the face. This could lead to stability 

problems in which case pref is set to the minimum density value expected or to zero.

4.3.5 SEA Viscoelastic Algorithm

In this coupled algorithm fluid 1 is a viscoelastic material and fluid 2 is a Newtonian 

fluid. The interface is assumed to be at (f) = 0.5.

The governing equations are

dp
dt

du

+ V • (upm) = 0, (4.22)

+ PmuV • u = - Vp + Aim V2u + 5, (4.23) ui
and

+ AI?I = 2rjiD (4.24)

where the equations for continuity, flow and constitutive model respectively. The 

term S represents the source terms such as V • TI, surface tension terms etc. The 

subscript m indicates mixture properties which are calculated using Eqn(4.4). In
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this case for the mixture viscosity //m , //i = 7/2 (dynamic viscosity of the Newto­ 

nian contribution of the viscoelastic fluid) and //2 will take the dynamic viscosity 

of the Newtonian fluid. In Eqn(4.24) rji is the dynamic viscosity of the viscoelastic 
contribution of the viscoelastic fluid.

The constitutive equation for the viscoleastic fluid is solved across the whole domain 

using the condition that if 4>p < 0.5 the ap coefficient is assigned a very large value 

which ensures the value of the viscoelastic contribution is negligible at P. In addition 
no stress source term contributions are made to the momentum equations at P if 
</>P < 0.5.

The advection equation (4.3) is solved explicitly at the end of the time step. The 
solution sequence is given below.

1. Initialise variables

2. Update material properties

3. Begin time-step

• Set r° = r,u° = u,p° =p

• SIMPLEC

- Solve constitutive equation

- Solve momentum equation

- Solve pressure correction equation

- Correct pressure and velocity fields

- Calculate convection fluxes

- Iterate until convergence

• Solve advection equation

4. End time-step

5. Repeat steps 2-4 for time-step advancement
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level sets of zero level set

^> } - interface region

Figure 4.1: Level sets of (j).

4.4 Level Set Method (LSM)

In the level set method [74] the scalar </> is a distance function and the values of </> are 

called level sets (see Figure 4.1). The interface between the two fluids is represented 

by the zero level set (0 = 0) and <f> is calculated as the normal distance from the zero 

level set. The position of the interface is such that

<t>(r) > 0 in fluid 1,

(j)(r) = 0 interface,

</>(r) < 0 in fluid 2,

(4.25)

(4.26)

(4.27)

where r is a position vector. The variable 0 is continuous, smooth and monotonic 

in the direction normal to the interface.

To predict the evolution of the interface, 0 is advected through the velocity field 

using an advection equation and the calculated velocity field. Eqn(4.3) is used to 

advect the distance function <j> and the velocity field is calculated using Eqns(4.2) and 

(4.7). Once 0 is advected through the velocity field the values of 0 are reinitialised 

as a distance function from the zero level set, without disturbing the position of the 

interface, using the reinitialisation equation

84)
(4.28)

In Eqn(4.28) fo is the value of (/> at the beginning of the reinitialisation and r is a
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pseudo timestep. 5(00 ) is a sign function given by

(4.29)

where d™px is the maximum distance between the centre of element, P and the centre 

of adjacent element, A. Therefore the value of the sign function is such that

5(0) > 0 if 0 > 0, (4.30)

5(0) < 0 if 0 < 0, (4.31)

5(0) = 0 if 0-0. (4.32)

Equation(4.28) may be recast as

V0-V0 , .(4 ' 33)

from which the characteristics are given by

(4.34)

The gradient over a control volume is evaluated at the surface by expressing it as a 

surface integral such that

/ V(f)dV = f n0d5, (4.35) 
Jv Js

which is then discretized and divided on both sides by the cell volume, Vp, to give

V0 = £ ̂ ™/0/, (4.36)

where A/ is the area of the control volume face and n/ is the outward normal to the 

control volume face. Upwinding is used to determine 0y which gives

0/ = 0P if w • n > 0, (4.37) 

0/ = 0^ if w • n < 0. (4.38)

The following modification is used for the gradient

(4.39)

where

(4
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with

where /+ is summed over all positive terms and for /- over the negative terms. This 

form of discretizing the re-initialisation equation allows information to be conveyed 

from the interface while not allowing the extremities to be smoothed.

The magnitude of the gradient is therefore calculated from

\ Vip
Any material property is calculated using the expressions

v = v\ if

"2 if (t> < -a, (4.43)
' ~ . /7T<A

sm lf2 2

In order to prevent instabilities at the interface the material properties are smoothed 
by defining a finite interface thickness 2a. Here a is defined by

(4.44)z,

where TV is the number of elements across the thickness of the interface. This defi­ 
nition of a ensures that the thickness of the interface is dependant on the mesh size 
thereby minimizing smearing of the interface.

The discretized version of the re-initialisation equation Eqn(4.28) is

(4.45)

where i + 1 and i denote the current and previous iterations and AT is the time step 
which is chosen such that

4.4.1 Volume Reinitialisation

10 (4.46)

The level set method does not automatically preserve volume. If volume conservation 
is required a volume reinitialisation technique is employed. This is done after the
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level set reinitialisation. The equation used to reinitialise the volume is

= ( Vo - V(r)), (4.47)

where VQ is the volume of the fluid with 0 > 0 at r = 0, V(r) is the volume of fluid 

with </> > 0 at a later time and r is the pseudo time step as defined by Eqn(4.46).

The discretization of Eqn(4.47) is

(4.48)

where i + 1 and i denote the current and previous iterations of volume reinitialization. 

The volume is calculated using

vol = Vp if 0p > a,

vol =0 if (j)p < a, (4.49)

vol= VHl + sinf—— i) if \</>P <a, 
V V 2a //

where a is the interface thickness.

4.4.2 LSM Viscoelastic Algorithm

In this coupled algorithm fluid 1 is viscoelastic and fluid 2 is Newtonian. The govern­ 

ing equations are Eqns(4.22) - (4.24). The mixture material properties are calculated 

using the expressions in Eqn(4.43). For the mixture viscosity //m , /^ = rj2 (dynamic 

viscosity of the Newtonian contribution of the viscoelastic fluid) and /^2 will take the 

dynamic viscosity of the Newtonian fluid. In Eqn(4.24) rji is the dynamic viscosity 

of the viscoelastic contribution of the viscoelastic fluid.

The contitutive equation for the viscoelastic fluid is solved across the whole domain as 

in the SEA coupled algorithm. The condition under which the aP term is assigned 

a large value and no stress source term contribution is made to the momentum 

equations is (f)p < —a. The interface thickness is given by — a < <fr < a. The 

advection equation (4.3) is solved explicitly after the SIMPLEC loop at the end of 

the time step. The </> values are then used to solve the reinitialisation equations. The 

solution steps are given below.
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1. Initialise variables and 0(z,0) to be the signed normal distance to the free 

surface front

2. Update material properties

3. Begin time-step

• Set r° = r,u° = u,p° =p

• SIMPLEC

- Solve constitutive equation

- Solve momentum equation

- Solve pressure correction equation

- Correct pressure and velocity fields

- Calculate convection fluxes

- Iterate until convergence

• Solve advection & reinitialisation equations

4. End time-step

5. Repeat steps 2-4 for time-step advancement

4.5 Validation of the SEA and LSM Viscoelastic 

Free Surface Algorithms

8m

18m 

Figure 4.2: 2-D channel geometry.
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a)

b)

Figure 4.3: a) The mesh for the 2-D channel, b) The initial conditions where the 
viscoelastic material is represented by the red colour and the blue region represents

air.

To validate the two algorithms for viscoelastic flow a validation technique similar to 
that used by Tome et al. [79] is employed. This involves the comparison of shear 
and normal stress profiles at a cross section in a 2-D planar channel with that of the 
analytical solutions at steady state conditions.

To carry out the validation a 2-D planar channel as shown in Figure 4.2 with a 
channel width of 8m is considered. Fully developed flow is imposed at the inlet given

by
v = °' (450)

No slip boundary conditions are imposed at walls for u and v velocities and Neumann 
boundary conditions are imposed at the outlet for the extra-stress. Pressure is set 

to zero at the outlet.
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Initially a thin strip of fluid is defined close to the inlet (0 < x < 2) . The mesh and 

the initial state are shown in Figure 4.3. Fluid is gradually injected into the channel 

until it reaches outflow and steady state is established. The material properties 

are set at pi = l3QQkgm~3 (polymer) and p2 = 1.19&<7ra~ 3 (air) for the mixture 

density (pm ] and for the mixture viscosity (pm) A*i = 4.0Pa5 (772 of polymer) and 
Hz = 1.819E — 5Pas(air). For the viscoelastic fluid, due to difficulties in obtaining 
data, the dynamic viscosity of the polymer is taken as the dynamic viscosity of the 
Newtonian contribution 772 and the dynamic viscosity of the viscoelastic contribution 
r/i = l — r/2/p (where r]2/p is the kinematic viscosity of the polymer with p being its 
density). The relaxation time of the polymer is taken to be \\ = 0.14s.

In both the SEA and LSM the van Leer differencing scheme is used to approximate 
(j>f. Figure 4.4 a) shows the progress of the viscoelastic fluid after 12 seconds using 
the SEA algorithm. Figure 4.4 b) shows the interface region 0 < <j> < 1. Figure 
4.5 a) shows the progress of the viscoelastic fluid using the LSM algorithm after 12 
seconds. In Figure 4.5 b) the level sets of the flow are presented. In this case there 
is no interface region and therefore the position of the interface does not have to be 
guessed as with SEA. The CPU time for SEA is 75185 and for LSM it is 82475 on 
a 433Mhz Dec Alpha ev5.6 64-bit CPU. The interface profile from the LSM method 
compares well with that of SEA and the simulation time is only marginally larger 

than for SEA.

Once steady state is achieved the velocity field at the outlet must have the same 
profiles as the boundary conditions imposed at inflow given by Eqns(4.50) and the 
T*X and rfy stress profiles along a cross section should be similar to the analytical 

solutions given by

In Figure 4.6 the velocity fields for both methods once steady state has been reached 
are plotted. The rf x normal stress and the rf27 stress profiles along the cross section 
at x = 10m (0 < x < 18), are given in Figures 4.7 and 4.8 for SEA and LSM 
respectively. The plots show that the numerical results are a very good match for 

the analytical results.

The relative /2-norm of the errors are calculated using Eqn(3.29) and values for rfx
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a)

1.5

b)

Figure 4.4: Interface dynamics with SEA at t = 12s.

a)

b)

Figure 4.5: Interface dynamics with LSM at t = 12s.
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a)

~.256 
Z-137

b)

~.256 
1.137

Figure 4.6: The velocity profiles at steady state with a) SEA and b) LSM.
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Figure 4.7: A comparison of steady state analytic and calculated values of a) rfx , 
and b) 7?y , at rr = 10 with SEA.
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Figure 4.8: A comparison of steady state analytic and calculated values of a)rfz , 

and b)rfy , at x = 10 with LSM.
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Stress
T-XX 
Tl

Txy

SEA

2.52E - 4

1.01E-4

LSM

4.84E - 4

1.50E-4

Table 4.1: The /2 errors for the stresses.

and r*y with SEA and LSM are given in Table 4.1. The results presented above show 

that both methods predict similar flow behaviour based on which it can be concluded 

that the methods have been implemented correctly. Based on the CPU times for the 

two methods SEA is faster than LSM and /2 errors of the stresses (see Table 4.1) show 

that SEA is more accurate than LSM. However with SEA the position of the interface 

had to be guessed whereas with LSM the exact position of the interface is known. 

This is an advantage especially when implementing surface tension effects since it 

enables the curvature of the interface to be calculated accurately. Therefore in the 

following section surface tension effects are implemented within the LSM algorithm.

4.6 Surface Tension Effects Within LSM

Surface tension effects are introduced into the PHYSICA+ solution algorithm through 

a source term in the momentum equation Eqn(4.2). The source terms are calculated 

through the level set method. If a 3-D space fJ is occupied by two fluids, QI and £72 

which is enclosed by surface areas PI and P2 such that P = PI + P2 , then an interface 

area PS exists between Q x and Q2 with an associated surface tension 7. Figure 4.9 

depicts this Q space. The following sections describe the derivation of the surface 

tension source term and its implementation within PHYSICA+.

4.6.1 Edge Source Term

Assuming the interface P5 is smooth, and by neglecting other forces, the surface 

tension acting on Q is given as

= 6 
Jdrs (4.52)

where mi is the normal to P and tangent to P5 respectively [83].
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Figure 4.9: 3-D space Q occupied by two fluids, 171 and 17 2 - 

4.6.2 Surface Source Term

By expressing the edge source term Eqn(4.52) as a surface integral we derive the 

surface source term

= / df jdTs - f
Jl^Q JT

(4.53)

where df is the surface gradient in Cartesian coordinates given by

d
(4.54)

In Eqn(4.54) ^ is the delta tensor. Details on the derivation of Eqn(4.53) can be 

found in Wheeler [83].

The second term in Eqn(4.53) includes the curvature of the surface because the 

divergence of the normal is equal to the negative of the curvature. Therefore

(4.55)

where J is the curvature of the surface. Thus Eqn(4.53) can be rewritten as

iJdTs . (4.56)
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To include the surface tension source term in the LSM formulation Eqn(4.56) is 

rewritten as a volume integral given by

7 + 7n,J(0)](f(0)|V0|dn (4.57)
•/sz

The transformation of Eqn(4.56) to Eqn(4.57) in 3-D has been proved by Wheeler 

[83].

The result within the square bracket in Eqn(4.57) can be expanded as follows

d? 7 + TfriiJty) = (6i:i - ninj}r ~ Tfnitfkj ~ n*nj) (4 - 58)
J

The normal n is related to the distance scalar </) such that

Thus using Eqns(4.58) and (4.59) the surface tension source term can be expressed 

in terms of cf) as

(4.60) 

where

-a
l. (4.61)

When the surface tension is constant the first two terms on the right hand side of 

Eqn(4.60) will be zero.

The curvature, in terms of (j> is given by

- njnk )(nj) Xk (4.62)

Although surface tension is normally associated only with the surface, in these equa­ 

tions it needs to be defined across the region -a < 0 < a.

4.6.3 Discretization of the Surface Tension Source Term

The source term S7 is discretized using the finite volume technique. The curvature 

J, the gradients V0 and V7 and 8((f>) are stored at the centre of the control volumes
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and are the averages over each cell. The discretization of the components are as 

follows:

• Eqn(4.62) can be written as

F)n • 
J(^ = -(Stj -ninJ)^, (4.64)

OXj

where

(4 ' 65)
The terms n^ and HJ within the brackets in Eqn(4.64) are calculated directly 

from V0 and |V0|. The term outside the brackets is calculated using the 

divergence theorem which gives

The discretization of the curvature is therefore

To calculate the gradients V0 and V7, they are expressed as in Eqn(4.35) 

and the arithmetic mean is used to calculate face values. The term |V0| is 

calculated directly from V0 at each cell centre.

• The delta function, 8((j)) ensures that the surface tension source term contribu­ 

tions to the momentum equations are only made for the control volumes near 

the interface and is given by

= <
if 101 < a 

a > J (4.68)
0 if > a

4.6.4 The Wetting Angle

When an interface between two fluids is in contact with an external surface and 

the interface has surface tension then a force is exerted on the fluid interface by 

the external surface. The force balance at the contact points between interface and 

surface is modelled by Young's equation. This means that in the discretisation the
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Contact angle

Interface

Fluid 2

Fluid 1

Tube wall

Figure 4.10: The contact angle.

boundary will have a certain equilibrium contact angle. To achieve this the curvature 
is amended in the cells adjacent to the boundary such that

J((£) = y(cos0-n.V0), (4.69)
L

where / is the grid-length, 9 is the contact angle and n is the normal pointing 
into the boundary. When this contact condition is satisfied the third term in the 
source term (Eqn4.56) will be zero. This condition simulates a contact angle. If the 
condition is not satisfied the source term will force the fluid to move in the correct 
direction. Figure 4.10 shows the position of the contact angle in a two fluid system 
at equilibrium within a tube.

4.6.5 Viscoelastic Fluid Under Surface Tension

To demonstrate the effects of surface tension on a viscoelastic fluid the numerical 
example where a square gradually evolves into a circle is presented. The computa­ 
tional domain consists of one fluid. In the centre of the domain a square region is 
defined and surface tension is applied. With time the surface tension forces acting 
on the interface should change the shape of the interface from a square to a circle
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to minimize the energy of the surface. Two meshes are used in this example. One 
consists of square elements and the other consists of triangular elements. The 2-D 
meshes are presented in Figure 4.11.

The density of the fluid is the same in both cases. The values 1300fc#ra~3 , and 
7QNm~2 are used for density and surface tension respectively. In addition, AI =0.1 
and the Newtonian contribution of the viscosity 772 = 143Pas and the viscoelastic 
contribution of the viscosity 771 = 0.89Pas for the viscoelastic fluid.

Simulations were carried out using Mesh 1 for both Newtonian and viscoelastic fluids. 
In Figures 4.12 and 4.13 results are shown for a Newtonian fluid and a viscoelastic 
fluid respectively. The CPU time for the two simulations were 443s (Newtonian) 
and 734s (viscoelastic). For the viscoelastic fluid a further simulation was carried 
out on the mesh with triangular elements (Mesh 2) and these results are presented in 
Figure 4.14. The CPU time for the viscoelastic simulation on Mesh 2 was 3178s. All 
simulations were carried out on a single CPU of a 5 Alpha server E545 system where 
each system contains four IGHz CPUs and 4Gb of memory. In all three simulations 
with time the square is seen to evolve into a circle under the influence of surface 
tension. The circle for Mesh 2 appears to be slightly skew which may be due to the 
type of mesh elements used.

The analytical radius of the circles in all three cases is 0.225. The maximum level 
set value ((f>max) should be equal to the value of the radius. The numerical values of 
<t>max for each of the cases are 0.19418, 0.19418 and 0.14278 respectively. There is 
slight underprediction in the numerical values. The value for Mesh 2 may be lower 
because the shape is not completely circular due to the shape of the mesh elements. 
The values for both fluids on Mesh 1 is the same with the cf)max on Mesh 2 being the 
lowest.

From the Laplace-Young equation the pressure jump across the interface is equal to 
the surface tension divided by the radius of the circle. This gives a pressure jump 
of 311.111. The numerically calculated pressure jumps are 329.866, 329.920 and 
331.819 for the three simulations respectively. For these material properties there is 
a over prediction of 6 — 7% in the numerical values.
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a)

b)

Figure 4.11: The meshes for the square to circle test case, a) Mesh 1 and b) Mesh 2.
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a)

b)

c)
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(16,8996 
-13.J-J.J .UBB^

Figure 4.12: Square to circle Newtonian fluid with surface tension on Mesh 1. a) 

the initial shape of interface, b) shape of interface after t = 16s and c) the pressure 

contours at t = 16s.
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Figure 4.13: Square to circle Viscoelastic fluid with surface tension on Mesh 1. a) 

the initial shape of interface, b) shape of interface after t = 16s and c) the pressure 

contours at t = 16s.
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Figure 4.14: Square to circle Viscoelastic fluid with surface tension on Mesh 2. a) 

the initial shape of interface, b) shape of interface after t = 16s and c) the pressure 

controus at t = 16s.
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4.7 Conclusion

In this chapter two free surface algorithms, the Scalar Equation Algorithm (SEA) and 

the Level Set Method (LSM), have been described and implemented for viscoelastic 

flow. Simulations have been carried out using a 2-D planar channel test case in order 

to validate the numerical results against analytical results for a viscoelastic material 

and good agreement has been attained for both algorithms.

Taking advantage of the fact that interface smearing is minimal using the LSM, 

surface tension effects have been implemented in the LSM algorithm. A test case 

demonstrated the surface tension effects.

In the next chapter the SEA and LSM algorithms will be used to model two industrial 

processes which involve viscoelastic fluids and two-phase flow.



Chapter 5

Applications

In the preceding chapters two algorithms were presented to model two-phase vis- 

coelastic flows. In the present chapter these algorithms are applied to two industrial 

processes which involve viscoelastic fluids to explore its potential as a predictive tool.

5.1 Electronic Packaging

Applications which involve viscoelastic materials are wide and varied ranging from 

biological applications such as arterial blood flow to industrial applications such as 

the forming of plastic bottles. The earliest successful attempt at computationally 

solving viscoelastic flow was by Perera and Walters in the late 70's. Since then, with 

the advent of fast computers with large memory capacity and advances in solution 

techniques, many of these processes have, to some extent, been investigated through 

computational modelling. This study focuses on two applications in the field of 

electronic packaging.

The advent of the silicon chip enabled large numbers of transistors to be fitted on 

to a small chip paving the way for much powerful machines. The size of the chip 

also reduced the dimensions of the circuitry. Therefore electronic circuits with em- 

beded silicon chips (see Figure 5.1) found their way into numerous devices ranging 

from computers to household appliances. The quest today is to produce increasingly 

small lightweight electronic components. Therefore polymer materials have become 

popular in the electronic packaging industry since they form compounds which are

115
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Figure 5.1: Electronic circuit board.

low in cost, meet the necessary material property requirements such as low dielec­ 

tric constants and are much lighter in weight than materials such as glass or metal 

which were originally used for packaging. Some of the polymers used are viscoelastic 

materials.

5.2 Underfill

Polymers were first used in the electronic industry in the 1960s. A layer of organic 

resin was used to protect wirebonded semiconductor devices instead of producing 

hermetically sealed metal and glass packages in order to reduce cost. This technique 

came to be known as 'glob-topping' (see Figure 5.2).

With electronic devices getting increasingly small the next step was to reduce the size 

and height of the components and this was found to be possible through the direct 

mounting of silicon die on to circuit boards as shown in Figure 5.3. This method 

not only decreases the height but also reduces cost as it is possible to dispense with 

wirebonds. The direct attachment of chip on board is called 'Flip-chip' technology. 

When silicon die are flip-chip mounted electrically conductive bumps, usually made 

of solder, form an interface between the die pads and the board and a gap is formed 

between the interface joints. To protect the underside of the die and to strengthen 

the interface joints during thermal cycling, the gap between the joints are filled with 

'underfill' encapsulants which have an epoxy resin base. Figure 5.4 shows the steps in
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Silicon die
Glob-top encapsulation

Gold plated 
copper tracks

Polymer board

Wire bonds

Die attach

Solder 
joints

Figure 5.2: Glob-topped component.

Silicon die

Metallised contact pad

Polymer board

underfill 
encapsulant

Figure 5.3: Flip-chip.
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1) The chip is placed face down 
on the printed circuit board

array of die bumps

•g* // contact pads

2) The component is heated 
and cured for the bumps to 
form joints with the contact 
pads

3) Underfill material is 
dispensed at the edges 
which is drawn in to the 
gap between joints

edges

4) The component is exposed 
to heat or radiation 
to cure the underfill

5) Underfill encapsulated 
component

Figure 5.4: Underfilling Process.

the flip-chip process. The epoxy resins used for underfill encapsulants are viscoelastic 

materials [84].

5.2.1 Underfill Material

There are various types of underfill material commercially available to industry. A 
typical underfill material should have a high Young's modulus, a coefficient of ther­ 

mal expansion matching that of the organic substrate with good adhesion to the 
organic substrate and the silicon chip. It should also flow well under low clearance
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die and be fast flow and fast curing for optimum production. Most underfill materi­ 

als therefore are a composite of a low-halide epoxy resin, a fused silica filler, an acid 

anhydride as curing agent, a latent catalyst and a wetting agent.

5.3 Underfill Encapsulation Techniques

The following sections describe three techniques for underfill encapsulation.

5.3.1 Capillary Driven Flow

The conventional method of encapsulating the solder joints is with capillary driven 

flow. In this technique the fluid is dispensed on to the heated circuit board at either 

one or two edges of the chip. The heat of the board reduces the viscosity of the 

underfill. The differing surface energies between the die surface, board and underfill 

gives rise to capillary action which results in drawing the low viscosity fluid into 

the gap between board and chip. Figure 5.5 a) shows the dynamics of capillary 

driven encapsulation. However this method has a tendency to capture air bubbles 

during the flow. This causes voids to be formed around the joints resulting in bump 

failure due to premature fatigue and thereby directly affecting the reliability of the 

component. It also gives rise to variations in density. The images in Figure 5.6 show 

examples of defective encapsulation.

5.3.2 Injection Flow

In injection flow underfill is injected into the substrate from an edge and the pressure 

at the inlet then drives the fluid into the substrate. The injection dynamics are shown 

in Figure 5.5 b). This method has shown to decrease underfilling times however it 

is limited by the maximum normal stress that the joints can withstand. Another 

drawback it is that the injection head has to stay in contact with the chip through 

out the flow process which prevents it from carrying out multiple dispensing. This 

results in a point to point processing limitation as the number of chips on the board 

increase which in turn affects the high throughput production rates. It also does not
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Underfill 
material

b)
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injection

Silicon chip

Capillary flow t
Polymer board

Silicon chip

Polymer board 

Figure 5.5: Underfilling techniques.
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address the issue of the formation of voids.
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Faultless encapsulation

Particle segregation

Voids

Figure 5.6: Process induced defects.
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Figure 5.7: Jetting machine.

5.3.3 Jetting

Jetting is the selective dispensing of fluid without contact and has been in use in the 

packaging industry for various other processes. Figure 5.7 shows a type of jetting 

machine at work in this case dispensing underfill at the edges of chips which have 

already been mounted on to boards.

With the decrease in component sizes the height of the substrate is also decreasing 

and it is becoming increasingly difficult to encapsulate using techniques such as those 

described above. Therefore jetting of underfill on to printed circuit boards before 

silicon chips are mounted is being considered as a viable dispensing process. In the 

jetting process, the machines are calibrated to eject exact quantities of underfill dots 

onto the gaps between the contact pads on which the solder bumps sit when the chip 

is placed on the circuit board (see Figure 5.8). The silicon chip is then mounted 

and the component is cured. When the component is being cured the underfill dots 

which were dispensed melt and solidify around the joints.

In this technique precision is crucial as the dots have to maintain their shapes and 

fall on to exact locations which will ensure that the fluid on the board will have a 

specific diameter and height. Underfill is an abrasive fluid and causes the tip of the
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jet nozzle

Underfill drop

Metalised 
contact pad

Polymer board
Figure 5.8: Jetting of underfill.

dispensing needle to wearout with extended use. It has been experimentally observed 

[85] that, with time, nozzle wearout affects the volume and shapes of the dispensed 

drops. Therefore this technique is still at the experimental stage.

5.4 Current Research

The bulk of the research in this area involves capillary driven flow as it is still the 

most widely employed technique in industry. Investigations into capillary driven 

flow have followed two main directions. The use of analytical models to predict 

mechanical properties of filled epoxies and the use of numerical modelling to develop 

predictive tools to capture process induced defects such as voids.

5.4.1 Analytical Models for Mechanical Properties 

Flow times

The equation used to calculate underfill flow times is [86]

3//L2T =
/17COS0' (5.1)
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where T is the time in seconds, // is the viscosity of the fluid, L is the length of 

the die, h is the height between die and board, 9 is the contact angle and 7 is the 

surface tension of the liquid vapour interface. This equation takes into account the 

effects of differing surface energies which gives rise to capillary driven flow which is 

the conventional underfilling technique. From the equation it can be seen that the 

time for underfilling is proportional to the square of the length or width of the die. 

Therefore, if the underfilling times are to be minimised, the fluid should be dispensed 

at the longest side of the die.

The Mooney equation

This equation is used to estimate the increase of viscosity with filler content and is 

given by [87]

(5.2)

where r\c is the viscosity of the filled epoxy resin, rji is the viscosity of the epoxy 

liquid, &# is the Einstein constant (= 2.5), fa is the volume fraction of filler and (f)m 

is the maximum volume the filler particle can have (it is around 0.632 for random 

close packing).

The Washburn Model

This equation models the effect of filler content on flow lengths (x) and is given by 

[87]
A( "\2
-^- = b^(cos00 + cos0s )—— (5.3) at o neff

where Xf is the axial flow length, b is the flow parameter, a is the liquid surface 

tension, 00 and Os are the contact angles at the lower and upper channel surfaces, s 

is the channel spacing and /j,e/f is the effective viscosity. It is important to note that 

experimental measurements indicate that the contact angles and surface tensions 

are not strongly influenced by the filler content. Therefore, viscosity is the dominant 

factor in underfilling
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The Kerner equation

Theoretically the equation for increase in modulus (Young's modulus) has been found 

to have the same form as that for increase in viscosity and the Mooney equation is 

used to predict increase in modulus. However, this method has proved to overes­ 

timate the modulus of filled epoxies [87]. Therefore the Kerner equation given by

[87]
E. 15(1 - Vl )fa
E ^' ( }

is used where Ec and E are the moduli of the filled and unfilled epoxy respectively, 

vi is the Poisson's ratio of the unfilled epoxy, fa is the volume fraction of epoxy and 

fa is the maximum volume the filler particle can take.

The effect of filler content on Coefficient of Thermal Expansion (CTE)

To study the CTE for polymers filled with spherical particles the linear equation 

given by [87]

ac = faa2 + (1 - fa)ai, (5.5)

is used, where ac , OL\ and a<2 are the CTEs for the composite, matrix and filler 

respectively and fa is the maximum volume the filler particle can take.

The effect of filler content on strength

The strength of the filled polymers are influenced considerably by particle-matrix 

adhesion and particle size. Therefore predicting the strength is difficult and the 

theory of Nicholais and Narkis is considered an adequate method to study the effect 

of filler content on strength. The equation has the form [87]

(5.6)

where cr* and a* are the strengths of the composite and unfilled epoxy respectively 

and fa is the maximum volume the filler particles can take. For untreated or debond- 

ing particles, the tensile stress decreases with increasing filler content and for well 

bonded filler particles it is independent of filler content and around 90% of the 

strength of the unfilled epoxy.
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A model for fracture toughnes

The fracture toughness of a filled epoxy is controlled by a number of parameters 

among which filler particle size and filler content are the most important. Addition­ 

ally the toughening mechanism is also important. Research on model epoxies have 

shown a micro-cracking mechanism induced by particles. This has been modelled by 

Evans et al. using the equation [87]
771 /~i

(5.7)

where Gc and G are the fracture toughness of the filled and unfilled epoxy respec­ 

tively, Ec and cr* are the modulus and strength of the filled epoxy, R is the radius of 

the filler particle and 02 is the maximum volume the filler particle can take.

5.4.2 Summary

These analytical models have been used extensively to improve underfill flow times, 

material properties etc. [88, 89, 87, 90, 91]. However the analytical solutions of 

these models cannot be used as a predictive tool which will for example give insight 

into the dynamics which cause defects such as formation of voids. With components 

becoming increasingly smaller such issues are becoming increasingly important as 

they have a direct impact on the reliability of components.
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5.4.3 Numerical Modelling of Underfill

Computational modelling is a technique which can be used as a predictive tool. It 

can also be used as an alternative for physical testing thereby removing the need to 

produce large numbers of prototypes. It reduces the time-scale required for the design 

process and decreases costs. Therefore there is great demand for computational 

algorithms which can model the complex dynamics which govern the processes in 

electronic packaging. Numerical modelling has been used to investigate two aspects 

of the underfill process. These are the modelling of stress analysis in the cured 

underfill to predict crack propagation etc., and the modelling of the underfill flow 

encapsulation process.

The modelling of cured underfill has been carried out extensively using finite element 

algorithms where even the viscoelastic nature of the material has also been addressed 

through the use of constitutive models for viscoelastic solids [92, 93].

Work on the modelling of the encapsulation process has been limited as it involves 

complex flow mechanisms which are numerically challenging. Details of three areas 

of research are presented below to outline the current state of modelling of underfill 

flow.

Masunaga et al. [94] presented an analysis of polymer flow for flip-chip packag­ 

ing based on capillary driven flow. They employed finite element techniques with 

the Simplified Marker and Cell (SMAC) method and the Volume of Fluid (VOF) 

method to discretize the Navier-Stokes equations, time integration and to track the 

free surfaces. The governing equations were the 2D Navier-Stokes equations for in­ 

compressible laminar Newtonian fluid given by

du _ 1 // 9 r—- + u • Vu = —Vp + -V2u + -, (5.8)
dt p p p v '

and the continuity equation given by

V • u = 0, (5.9)

where u is the velocity vector, p is the pressure, p and ^ are the density and viscosity 

of the fluid respectively and r is the flow resistance vector.
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The x and y components of the flow resistance r were defined as

Tx ~ h2 '
(5.10)

r* = ~/P' 

where h is the height between the silicon chip and circuit board.

The pressure across the free surface was defined using the Laplace-Young equation

given by
2Fcos6> f . 

P= ——r—, (5-11) h
where F is the surface tension of the liquid-vapor interface and 9 is contact angle of 

the fluid at the surface of the chip and board.

This 2-D model ignored the effects of solder joints, surface roughness, other flow 

obstructions and end effects. It assumed a continuous supply of underfill at the 

inlet.

The results from the numerical simulations were compared against experimental re­ 

sults. In the experiments underfill materials with silica filler were used. A comparison 

of the filling times showed that the computed times were higher than experimental 

values. This was taken as an indication that a suspension cannot be modelled as a 

Newtonian fluid and therefore modifications were made to the flow resistance terms 

(Eqn 5.10) by multiplying the terms by a constant which was dependent upon un­ 

derfill material properties. With this modification there was an improvement in the 

filling times obtained through modelling and the flow front profiles were in good 

agreement with the experimental results.

Han et al. [95] carried out both analytical and numerical work on underfill flow. 

The investigations started with simple analytical solutions similar to those presented 

in section 5.4, and then progressed to numerical modelling which allowed the com­ 

plex dynamics of underfill flow. The numerical analysis was based on finite element 

techniques. A Hele-Shaw approximation was implemented where the viscosity was 

measured under comparable flow conditions. This is a simplified method of mea­ 

suring viscosity of a material which is a suspension. This method is based upon 

the assumption that the space between the adjacent solder joints is large compared
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to the height between chip and board. A power-law model was used to represent 

the constitutive behaviour of the fluid. Physical experimentation was carried out to 
validate the numerical work. A two-phase 3-D algorithm was presented by Yang et 
al.[96]. This algorithm was based on the VOF method for incompressible generalised 
Newtonian flow. A finite volume discretization was used with the SIMPLE solution 
algorithm. The governing equations used were the momentum conservation equa­ 
tions, the mass conservation equation and an advection equation for the transport 
of a scalar. The net normal force due to surface tension was calculated using the 
expression

I Apds = I anxdx, (5-12)

where Ap is the normal force per area, o is the surface tension, n is the unit outward 
normal and x is the length of the line segment. The model was implemented into the 
algorithm as follows. After the liquid/gas interface was determined for each cell a 
unit normal of the interface was calculated and then Eqn(5.12) was used to calculate 
the net normal force. This was then introduced into the momentum equation as a 
body force. Results were presented on a 3-D geometry consisting of spheres which 
were truncated at the top and bottom. The underfill was modelled as a suspension 
by using a filler-particle model. The simulated results showed that the flow front 
moved in an uneven "leapfrog" manner [96] and was in agreement with experimental 
results. This fluid was modelled as a Newtonian fluid and a higher order surface 
reconstruction technique had to be used to overcome the smearing of the interface 
which occurs with VOF.

As mentioned in Section 5.3 interest in jetting as an alternative dispensing method 
is increasing. However the effect the abrasive nature of underfill has on the tip of the 
needle and variations in the shapes of the drops need to be better understood before 
it can be used in large scale packaging. Preliminary investigations have been carried 
out by Quinones et al. [85]. The modelling is based on a finite element calculation 
of the flow within the syringe and needle. This method does not have the capability 
to model the drop formation and to track the movement as it falls on to the surface. 
The technique also cannot model the erosion of the needle tip.

The flowchart in Figure 5.9 shows the various directions in which the research has
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Studying Underfill Behaviour

Using Analytical Models to I Numerical Modelling 
Predict Mechanical Properties I

Studying Mechanical I Modelling Underfill Flow 
Properties of Cured Underfill I

Figure 5.9: Flowchart.

developed in modelling of underfill flow. The green modules indicate research already 

carried out in this field. The red box indicates contributions from work undertaken 

in this PhD.
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5.5 Numerical Tests

In the previous section a brief description of the current state of research on the mod­ 

elling of underfill flow was presented. The existing techniques vary from 2-D methods 

which model underfill as a no-filler material to more advanced 3-D methods which 

are able to take into account the composite nature of underfill. The methods are able 

to capture the flow characteristics of the experimentally observed flow behaviour of 

underfill flow but in some cases it has been necessary to modify the flow equations. 

The main drawback with the techniques is in the constitutive representation of the 

underfill materials where they are assumed to be Newtonian when the materials are 

in fact viscoelastic fluids [84]. In instances where the non-Newtonian behaviour has 

been addressed it has been through the use of models such as the power-law model. 

With industry moving towards new packaging techniques such as jetting of underfill, 

it is important to be able to address the viscoelastic nature of underfill as there are 

obvious departures in behaviour from Newtonian behaviour [97, 98].

In the following sections the viscoelastic free surface algorithm developed during the 

course of this project is used to model two techniques which are being investigated 

methods to encapsulate electronic components. They areas

1. Injection flow

2. Jetting of underfill

Injection flow encapsulation is chosen instead of capillary driven flow since it can be 

modelled as pressure driven flow. A series of numerical experiments are carried out for 

each technique. The aim of these numerical experiments is to explore the predictive 

capability of the algorithm and to investigate the flow behaviour of viscoelastic flow 

in micro-scale geometries.

In the representation of material properties of the underfill fluid the following as­ 

sumptions are made:

1. Underfill does not contain filler particles.

2. The no-filler underfill can be modelled using the constant viscosity Oldroyd-B 

viscoelastic constitutive model.
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3. The contact angle between material and solid surfaces (ie. solder joint,interiror 

of jetting nozzle wall) is zero.

4. The material properties are not temperature dependent.

For the work presented in the following sections when the fluid is Newtonian the 

governing equations are Eqns(4.1)-(4.2) given in Chapter 4, section 4.2. The gov­ 

erning equations for the viscoelastic free surface algorithm are Eqns(4.22)-(4.24) as 

presented in Chapter 4, section 4.3.5. The definitions and notation for material 

properties used in the following sections will also be the same.
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Figure 5.10: The flow past a solder joint geometry.

5.5.1 Viscoelastic Flow Past Solder Joints

The first experiment involves the pressure driven flow of an Oldroyd-B fluid past 

solder joints. This experiment consists of a series of tests beginning with the interface 

tracking of the fluid past one solder joint in 2-D which is then extended to 3-D 

geometries which include two solder joints.

A schematic of the geometry for the flow past one solder joint is given in Figure 5.10. 

The geometry consists of an entire solder joint and the symmetry planes are located 

on either side of the joint in order to be able to observe flow symmetry as the free 

surface moves around and past the joint. The flow is from left to right. The radius 

of the solder joint is R. The upstream and downstream channel lengths are defined 

as Lu and Ld respectively. The distance between the symmetry planes is Lw and 

Lw = 4R. The dimensional values used for the various meshes in this experiment 

are given in Table 5.1.
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Mesh

Lu (fjtm)

R(fjim)

Lb (nm)

Ld(nm)

Lw (p,m)

Lh (nm)

Elements

Mesh 1

150

100

-

150

400

-

2688

Mesh 2

150

100

-

900

400

-

4736

Mesh 3

150

100

-

900

400

100

12288

Mesh 4

150

100

-

190

400

100

15072

Mesh 5

150

100

200

850

400

-

5760

Mesh 6

150

100

200

1525

400

100

41472

Table 5.1: Details of Meshes in Experiment 1.
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Density of polymer

Newtonian contribution of viscosity of polymer (772)

Viscoelastic contribution of viscosity of polymer (7/1)

Relaxation time of polymer (Ai)

Surface tension of polymer (<7i)

Density of air

Viscosity of air

1300^m~3

4.0Pas

0.996Pas

0.14s

42.66 x lO^TVra- 1
l.Wkgm'3

1.819 x KT5Pas

Table 5.2: Material Properties for Experiment 1. 

Test 1 - Newtonian flow past 1 solder joint 2-D: SEA algorithm

The first numerical test was carried out on a 2-D geometry using the SEA algorithm 

for Newtonian flow. The algorithm ignores surface tension effects. The simulation 

was carried out on Mesh 1 (see Table 5.1 and Figure 5.11) and the material properties 

used are given in Table 5.2. The density and viscosity of Fluid 1 were taken from a 

paper published by Evans et al.[68] and Fluid 2 is assumed to have the properties of 

air. A constant velocity of 0.05ms" 1 is imposed at the inlet. The pressure is set to 

zero at the outlet. No-slip condition was imposed on the joint wall.

Figure 5.12 shows the progress of the flow front with time. The fluid flows around 

and past the solder joint and captures an air bubble behind the joint. The shape 

of the void however is not smooth and this is believed to be due to the absence of 

surface tension effects in this model.

Using one CPU on a 5 Alpha server E545 system where each system contains four 

IGHz CPUs with 4Gb of memory the total time for the above run was 1519s.
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Figure 5.11: Mesh 1:2-D mesh for one solder joint.

a) t = 0.004s b) t = 0.01s

c ) t = 0.016s d) t = 0.02s

Figure 5.12: Free surface flow of a Newtonian fluid past a solder joint in 2D planar 
geometry with SEA.
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Test 2 - Viscoelastic flow past 1 solder joint 2-D: SEA algorithm

In Test 2 the simulation was repeated for a viscoelastic material. The relaxation 

time, taken from Evans et al. [68], is given in Table 5.2. Figure 5.13 shows the 

movement of the interface over time. The time intervals at which the flow front 

has been captured are the same in both Figures 5.12 and 5.13. The pressure and 

stress contours at t = 0.02s are shown in Figure 5.14. For the viscoelastic fluid the 

flow shows normal and shear stress development with high stress boundary layers 

appearing close to the solder joint wall. The Newtonian model does not have the 

capability to capture these features.

Using the same computational resources as in Test 1 the CPU time was 2275s.

Test 3 - Newtonian flow past 1 solder joint 2-D: LSM algorithm

In this section Newtonian flow was simulated using the LSM technique in order to 

include surface tension effects. However, to be able to directly compare LSM results 

with the SEA results, the first simulation with LSM was carried out without surface 

tension effects. In this simulation the progress of the flow front appeared exactly 

like the SEA result in Figure 5.12 at t = 0.004s. For t > 0.004s with LSM the flow 

fronts did not close in behind the joint as it moved past it, instead continued to flow 

straight out.

The next simulation was carried out with surface tension implemented. The contact 

angle at the solder joint wall was set to zero and at the symmetry planes to 90 degrees. 

The transient movement of the interface is shown in Figure 5.15 at the same time 

intervals as Figures 5.12 and 5.13. The progress of the interface in the first frame 

compares well to that of Figure 5.12. With surface tension the flow fronts show 

movement towards each other as they move past the joint at t > 0.004s. However 

as the two flow fronts begin to meet behind the joint the shape of the interface 

deviates considerably from the shape produced by the SEA algorithm. This is an 

erroneous result since both algorithms should produce similar flow fronts. In the 

level set method the flow front is at the zero level set which lies within the prescribed 

interface and the values of the scalar marker outside the interface are re-calculated
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a) t = 0.004s b) t = 0.01s

c) t = 0.016s d) t = 0.02s
Figure 5.13: Free surface flow of a viscoelastic fluid past a solder joint in 2-D planar 

geometry with SEA.
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Figure 5.14: Pressure (p) and stress (r{3 } contours of a viscoelastic fluid past a solder 

joint in 2-D planar geometry with SEA at t = 0.02s.
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with respect to the zero level set. This geometry has a short downstream channel 

and at t = 0.01s the flow front of the fluid has reached the outlet which places 

some parts of the zero level set outside the computational domain. This could be an 

explanation for the misshapen flow front with the LSM algorithm.

In order to test this hypothesis a further simulation was carried out by extending the 

downstream channel length (Mesh 2) from 150//ra to 900//ra. Figure 5.16 shows the 

mesh with the longer downstream channel and the dimensional details are given in 

Table 5.1. Figure 5.17 shows a series of results showing the position of the interface 

(CPU time for the simulation up to t = 0.04s was 42.62h on a 466 MHz Dec Alpha 

EV5.6 with 1Gb of memory). The shape of the flow front is smooth and symmetric 

and flows around and past the solder joint. A notable difference between the SEA 

result and the LSM result now is the time taken by the fluid to close in behind the 

solder joint. With the longer channel the fluid takes longer to isolate the air bubble 

behind the solder joint with the LSM technique than it took on the shorter geometry 

with the SEA algorithm for Newtonian flow. With SEA the bubble was isolated by 

t = 0.016s where as with LSM on the longer channel it happens by t = 0.02s.

Test 4 - Viscoelastic flow past 1 solder joint 2-D: LSM algorithm

Following on from Test 3 viscoelastic flow was simulated using Mesh 2. The progress 

of the flow front with time is shown in Figure 5.18. The time intervals in the figure are 

the same as in Figure 5.17. When Figures 5.17 and 5.18 are compared the two flows 

appear to travel the same distance initially (t < O.ls) and then the flow fronts of the 

Newtonian fluid closes in behind the solder joint faster than those of the viscoelastic 

fluid. Figure 5.19 shows the normal and shear stress buildup in the region of the joint 

wall. The contour plots indicate very high stress values with the rfx value being the 

highest.
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a) t = 4E - 3s

c) t d) t = IE - Is

Figure 5.15: Free surface flow of a Newtonian fluid past a solder joint in 2D planar 

geometry with LSM.

Figure 5.16: Mesh 2: 2-D mesh for one solder joint with extended exit channel length.
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a) t = 0.004s

c) t = 0.016s

b) t = 0.015

d) t = 0.02s

e) t = 0.0225 f) t = 0.03s

Figure 5.17: Free surface flow of a Newtonian fluid past a solder joint in 2D planar 

geometry with LSM on Mesh 2.
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a) t = 0.004s

c) t = 0.016s

b) t = 0.01s

d) t = 0.02s

e) t = 0.022s f) t = 0.03s

Figure 5.18: Free surface flow of a viscoelastic fluid past a solder joint in 2D planar 

geometry with LSM on Mesh 2.
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geometry with LSM on Mesh 2.
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Figure 5.20: Mesh 4:3-D mesh for one solder joint. 

Test 5 - Viscoelastic flow past 1 solder joint 3-D: LSM algorithm

Having simulated flow on 2-D geometries, the testing was extended to a 3-D geometry 

in this simulation. To carry out 3-D simulations the element density of Mesh 2 was 

reduced and the 2-D mesh was swept by 100//m (6 elements) in the direction of the 

third dimension creating a 3-D mesh which is referred to as Mesh 3. The details of 

the the new mesh are given in Table 5.1 along with the length of the geometry in the 

3rd dimension (Lh). The inlet velocity u is set to 0.05ms" 1 . In this simulation the 

flow fronts reached the end of the channel before meeting up behind the solder joint. 

Since a shorter channel gave rise to a misshapen flow feature in Test 3 (see Figure 

5.15) the channel length of the 3-D geometry was extended further by lOOO/itm. This 

new 3-D mesh is Mesh 4 in Table 5.1 and is shown in Figure 5.20. A timestep of 

1 x 10~5 was used for the simulation. The results are shown in Figure 5.21 at 

selected time intervals. The simulation took seven days on a 433MHz Dec Alpha 

EV5.6 64-bit CPU.

With this mesh it was possible to observe the meeting of the flow fronts behind the 

joint. In addition an important observation can be made from Figure 5.21 d). In 

the 2-D simulations the air bubble captured behind the solder joint clung to the 

wall with time. However in the 3-D case it can be seen that the air bubble captured 

behind the solder joint gradually gets detached from the wall and moves downstream 

with time. Figure 5.22 shows the pressure and stress contours at t = 0.03s. The 

stress contour plots show high stress build up on the joint wall. The rfx contours 

clearly indicate the build up of stress layers on the joint walls.
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a) t = 0.004s b) t = 0.02s

c) t = 0.026s d) t = 0.03s

Figure 5.21: Viscoelastic fluid past a solder joint in 3-D geometry with LSM and 

u = 0.05ms" 1 .

To investigate this result a further simulation was carried out with a higher inlet 

velocity of O.lms" 1 . A timestep of 1 x 10~ 7 had to be used in this case. The 

movement of the flow was similar to the previous case and as the two flow fronts 

met behind the joint it captured the void and with time the fluid continued to creep 

along the wall indicating that this void too would get pushed away from the wall as 

with the previous simulation. However the size of the void began to reduce in size 

before the fluid creeping along the joint wall could push the void away from the wall. 

This can be seen from Figure 5.23 which shows the movement of the flow front and 

the formation of the void at four consecutive time intervals at u = O.lms" 1 . Even 

though there was some numerical diffusion with the first simulation it was not as 

significant as with the second simulation. The CPU time for the second simulation 

was four months on a 433MHZ Dec Alpha EV5.6 64-bit CPU.
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a) t = 0.003s b) t = 0.006s

c) t = 0.0066s d) t = 0.009s

Figure 5.23: Viscoelastic fluid past a solder joint in 3-D geometry with LSM: u 

- 1 and At = 1 x 10~7 .
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Test 6 - Viscoelastic flow past 2 solder joints 2-D: LSM algorithm

The underfill process involves the encapsulation of an array of solder joints. Therefore 

as a next step in this investigation the testing was extended to the simulation of flow 

past two solder joints in 2-D. The schematic of the flow domain is shown in Figure 

5.24. The first simulation involved a 2-D geometry where the element configuration 

around each 2-D joint is similar to that of Mesh 1 (Figure 5.11). The downstream 

channel length was chosen to be sufficiently long enough for fully developed flow at 

the exit. The mesh used in this test, Mesh 5 is shown in Figure 5.25 (see Table 5.1 

for details).

The transient viscoelastic flow results are shown in Figure 5.26. In this figure the 

flow can be seen to move past the first joint capturing an air bubble behind it whilst 

moving towards the second joint. As it moves past the second joint it captures a 

second bubble in front of the second joint and then finally a third bubble behind the 

second joint. The air bubbles continue to cling to the walls of the joints with time.

Figure 5.27 show the pressure and stress contours at t = 0.036s. As expected the 

plots show very high stress behaviour on the joint walls. The highest stress layers 

are those of the rfx normal stress.

Test 7 - Viscoelastic flow past 2 solder joints 3-D: LSM algorithm

To carry out 3-D simulations the 2-D mesh was swept in the third direction by 

100//m(Mesh 6). For 3-D simulations a longer downstream channel length of 1525//ra 

was used. The mesh (Mesh 6 see Table 5.1) used for the simulation is shown in Figure

5.28.

This simulation diverged before it reached completion. An instability set in through 

the pressure when the fluid met the 1st joint. This was observed as the pressure 

residual began to fluctuate. This gradually affected the velocity fields and with time 

the instability in the velocities affected the stresses. The results obtained before 

divergence are shown in Figure 5.29.
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1 inflow Lw

wall

symmetry plane

Figure 5.24: The flow past a two solder joints geometry.

Figure 5.25: Mesh 5:2-D mesh for two solder joints.
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a) t = 0.004s b) t = 0.012s

c) t = 0.026s d) t = 0.036s

Figure 5.26: Viscoelastic flow past two solder joints in a 2D geometry with LSM and 

u = 0.05ms" 1 .
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Figure 5.27: The pressure and stress contours at t = 0.036s.
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Figure 5.28: Mesh 6:3-D mesh for two solder joints.

a) t = 0.004s b) t = 0.01s

c) t = 0.016s d) t = 0.022s

Figure 5.29: Viscoelastic flow past two solder joints in 3D geometry with LSM and 

u = 0.05ms- 1 .
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5.5.2 Summary of Injection Flow

In the preceding sections results were presented for the flow around solder joints 

modelled with the free surface viscoelastic algorithms developed in this work. The 

objective of the exercise was to model injection flow and explore the predictive ca­ 

pability of the algorithm. For this experiment it was assumed that underfill material 

had no filler in it and that it could be represented by the Oldroyd-B model.

A series of tests were carried out which involved flow past single as well as double 

joints in 2-D and 3-D geometries. Some difficulties were encountered during the 

testing process which included:

• The LSM appeared to be more sensitive to channel length than the SEA and 

unrealistic flow fronts were obtained with LSM when the downstream channel 

length was too short.

• Numerical diffusion when very small time steps were used.

• Numerical divergence for 3-D flow past a double joint.

However, in each of the tests the algorithm was able to predict the formation of voids 

in the underfill material.

• In the 2-D geometries the voids were attached to the backs of the solder joints, 

and in the case of the double joint a void was detected on the front of the 

second joint. These voids remained attached to the joints over time.

• In the 3-D geometry a void was initially formed at the back of the joint. How­ 

ever the algorithm predicted the detachment of the void from the joint over 

time and this void was then observed to move downstream.

In addition the viscoelastic algorithm was able to predict the normal stress behaviour 

of the underfill material which would not have been possible with a Newtonian model. 

It was observed that high stresses occured on the solder joint wall.
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Meshes

Mesh 1

Mesh 2

Lft (urn)

79.98

34.99

Lh (urn)

300

300

Ln (urn)

100

100

L0 (urn)

17.98

8.99

Li (urn)

29.98

14.99

elements

6880

3440

Table 5.3: Meshes for the jetting experiment.

Density of water

Viscosity of water

Surface tension of water

Density of air

Viscosity of air

lOOOA^m-3

0.1137 x W~2Pas

O.lTVra- 1
l.Okgm-*

0.1776 x 10~4Pas

Table 5.4: Material properties for the water droplet. 

5.5.3 Jetting of Viscoelastic Fluids

The second application that was investigated was the jetting of viscoelastic fluids. 

Once again a series of numerical experiments were carried out beginning with simu­ 

lations on a 2-D geometry and extending to a 3-D axi-symmetric geometry.

Test 1 - Jetting of Newtonian material on a 2-D geometry

The geometry of the 2-D flow domain in 2-D is given in Figure 5.31.

The mesh (Mesh 1) used for the 2-D simulation is shown in Figure 5.32. The mesh

Density of polymer

Newtonian contribution of viscosity of polymer (r/2 )

Viscoelastic contribution of viscosity of polymer (7/1)

Surface tension of viscoelastic fluid (ai)

Relaxtion time of viscoelastic fluid (Ai)

Density of air

Viscosity of air

1300%m-3

4.0Pas

0.996Pas
70ATm- 1

O.ls
I.Qkgm~3

0.1776 x 10~4Pas

Table 5.5: Material properties for the viscoelastic droplet.
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Figure 5.31: The 2-D geometry for the nozzle.
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details are given in Table 5.3. The initial and boundary conditions for the simulation

are as follows: At the inlet
u = 0,

v = acosO, (5.13)

w = 0.

At the outlets the pressure was set to zero. No slip condition was imposed on the 

nozzle walls for the velocities. A value of 5 was used for a the amplitude of the cos 

wave and 0 varies from zero to ?r/2 over a period of 10//s. The velocity pulse was 

turned on for a period of 10//S and stopped. The fluid is Newtonian and the material 

properties used in this test are given in Table 5.4.

In Figure 5.33 the formation of the water droplet is shown at successive time intervals. 
In frame a) at t = 2ps the fluid flows out of the nozzle and at t = 10//s it has begun 
to neck giving shape to a drop. At t = 15//s the necking continues with the neck 
getting slimmer while the bulb gets larger and finally at t = 21//s a single drop is 

formed and is seen falling vertically down. A timestep of 1 x 10~7 was used and the 
CPU time was 4728s. The simulation was carried out on one node of a 5 Alpha server 
E545 system where each system contains four IGHz CPUs and 4Gb of memory.
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Figure 5.32: 2-D mesh for the jetting problem.
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a) t = b) t = 10//s c) t = 16//s d) t =

Figure 5.33: Droplet formation on a 2-D planar geometry.
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Test 2 - Axisymmetric jetting of Newtonian material

In Test 2 the jetting simulation is carried out on an axi-symmetric 3-D geometry. A 

schematic of the axi-symmetric flow domain is shown in Figure 5.34. The dimensional 

lengths of the geometry are given in Table 5.3 (Mesh 2). Figure 5.35 shows the mesh 

used. The initial and boundary conditions are the same as in the previous test. 

Additionally symmetry conditions are imposed on the symmetry plane. The inlet 

velocity pulse of half a cosine wave with amplitude 5 is turned on for 10//s.

The results are presented in Figure 5.36 using the same time intervals as in Figure 

5.33. In the axi-symmetric simulation the results show the formation of satellite 

droplets which was not evident in the 2-D simulation. The CPU time was 2133s 

on a single node of a 5 Alpha server E545 system with each system containing four 

IGHz CPUs with 4Gb of memory. The timestep used was 1 x 10~7 .

A further simulation was carried out using a quarter cosine wave (ie 6 = vr/4) as the 

inlet velocity. Figure 5.37 shows the results of that simulation presented at the same 

time intervals. In this case there is a difference in the formation of the main drop and 

the satellites both with reference to time as well as shape. With half a cosine wave at 

t = 16//5 the main drop has separated from the ejected fluid where as with quarter 

cosine wave it is still necking. By t = 22//s with half a cosine wave all the ejected 

fluid has separated into drops forming one main drop and two satellite droplets. In 

the case of the quarter cosine wave at t = 22//s the main drop has separated but the 

satellite drops are still in the process of being formed and in this case the necking 

points to three satellites being formed. The difference in the two simulations may 

be attributed to the slightly larger quantity of fluid that is released with the quarter 

cosine wave inlet impulse velocity.

Test 3 - Axisymmetric jetting of low density viscoelastic material

In Test 3 a simulation was carried out using material properties similar to water, 

with the viscoelastic model turned on in the algorithm. The velocity at the inlet was 

half a cosine wave pulse. The results are shown in Figure 5.38. There is no noticeable 

difference in the formation of the droplets in comparison to the water droplets (Figure
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5.36). However with the viscoelastic model the fluid displays normal in addition to 

shear stress behaviour. Figures 5.39 and 5.40 show the normal stresses along with 

the pressure contours and the shear stresses at time intervals t = 10//s and t = Tl^is. 

For both time intervals it can be seen that the highest stress value is associated 

with the rfy normal stress in the region of the tip of the needle, ie. at the nozzle 

outlet where a singularity occurs in the geometry. In addition stress boundary layers 

build up along the nozzle wall. The CPU time was 2377s on a single node of a 5 

Alpha server E545 system with each system containing four IGHz CPUs with 4Gb 

of memory. The timestep used was 1 x 10~ 7 .
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inflow

L, outlet

wall

symmetry plane

......... boundary of the domain

Figure 5.34: The axi-symmetric geometry for the nozzle.
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Figure 5.35: Axi-symmetric mesh for the jetting problem.
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a) t = b) t = 10//s c) t = 16//s d) t = 22/ns

Figure 5.36: Water droplet formation on an axi-symmentric geometry inlet velocity 

1/2 cosine wave.

a) t = b) t = 10//s c) t = d) t =

Figure 5.37: Water droplet formation on an axi-symmentric geometry inlet velocity 

1/4 cosine wave.
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a) t = 2//s b) t = 10//s c) t = d) t =

Figure 5.38: Viscoelastic fluid with material properties of water inlet velocity 1/2

cosine wave.
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Figure 5.39: The pressure and normal stress contours in the region of the nozzle tip 

for test 2 at t = 10//s and t = 22/zs.
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Figure 5.40: The shear stress contours in the region of the nozzle tip for test 2 at 

t = 10//s and t = 22//s.
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Density (kgm~3 ) Dynamic Viscosity (Pas) Kinematic Viscosity(m2 5-1 )

1300 4.0 3.0769 x 10~3

2000 4.0 2.0 x 1Q-3

3000_______ 4.0 1.3333 x 10~3

Table 5.6: Constant Dynamic viscosity and corresponding kinematic viscosity for 

increasing densities.

Test4 - Axisymmetric jetting with viscoelastic material V2

The next simulation was carried out using material properties listed in Table 5.5. 

The initial and boundary conditions were the same as for Test 2. The velocity pulse 

is turned on for 10//s and then stopped. The results are presented in Figure 5.41. 

At t = IIJLS the fluid is seen emerging from the nozzle. At t = 4//s instead of the 

necking which is expected it has begun to grow along the upper boundary.

The simulation was then carried out using a constant inlet velocity pulse of 5ms" 1 

over period of 20^s. The results are shown in Figure 5.42. There is no discernible 

difference in the behaviour of the flow front.

The next test involved increasing the density whilst holding all other material prop­ 

erties constant including the dynamic viscosity. The density values used and the 

corresponding Dynamic and Kinematic viscosity values are shown in Table 5.6. With 

the density increased to p = 2000A;gra~ 3 there was no improvement in the results. 

Therefore a further test was carried out at p = 3000A:^m~3 . This test also showed 

no change.

Simulations were then carried out for increasing densities whilst holding the kine­ 

matic viscosity constant (ie. the dynamic viscosity varied according to density as 

shown in Table 5.7).

With the density of the fluid increased to p = 20QOkgm~3 and the kinematic viscosity 

constant with the constant inlet velocity pulse the results showed a definite improve­ 

ment. In Figure 5.43 the results are presented at four time intervals and as can be 

seen at t — 4/us where previously the fluid had begun the creep along the symmetry 

plane necking can be observed. However further on in time the drop looses its shape
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Density (kgm~3 ) Dynamic Viscosity (Pas) Kinematic Viscosity (m2 s~~ l )

1300 4.0 3.0769 x 10~3

2000 6.154 3.0769 x 10~3

3000______ 9.231 3.0769 x 10~3

Table 5.7: Constant Kinematic viscosity and corresponding Dynamic viscosity for 

increasing Densities.

and begins to creep along the upper boundary.

A further simulation is carried out with the density increased to p = 3000A;#ra~3 

and the results can be seen in Figure 5.44. In this case the injected fluid behaves as 

expected displaying necking and the separation of the droplet with time. However 

there is no indication of satellite droplets. The CPU time was 11.659h on a single 

node of a 5 Alpha server E545 system with each system containing four IGHz CPUs 

with 4Gb of memory. The simulation was carried out using a timestep of 1 x 10~8 .

Figure 5.45 shows the orientation of the velocity vectors for p = 2000fc#ra~3 and 

p = 3QQQkgm~3 at time intervals t = 2[is and t = Wfj,s. At t = IIJLS both plots 

are fairly similar with the lower density fluid having a slightly higher region of re- 

circulation near the fluid/air interface. At t = 10/t/s the plots are completely different. 

The velocities appear to have become diffused near the nozzle tip for p = 2000A;gra~3 

whereas at p — SOOO&gra" 3 they are aligned in the direction of the fluid droplet which 

is necking and moving vertically down. Figures 5.46 and 5.47 show the corresponding 

pressure and stress contours at t — 10//s. Figure 5.48 shows the pressure and stress 

contours at t = 22//s for the p = 3000A;#ra~3 fluid.

Additionally three tests using Newtonian flow were also carried out for density values 

1300fcgra~3 , 2000fc#m~3 and 3000A;^m~3 with the kinematic viscosity held constant. 

The results proved to be similar to that observed with the viscoelastic model.

As a final test the flow is simulated using the cosine wave inlet velocity turned on 

for IQfjis with a density of p = SOOO/cpm" 3 , and the results are presented in Figure 

5.49. The fluid displays signs of necking at t < 6//s. However by t = 8//s the flow 

front has begun to creep along the upper boundary.
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a) t = b) t ~ c) t — 10//s

Figure 5.41: Viscoelastic fluid with p = ISOOfcgra"3 and inlet velocity 1/2 cosine 

wave.

a) t = b) t — 4fJLS c) t = 10/xs

Figure 5.42: Viscoelastic fluid with p = l3QQkgm~6 and constant inlet velocity pulse



CHAPTER 5. APPLICATIONS 171

a) t — b) t = 4//s c) t d) t =

Figure 5.43: Viscoelastic fluid with p = 2QQQkgm 3 and constant inlet velocity pulse.

a) t = b) t = 10//5 c) t = 20//s d) t = 26/us

Figure 5.44: Viscoelastic fluid with p = 3000/cgm 3 and constant inlet velocity pulse
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p = -3 p = 3000A;#m-

Figure 5.45: The velocity vectors in the region of the nozzle tip for p 

and p = 3000A;#ra~3 at t = 2//s(left) and t = 10//s(right).
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Figure 5.46: The pressure and normal stress contours in the region of the nozzle tip 

for p = 2000 and p = 3000/c^m~3 at t = 10/zs.
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Figure 5.47: The shear stress contours in the region of the nozzle tip for p 

2000A;#ra~3 and p = 3000A:^m"3 at t = WfJ,s.
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Figure 5.48: The pressure, normal and shear stress contours in the region of the 

nozzle tip for p = SQQQkgm-3 at t = 26/xs.
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a) t = 2//s b) t = c) t = 6//s d) t =

Figure 5.49: Viscoelastic fluid with p = 3000A;^m~3 and 1/2 cosine wave inlet velocity 

pulse.
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5.5.4 Summary of Jetting

The numerical tests in the section above involved the jetting of fluid droplets. The 

first test was carried out on a 2-D geometry for water. The numerical results success­ 

fully predicted the necking and the subsequent separation of the fluid ejected from 

the nozzle.

The testing was then extended to an axi-symmetric geometry. The simulation results 

for water were once again able to predict the formation of a droplet due to necking 

of the fluid. Additionally on the axi-symmetric geometry the numerical results also 

predicted the formation of satellite droplets.

Following on from simulating the jetting of water, the testing was extended to vis- 

coelastic fluids. For a low viscosity viscoelastic fluid the results on the formation of 

the droplet showed a similarity to the Newtonian case as expected. When material 

properties were increased the results indicated signs of necking initially as the fluid 

was ejected from the nozzle. However with time instead of the droplet breaking 

off as with the previous cases the fluid began to grow along the upper boundary of 

the domain. This appeared to indicate that the surface tension forces were able to 

overcome the gravitational pull on the drop.

The next stage of experimentation involved tests on the suitability of the boundary 

condition used for the inlet velocity. The principal velocity in the simulations was 

a cosine wave impulse which was turn turned on over a period of 10//s after which 

there was no outflow from the nozzle. The velocity at the inlet therefore gradually 

decreased towards the end of the impulse giving rise to a decreasing pressure gradient 

at the inlet. This diminishing force on the ejected fluid may have enabled the surface 

tension forces to overcome the gravitation pull on the ejected fluid.

Therefore in the next simulation the principal inlet velocity was changed to a constant 

velocity which was applied over a period of 20/zs. With the new inlet velocity pulse 

more fluid was ejected, however the behaviour of the fluid showed no noticeable 

difference.

The experimentation then focused on the density of the fluid whilst holding other 

material variables constant including the dynamic viscosity (which was held at the
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same value used in previous simulations). Simulations were carried out for increasing 

densities of p = 2000/c#ra~3 and p = 3000fc#ra~3 respectively using the constant 

velocity pulse. The results did not show any improvment.

The testing then focused on keeping the kinematic viscosity constant and increasing 

the density along with a constant inlet velocity pulse. The results began to show 

a definite improvement. The necking of the ejected fluid continued for longer than 

before. However after a time the fluid began to grow along the upper boundary of 

the domain.

The increased necking indicated that the change in density whilst holding the kine­ 

matic viscosity constant aided the necking mechanism. Therefore an even higher 

density (p = 3000A;gra~3 ) was used for the next simulation. The results showed the 

necking of the fluid and the separation of the droplet. For this case there was no 

indication of satellite droplets. Clearly with this density the gravitational force was 

able to overcome the surface tension forces at the outlet of the nozzle. Correspond­ 

ing tests using Newtonian flow showed similar behaviour to that observed with the 

viscoelastic model. This clearly indicated that the phenomena observed were related 

to the high surface tension of the polymer material and the geometry in question and 

not difficulties associated with the algorithm and its capability of solving viscoelastic 

flow.

Finally to investigate the response of this very high density fluid to the cosine wave 

inlet velocity pulse a further simulation was carried. With the cosine wave impulse 

velocity applied at the inlet the fluid failed to separate into a droplet instead it began 

to grow along the upper boundary of the domain. Clearly for jetting of viscoelastic 

fluids on this particular geometry with the type of higher material property values 

used the inlet velocity pulse should be a constant value.
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5.6 Conclusion

The aim of this chapter was to investigate the predictive capability of the unstruc­ 

tured viscoelastic free surface algorithm developed during the course of this project.

The two processes chosen to carry out numerical experiments were

• Injection flow of underfill past solder joints.

• Jetting of underfill droplets.

The geometries considered were micro-scale in dimensions. Underfill material was 

assumed to have no filler particles in it. It was also assumed that underfill material 

which is a viscoelastic fluid can be modelled using the Oldroyd-B constitutive model.

Both processes have a significant relevance to the electronic packaging industry which 

uses viscoelastic fluids but have not addressed the viscoelasticity of the materials in 

research that has been carried out.

When simulating pressure driven flow past cylindrical obstacles, the dimensions of the 

cylinders were chosen to be that of solder joints. The algorithm was able to accurately 

capture flow features such as the formation of voids near joint walls observed during 

the underfill process.

The modelling of jetting was initially carried out for water using Newtonian flow. 

Simulations showed the necking of the ejected fluid and the subsequent formation 

of satellite droplets. Testing was then carried out using the viscoelastic model and 

material properties of water. The result on the formations of droplets was similar 

to that of the Newtonian model. However the viscoelastic model was able to predict 

stress buildup in the interior of the nozzle tip which is a point of singularity in the 

geometry. The modelling was then extended to polymeric fluids. Both Newtonian 

and viscoelastic models were used to investigate flow behaviour. Both models pre­ 

dicted similar behaviour with regard to the ejected fluid and the viscoelastic model 

was able to predict stress development especially in the interior of the nozzle tip. 

Additionally the numerical experiments gave insight into the differences associated 

with modelling such flow with high surface tension as opposed to fluids such as water.
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The algorithm is clearly able to model viscoelastic flow involving diverse flow be­ 

haviour. Therefore it can be used to model industrial processes involving viscoelastic 

fluids in order to gain insight into complex flow mechanisms.



Chapter 6

Conclusion

Advances in technology have led to the use of polymer based materials which are 

viscoelastic fluids in various products including micro-scale electronic components. 

The sizes of these components make physical testing increasingly difficult. Therefore 

computational tools are being sought to replace physical experimentation. Predictive 

tools are also being viewed as a cost effective method of testing as they remove the 

need for large numbers of proto-types and decrease testing cycles.

In developing such a predictive tool the complex nature of viscoelastic materials are 

required to be addressed through use of special constitutive equations. The use of 

such constitutive models have been found to give rise to problems such as the "high 

Weissenberg number problem". The constitutive equations also add further complex­ 

ity to processes which already require complicated governing equations. Therefore 

the process modelling that has been carried out in the electronic packaging industry 

for example have compromised in the physical representation of the model through 

the use of Newtonian or modified Newtonian models. Commercial codes such as 

Polyflow which provide for viscoelastic behaviour tend to be finite element based 

codes with mesh adapting techniques for free surfaces which are computationally 

costly.

The objective of this research was to develop a free surface viscoelastic algorithm in­ 

cluding surface tension using unstructured finite volume techniques for use in complex 

geometries and processes. The main achievements of this research are the following:

181
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• The implementation of a viscoelastic constitutive model within the multi- 

physics framework PHYSICA+ resulting in a new fully unstructured finite volume 

algorithm for viscoelastic flow.

• The solution of viscoelastic flow on the 4:1 planar contraction. The results 

obtained confirmed the latest numerical trends for this problem as reported by 

Alves et al. [22] and Aboubacar et al. [20].

• The coupling of the viscoelastic algorithm with two free surface algorithms - 

the Scalar Equation Algorithm and the Level Set Method. The latter does not 

suffer from interface smearing and allows surface tension effects to be imple­ 

mented.

• The modelling of two underfill techniques - injection flow and jetting.

6.1 Chapter Summary

In Chapter 1 the complex nature of viscoelastic fluids was reviewed. Constitutive 

equations that have been developed to model the physical characteristics of such 

fluids were presented and their limitations were outlined. The chapter concluded 

with a look at the type of process modelling techniques currently avaible to industry 

and an outline of this research project.

Chapter 2 introduced an unstructured collocated finite volume algorithm for the 

solution of a generic scalar. The details of the discretization of the transient, con- 

vective, diffusive and source contributions for a general conservation equation were 

given along with techniques to overcome pressure checker board effects and geome­ 

tries with skew elements. First and third order accurate differencing schemes based 

on upwinding techniques were also described.

The 3-D implementation of a non-linear viscoelastic model was presented in Chapter 

3. The chapter began with a review of finite volume algorithms which have been 

employed for the solution of viscoelastic flow. The 3-D Oldroyd-B model was cho­ 

sen for implementation within the collocated finite volume algorithm described in 

Chapter 2 and the implementation was validated based on laminar flow simulations
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in a 2-D planar channel in the XY, YZ and ZX planes respectively. The numerical 

solutions for normal and shear stresses compared very well with the analytical solu­ 

tions on each respective plane. Having tested the implementation the algorithm was 

then tested for its sensitivity to increasing elasticity using the 4:1 planar contraction 

bench mark test case in the XY plane. A detailed literature review was carried out 

on published work on this problem. Several meshes were used in the testing and, for 

each mesh, simulations were carried out for a series of We numbers under creeping 

flow conditions starting with Stokes flow.

In Chapter 4 the viscoelastic algorithm was coupled with two free surface algorithms 

to model two phase flow. The chapter began with a review of free surface algorithms 

that have been developed for viscoelastic flow simulations. The details of the Scalar 

Equation Algorithm and Level Set Method in PHYSICA+ were presented. Higher 

order differencing schemes for approximating the value of the scalar marker at the 

element faces were described and the coupling of the viscoelastic algorithm with the 

interface tracking methods were presented. The viscoelastic free surface algorithm 

was validated through simulations on a 2-D planar channel. The numerical solutions 

for the normal and shear stresses compared very well with their analytical solutions. 

The effect of surface tension was demonstrated using the square to circle test case. 

Structured as well as unstructured meshes were used in the tests.

The aim of the work presented in Chapter 5 was to test the viscoelastic free surface 

algorithm for its predictive capability. The chapter began with a look at develop­ 

ments in the use of polymer based materials in the electronic packaging industry 

with special relevance to the underfill process which is used to encapsulate the joints 

usually made of solder which fuse silicon chips on to printed circuit boards. A de­ 

scription of the process, the material composition and various types of encapsulation 

techniques were then presented followed by an in depth review of analytical and 

numerical work carried out in the field.

Based on the literature review it was observed that the most pressing problems in 

the underfill process are the formation of flow voids during both capillary as well as 

pressure driven flow encapsulation, and the difficulty of using mass transfer methods 

for encapsulation as the standoff height between chip and board decreases. Therefore
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the first process chosen for simulation was injection flow which involves pressure 

driven flow in channels containing solder joints to test if the algorithm predicted the 

formation of flow voids. The second process tested was the jetting of fluids which 

is being experimented with as a viable underfilling method to replace mass transfer 

methods.

Flow simulations on the channel were carried out on 2 and 3-D goemetries with one 

and two cylindrical obstacles with dimensions of solder joints. In all tests flow was 

simulated under creeping flow conditions. The results showed the formation of voids 

in the vicinity of the joint walls. With LSM the flow fronts took longer to meet up 

behind the solder joint in the Newtonian case as was seen on simulation of flow past 

a solder joint test. With the viscoelastic flow the results showed high normal stress 

layers on the joint walls. In the 3-D experiments the results also showed the void 

detaching from the joint wall and moving downstream which was not detected in 2-D 

simulations. The 3-D simulations also showed high stress build up on the joint walls 

for viscoelastic flow.

The simulations on jetting were carried out on a 2-D and an axi-symmetric geometry. 

The simulation on the 2-D geometry was carried out for a Newtonian fluid. The 

initial simulation on the axi-symmetric geometry was also carried out for the same 

Newtonian fluid. The results for the two cases showed a notable difference. In the 2-D 

case the jetted fluid formed a single drop whilst in the axi-symmetric case the jetted 

fluid broke up to form a principal drop and several satellite droplets. Simulation of a 

low density viscoelastic fluid on the same axi-symmetric geometry displayed similar 

drop formation behaviour to the Newtonian fluid. However the viscoelastic model 

was able to predict additional features such as normal stress behaviour in the region 

of the nozzle tip.

In the case of the jetting of a high density polymer both Newtonian and viscoelastic 

models predicted similar results for the formation and the separation of the polymer 

drop. Once again the viscoelastic model predicted stress dynamics in the region of 

the interior of the nozzle and within the ejected fluid. This test was however proved 

to be more important in terms of the evaluation of surface tension effects relative 

to material properties and inflow boundary conditions when jetting such polymers
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through nozzles of the sizes used.

6.2 Suggestions for Future Work

Future work can be categorised as follows

6.2.1 4:1 Contractions

On the 4:1 planar contraction problem further work could include flow simulations 

for Re = 1.0. Work also could be carried out on the 4:1 axi-symmetric contraction 

problem for creeping flow and Re = 1.0.

In this present study the algorithm was tested on several meshes with varying degrees 

of mesh intensities in the region of the point of singularity. On the most refined mesh 

which had a minimum element size of Ax = 0.0057, Ay = 0.0085 at the re-entrant 

corner, the algorithm produced converged solutions up to We = 3.0. This however 

may not be the We number limit for the algorithm since further simulations for con­ 

secutively higher Weissenberg numbers were not carried out due to time constraints. 

Therefore further work could include the testing of the Weissenberg number limit.

Additionally further tests could be carried out on mesh refinement in order to inves­ 

tigate the lower bound of the vortex lengths.

6.2.2 Underfill

For the underfill problem in addition to assuming that the fluid contained no filler 

particles it was also assumed that the material properties for a Roger fluid as given 

by Evans and Walters [68] could be used. The contact angle between the fluid and 

surfaces were assumed to be zero. Further work on this problem should include using 

more realistic material properties for underfill.

• Flow past solder joints

Further work on the flow past solder joints could include flow with friction and 

contact angles imposed on channel walls.
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A goemetry with longer upstream channel for the 3-D case with two solder 

joints which may help overcome simulation problems encountered during the
•mfT4-\-*+tr v\ir**"vn/"*v»4- lir s-*f\w**is\s-\ s\-%t4-work presently carried out.

Modelling of capillary driven viscoelastic flow in a planar channel with and 

without solder joints should also be considered.

• Work on jetting

Suggestions for future work on the jetting problem include the jetting simula­ 

tions using a wider nozzle. The dimensions of the nozzle used in the numerical 

experiments are those obtained from Rider and Kothe [99] who modelled the 

ejection of water through an ink jet printer nozzle where the diameter of the exit 
of the nozzle was 18//m. In the physical experiments carried out by Quinones 

et al. [85] on underfill the diameter of the nozzle used were lOl.G^ra and 
127/xm. Further simulations could be carried out using the dimensions used by 

Quinones et al.

6.2.3 Other Constitutive Models

In addition to the various suggestions presented above for the Oldroyd-B model, fu­ 
ture work should also involve the implementation of more physically realistic models. 
This could include the shear thinning Phan-Thien—Tanner model which has been 

found to be better suited to model behaviour of industrial polymers.
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