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ABSTRACT

The work discussed in this thesis is aimed at examining the formation of freeze layvers and
refractory wear on water-cooling elements within direct smelting processes through the use of
computational modelling techniques. The motivation of performing this work is to examine
the cooling of regions of the Smelt Reduction Vessel of the Hlsmelt process closer to the
molten bath material. Hlsmelt is a novel process for the production of pig iron which has

been under development by Rio Tinto and is now being commercialised.

The previous work performed in this are has been reviewed with particular focus on the
refractory wear mechanisms as the solidification algorithms have been thoroughly
implemented within the Computational Fluid Dynamics (CFD) framework PHYSCIA used
within this work. The governing equations along with the Finite Volume discretisations of
these equations are set out within this thesis. Some comment is made about the solution
methods used, and how boundary conditions are implemented. The Free-surface flow and
Solidification governing relationships are also described as these are important for

investigating the formation of freeze layers.

The implementation of the refractory wear mechanisms are discussed in some detail. The
three mechanisms implemented are for the penetration of slag into the refractory, the
corrosion of the refractory by this penetrated slag; and the erosion of the refractory by the
bulk flow of slag within the furnace. To be able to reasonably predict refractory wear, it 1s

necessary to make the properties of the materials within the system temperature dependent.

During the pilot plant trials at the HIsmelt® Research and Development facility, located in
Kwinana Western Australia, accretions formed on the end of the solids injection lances. These
accretions have been termed Elephant’s Trunks. With the imminent construction of the
Development Plant which injects the iron bearing feeds at an elevated temperature rather than
at ambient temperatures used on the pilot plant, the formation of these pipe-like accretions
under both the cold and hot injection conditions have been examined. This work provides
confidence that the freeze layers predicted from the model will reflect those formed within the

furnace.




Abstract

To evaluate the effectiveness of the refractory wear mechanisms, data from experimental and
the HIsmelt pilot plant have been modelled. Sections of refractory samples from an induction
furnace test and a rotary slag test have been modelled. The results are in agreement with the
profile and affected regions of the sectioned refractory test pieces. A part of the Hlsmelt pilot
plant Smelt Reduction Vessel (SRV) has been modelled for the period of campaign 8-1 & 8-2
(just over 20 days). The predicted wear is in agreement with the measurements taken after the

vessel had been cooled.

To bring together freeze layer formation with the refractory wear mechanisms, a water-cooled
element was modelled for the sloping slag section. The results show the growth of a small
freeze layer that is consistent with the small freeze layer seen on the upper cooling panels of
the pilot plant SRV. This model is an ideal tool to evaluate different water-cooling strategies

for HIsmelt and other similar direct smelting processes.

This work has developed models that predict the formation of freeze layers and refractory
wear within direct smelting processes. The models have focused on slagrefractory
interactions and further work would be needed to extend the refractory wear models to
account for metalrefractory interactions. To examine spalling, stress calculations could be

performed to determine when this may occur.

Vi



ACKNOWLEDGEMENTS

Firstly I must recognise the support of HlIsmelt Corporation Pty. Ltd. and RioTinto
Technology Development. HIsmelt and Rio Tinto Technology Development have kindly
financially supported this project. Special mention must be made regarding the support from

various employees at various locations throughout the Rio Tinto family.

Rod Dry and Carolyn McCarthy at HIsmelt who have provided valuable project
guidance and data regarding the operation of the HIsmelt HRDF pilot plant.

Chris Cross from the Oftfice of the Chief Technologist, Rio Tinto Technology for
his guidance and for the great support by making contact with the various
operations within the Rio Tinto group that my research applies to. Mark Davis and
Ian Barton-Jones from Rio Tinto Technical Services Limited have provided

support and encouragement for this work.

Frangoise Cardarelli from Rio Tinto Iron and Titanium in Tracy, Quebec Canada

for supplying the rotary slag test information.

My supervisors for this project, Professor Mark Cross and Professor Koulis Pericleous, for
providing support and bringing their experience to this project which is very much
appreciated. Nick Croft has provided much support with the CFD code PHYSICA used in this

research.

Finally I must thank my wife, Wendy, for her support whilst completing my PhD.

Vil



TABLE OF CONTENTS

ABBTRMCT conmmsisnoos vmonnasmyammessesiseonss e s mnas s wasne s 6 Eesanias sasnsbsss s Sus Faensss V
ACKNOWLEDGEMENTS .cucettcteceececceccecsscaccscecsscsscsscscssssscsscsssssssssssssssssssss VII
TABLE OF CONTENTS..cccucteeeteecesascesaccsesccsssccsssccssscssssesssscssssssssessassssssessns IX
LIST OF PIGURER cossmancmsioimemss s st mpes s s s esesmsmssns X111
LI E 0 S — XVII
INEIMERCLATURE s ssemmimissmssnmmeestimmssmeaosiatiesaitomssmismsssniasmtans sios NI
P TR TEOMN stk inmns b smmmennsor st e st S AR S D S bs 1

1.l T LM ELT R P ROCEE oot s i o s et s st et eonsna 1

1.2  MODELLING OF THE HISMELT PROCESS ......iiiiiiiiieeeeeeee e 5

1.2.1 55y L7 o s L P 3

Lid TR S senssin i R R R 7

1.2.3  Application of Modelling Results ............ccocviiiiniiiiinie 8

1.3 OBIJECTIVES OF THE RESEARCH PROGRAMME ........cunsssssssssessssresconnsossansonsrnnons 8
18 FITEES [N sinonsciiiein i b s ks i S s i el 11
1.5 REVIEW OF RELEVANT WORK ....ccccceruerssnssnsseesssocsssossonsnsonsssnssensannassssnsssvensassss 11
131 DRl TORE conmssiniivismmiorssm s s o e e s e ems 11
1.52 Furnace Design arid Freeze Layer POTMBLION ... sesssmssoosssmsnmss 27
1.5.3  Previous Modelling of Refractory Wear ..........cccoccveeiiniiiininnnn, 30
T e I e 30
L1  DIEE VIBGOEITY, . e s syl 31

1.6.2  Slag Surface tension and Contact Angle ............ccccooviiiiiiiiiiinnnn. 31
16.2 Phase Equlitria CAloUIatONS ...ommmmmmmnmsssmemimyomimnsisssssns 32
1,7 LI O I il e ittt bbbt s i g D b bt el 33
COMPUTATIONAL MODELLING FRAMEWORK....ccuuuuuttimmmimereneeeeeeeeeeeeeenens 35
) COVERNING: BOUIATIOME ocnm cmmsens v ssinsss soossms s soxsnssssanssinss s 33
2.1.1  Finite Volume Discretisations of Governing Equations................... 37

2.8 - ENPPERENICING BUHERIES oo comssmscosininms i iatamis o s s s o 43
281" TS0 VOIGE DOIRINER . oirsre e sttt 44
b e AN 3 ¢ 6 T T 1 R SRR ————— 49

1X



Table of Contents

g - IR REHTHE ... oo cnrersismenoessbssss s s s s e sses 52

20 BOIDARY CONBITIINE , o nsasesmmeesnininons s on s s i iis s I 0
0 T i R U U 53

Dot PIIBE B R s i v susassmnsinsn i s shis s i s e s i SO R ' 54

233 Constant Pressure BOUNAATIES ... oo e s rivs sossressnumevsmsstnssnms sass sesnsvsn s 54

S0F  DEENERR. s e e R s R S s e T A 54
2.4.1  Explicit and Semi-implicit Treatment ..................c...coooiieiiieee.. 54

242 Pressure — Velocity COUPIINE ......ovumirmmsmsmssmmssissomsemmsssasssnaresssransasss 58

2453  Lnstuctoretl TS, .omamssmsissmmmmmmssaesssmsis s s s s s 59

23 FREE-BLIBRNIEE o s e o st s s s s s i s 60
231  Donor-AcCeptor NMEHOM ..o smmsssssormpsasmsensvpssmmesnposrmssussnssbsonns 60

i Al S T U SR, 61

20T - BN st A S i i bbb 61

20 DEILITMPIEATTOIN e s s sns oo biannsonss bsin on o a6k ol 5 5as i e s ol s s 058 61
b T S 5 R S W S T 62

Sl = IR BT ot it b i s o S S B S B v 62

200 DlOaneninm BOUTEER ..ot oot i s s i e 63
IMPLEMENTATION OF REFRACTORY WEAR MECHANISMS.....ccccevuueeeeenne 65
3.1 REFRACTORY WEAR MECHANISMS.....coouueumssmsusssinsanssansssnonssnssiissensissssnsssmnsnsses 65
b I Lottt e AR S S S S 66

A 0D TN i i SR s ST S SR A 70

S T T T PP S 74

3.2 THE D YNAMIC DN AT i wsininswas s cnsinss s s sasms s s g sses o skonyimin 75
32.1 Relractory Presence Momentum SINK TOLI o cssssmssssvesssssssswsssns s 76

o IMERCM R s R A R ke ks 44
33,1 N LB nemruinc s s A S S AR s s e R (i

b2 . SRS TINE- BB ettt i s i ohes 78

kA T T -5 o R S —— 78

3.8 PHYSICAL PROTPERTIEE wimmsaimss sssminss ssmmmassos s mmssss s s s 78
il NEBEAIE et o T TS 78

il DR i it s s I R R S 81

LT ' NIEOIEY s i e e T SRS T 81

A - ¢ THetal CONTBTINEIT . i s st s s oo ns s s 81

JEkS OO TIOBL it comininom i i i s O v e A O S 82

344  BOlaniony PIODOIIER .. oo sy s 5o i 82

34T Dl PIODEIIIEG .o onsisinnisiomms s ea st s e s 83
FREEZE LAYER APPLICATION: HISMELT ELEPHANT TRUNKS................. 91
&1 DPECRIPFTIORONTHE FEOUEBES ..oinimiimsinssio s nmimstas i m s aas s 91
= Ry R R URRNE IR S NN YSTT SN PR TE RN RO LT R S 92




Table of Contents

4.3 NIODBL FORBIULRATION ...ovovmsssssssmsnnsusissonsssmbbmossa st s s mmusss s sy
4.3.1 IS RN et comminminmivat oot i S T T S Y R

D2 TO B D BIYS IO, s s oo s oo s i 05 N 80 5

4.3.3  Boundary Conditions .............ccoooviiiiiiiiiiii e

434 oS8 ERAMMIOEH .. onees nmmns evsssssspmmsesnmssn mas bxsnusss wsion sinsson shos swas et sss

4.4 VERIFICATION OF ASSUMPTIONS ..ooiiiieee oo
44,1 ierh BOUNBIIEIE . onsmsmm somsnsamensssmmissmbimmmssmnsissnsmsiissmss

4.4.2 Interface Heat Transfer.............ccccoooviiiiiiiiiiiiieicee e

4.5 RESLILTS AND DNMSCLIEEIOMN .. viisssnsmmssmssomionstmss it emmsesa b s oy
4.6 CONCLUDING REMARKS .....ouuuiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeaeeeeeeseeeaaeeesseseeesaneeeeens
VALIDATION OF REFRACTORY WEAR MODELS.....cccttteueeertemnccessesnecenees
5.1 INDUCTION FURNMACE TEST s sssssnss s snsssin s sshssns sssanns ssss ssssionsnss s sens vansss
S.1.1  Description OF The PrOGESES ..o e v cons s seussonss sss wesssnsipsussssis spse rugssrsnse

Sedvd IR TSI oo vmsamomssmnsmsmn s s smmem s s o e b piiiameniing

3t BABErInERIAl BRI o ocensssommomnmoimssmmnimimnidndsoig st sssmibbh bt

5148 Model Formulation. .. o ossssesosssnissss s ssswmmss s somsssssss yemsenssss

815 Verllioation of BSTEIIENS ..o

5.1.0  Besulls and IYSCUBSION ... uxesssessss i s s smsssssms

kel TR RN it s S R

5.2 HIEMELT HRDF PHLOT PLANT RESULTS oo tinmsimisss s ks prpmsssiiposs
Bl  InnerihiGnlil BRI <o s s s

St T TR AROIDTITEL. i e oo D TN

345  DBAenie] FOrTATIOIE. oo s s s o oo ips s

524 Venlieation of ABSUTHPLIINE .. .o comensossssossss osss s s sionms s s

325  Results And DISCUSBION. coxsssmsnnenssssssnusmmusnens sanassos swssmsssssesssuss ssvsnses

S0 ECHE BN e s sisatimmisnb s i pee
APPLICATION TO SIMILAR SMELTING PROCESSES .....ccevuuiierennieennnnnncenns
6.1  DESCRIPTION OF THE PROCESS ......cocoiiiiiiiiiiiieiniiicicieiees e
0.2 EXPERIBIENTAL SETUP (oimmsmmmsans s s osmsmismusa s ssstneis
6.2.1  Slag and Refractory Chemistry Considerations .............cccccceeeeeenn.

6.3  DATA GATHERING. o sssenssnnsnms s s s s sosissts e ks in s s a5
6.4 MODEL FORMULATION......ouuuiiiiiiiiiieeeiiteeeeeieeeeeeeeee e e e eaaeeeanneeaessaeessenseeesnns
Bil  PIEBSLIER s osnmmssisiiaimn shisensmin o o ssi s sk s s g

642 Mesh CONBIIETAIIONS. wimmmrirmmbonm s nsrunnss snssssonass i s o smssmompms v

DAS DIODEHON DI «omcnmmimmirmesssimmss s s s s s s rsas

044 - Model SIMBIINCATION. . musimmommos sinpressemssimsmmssiesimn b

D45 Free-auiliee LOCHIIDNL, .ommsmismmimmmissiimsms s ssimsmmmmiisms ks

P KR RO DT ———

T I g U U USSR S ————

93
93
94
95
97
98
98
99

102
106

107

107
107
108
109
110
111
112
114

115
115
116
118
122
124
126

127
127

128
129

131

132
132
135
136
136
137
138
138

X1



Table of Contents

6.5
6.6
6.7

VERIFICATION OF ASSUMPTIONS ......ccoiriurerriessrureeeesssssmeessssssssnsesessnnsosssssssanes 140
RESULTS ARD DNBOIBSION i ciinsnmromnss s s immiam skl 144
LONCLIDING BEMABRS oo ommsmemmuamsissmesmissssmsssmsomssissatimrsssminmssbiidn 146

APPLICATION OF REFRACTORY WEAR AND FREEZE LLAYER MODELLING 147

7.1  OBIECTIVES OF MODELLING THE WATER-COOLED STAVE........ccccevvuieeniiiennnennn 147

dd WATER-COULBD BLEMENTS. n e sssnsiessnsnssns amssinss ebssss 599 08eussmis simmass s ssuss s 147

7.2:1 " Dynamic Nature OF the PTOCEES ..o swssersius sessnssssannssns vass ssns ssusosnrssss 148

il ARSI D O PIETL AETTTREIN o o oo 5 s e i e s s 149

T4 OBSERVED BESULTS : cuuswnis sons s ionnsssnssnbanss s s s viw sonssunsns asin ks o655 anssssssssass 151

7 - B NBARY CONDIITIEINE ot mmiwessemmiinioke ittt i 152

1.0 BESULTS AND DISCUBBIIN «.uvinssanssvrnssmmonmsvennss st s soisussmsssss o s 152

Tl o T LN s ootk A A S AP A A 156

i CONCLITING DERIARE. . oinin s sy s s ssmsssiiain oosie s 158
N TS OIRI. . cvswoscs s s sosms s sbnis sxms KEsms Hes AKS SRR s s NS SRS SN ARG SORT TS SRS 159
Dol DLIBINIRIY O0F DTRIINIEE ccisinsoniivainincsiun on st i o 6o Srssssssamassnn i i i 159

B2 ' BESEARCH ACHITTEMENITS oskerimmsiomsisss ottt s 160

8.0 LIMITATIONS OF THE WORE .cmssnenspmmermnsmiavismpssromressssssssssimssenssis 161

B | DUTLEE W TIRE. it nnscnmet aoms iyt i s s s i 161

8.4.1  Application to Other Refractory Slag Systems .........cccccceeiiiieennnn. 162

BAZ  Applicalion 1o RIEHLL.. .. oo wamshis 162

SA0  Spalliny KIBoDRGIERIE, e sosgms kit St mss 162

844 Altetnalive Conler DOBITNE o ismmmsrsinisssimmnmssisemnss i i 163

8.4.5 Investigate Heat Pipe Technology.........cccccoooiiiiiii 163

T O o T T R CU U G ——— 164

2.5 - DONCLUBIG REMERRR L it sian ks 164
L EG T N SRS S 165
BEFPENTNETER comomansiniaapmscs e ettt s s s s Ay A te 167
A HISMELT COMMERCIAL DEVELOPMENT PLANT ....oooiiiiiiiiiiiiiiieeeeeeceeie e 168

Al General Flowsliee! Arngeiietil . . s 168

A2 VIR IEEIRE itnoinis i S T S S ST 170

A3 R T o S — 173

A4 Biierey TecoVery AN TE-TIBE |\ iossnminos amnovssnisss s msssnmrubin s ssysoimes 173

B D TR O COTTUTEINTIR om0 S oA iy s 175
REVERENTES oonsmnrmcorsoisassnsshommss oot o spes e s sasss sy ssasvpsun s s srssmes suquvans 177

X1



LisT OF FIGURES

Figure 1.1 — The Development timeline for the HIsmelt Process ...............cccccooviiiiin 2
Figure 1.2 — The Horizontal Smelt Reduction T . .
Figure 1.3 — The Vertical Smelt Reduction VESSEE oo, 4
Figure 1.4 — A Conceptual 3-D View of the Commercial HIsmelt development plant ........ 4
Figure 1.5 — The Various Stages of the Coal Particles’ Traverse of the Bath...................... 6
Figure 1.6 — The Post-combustion REACHONS? ... 8
Figure 1.7 — HIsmelt HRDF Vertical SRV showing a water-cooled stave........................... 9
Figure 1.8 — Plan view of the Pipe layout for water-cooled stave depicted in Figure 1.7"°..10
Figure 1.9 — Magnesite Chrome Ore (left) and resultant fired refractory product (right)..... 12
Figure 1.10 — Schematic Representation of Penetration ..............ccooveeiviiiniiinniiiniiccnneenn, 13
Figure 1.11 — Penetration and Corrosion behaviour for a steelmaking slag with the various
specimens tested by Yu et P PR RS — 16
Figure 1.12 — Penetration and Corrosion behaviour for various slags tested against a MgO
refractory after Yu et O — 16
Figure 1.13 — Schematic Representation of COITOSION.........ccuiiiiiiiiiiiiiiiiiiccciiccccc 17
Figure 1.14 — Schematic Representation of Erosion...........cccccooiiiiiiii, 22
Figure 1.15 - Flow observed by Sandhage and Yurek® in their rotating cylinder work. ..... 22
Figayre 1.16~ Button or Sessile Dop Tesl . cusamsansvmnssmnvsms smsssssnssesimmiserssnsmses 23
Fignre 1,17 — Crucible, Cavity, C0p oF BRICK TEEE «vwwcssnsmemmmevpeisssesomm s sssrosisasassis 23
Figupe 1.18 — Dipping, Iotmersion OF FINEET TEBL. .. .ovwsmmswsstmin s s nssirisis s 25
Figpe 110 - nandiiem Fiiiis Toll..ounveesmoibismintismmimons i sumamiums sommssmm 26
Figure 1.20 — Rotary Slag Test Apparatus Showing the Main Cylinder............................... 27
Figure 1.21 - Comparison of Heat Fluxes for various Water-cooling Systems51 ................. 29
Pigiute 2.1 — Mesh T et nOIOET . usmssusmammommansssmmassmmis s sovsmssss s s sy 36
Figure 2.2 — Divergence Theorem Representation..............ccccceeviviiiiiiiiiiiiiiiiiiininin, 38
Figure 2.3 - Non-Otthogonal Contio] VOIS, .. ... i smsns crmbs bonssimiaims sasmss s 40

Figure 2.4 — Control Volume for steady one-dimensional convection and diffusion illustration
................................................................................................................................. 44

Figure 2.6 — Comparison of the different Differencing Schemes’ Accuracy........................ 49

Fipute 2,7 — Cutitrol Volumne 10F Vah LEtt SCHEHIE ... e s s wevaiss s s 51

Xl



Listof Figures

Figure 2.8 — Boundary condition applied to a control volume ........................ccocoooeiie 53
Figure 2.9 — Control Volume for unsteady one-dimensional conduction............................. 55
Figure 2.10 — Illustration of how latent heat can be applied to Specific Heat ...................... 63
Figure 3.1 — Flowchart for Refractory Mechanisms ..., 66
Figure 3.2 — Flowchart for the Penetration Calculation.....................cccooooiiiiiiiii, 68
Pigire 3.3 — LOUBEION VIOTTOTE cex nss soosvessssunens s s i siors s ams s s 64 5550 508 v S s s 69
Figure 3.4 - MTDATA plot of phases present against temperature ...................cccooeevveennnnn. 71
Figure 3.5 — Comparison of Arrhenius and Linear Scaling Functions ......................cccoooi. 72
Figure 3.6 — Flowchart for the Corrosion Calculation..................c.oooiiiiiiiiiiiic e 12
Fioure 3.7 — Flowehart for the Erosion Calomlalion. . .o smmssrssssssmsmsanassninnsnisssinss 74
Figure 3.8 —Measured Thermal Conductivity Values ...............cocoooiiiiiiiiiiieeeee 82
Figure 3.9 —Measured and Fitted Surface Tension Values...............cccocooeiiiiiiiiiiiiiiie, 83
Figure 3.10 -MTDATA plot of Solid and Liquid Phase Totals for Hlsmelt Slag................ 84
Figure 3.11 — Equation used for Contact Angle............coooiiiiiiiiiiiiiiiiiie e 85
Figure 3.12 - Slag Viscosity Measurements by Zhang and Jahanshi’® ..o, 85
Fipure 3.13 - Revised Viscosity REIGHONENID ....cimmmsimsimsimiosmmsesessessomsmummmorpsssusmossrsmonnssins 86
Figure 3.14 - Comparison of Original and Revised Viscosity Equations .................cccceee. 87
Figure 3.15 - Induction Furnace results for the Original and revised Viscosity Relationships
................................................................................................................................. 88
Figure 3.16 - Adjustment Made to Contact Angle ...........cccoviiiiiiiiiiiiiiiiiicciccs 89
Figure 3.17 - Results after Revising Contact Angle Relationship................... 90
FADDER .1 = T TR T OUE TR IRND. o it o oo e A R s R 91
Figure 4.2 - Injection Lance Arrangement in the Hlsmelt Vessel..................coooi 92
Fionre 4.3 - Lante General ATTABBETIEIT ..ccmmusoiissimmesisnmsmossmsssssoiismnsmimerms st 93
Fignes 4.4 — Axi-symmetric Wedpe DIDIMBII .o omsssssmismsinrs suoesommss 94
Figure 4.5 — Computational Domain and Mesh Regions .............ccoceevviiiiniiiiiiiniiiinnnn. 94
Figure 4.6 — Liquid Fraction Contours for Fixed Interface Temperature for the HRDF case
................................................................................................................................. 96
Figirg 4.7 » Layies ENOYEBMIONG ..commuimersmmnmessnins s b s s s i s 97
Fienare 4.8 = SINIAIE. IBBIL. .. mmsvsvsmmnmsnmussmsnsusio s b s s sios s sy o werss 98
Fioure 4.5 - Mesh Refiietnont FoMIIE ... iomemssss isussmssms s by s onsms oos i s 99
Figuts 4.10 - 600°C Temperature Bise, HRIDF BASS ... sossmsmmummsssss s s s sssiss 100
Figure 4.11 - HRDF cold injection liquid fraction contours..............ccccccooviiiiiiiiiiiiin. 102
Figure 4.12 — HRDF cold injection temperature CoOntours ..............cceevvuiriiieiiieeiiieenieeee 102
Figure 4.13 « 61 cold injection lguid frachion COMOUE ....ccummmmsmmssmssssmnemsssmnismmess 103
Figure 4.14 — 6m Cold Injection Temperature Contours ..............cccceiiiiiiiiiiiiiiiniies 103

X1V



List of Figures

Figure 4.15 - 6m hot injection liquid fraction CONtOUTS............cccooiiiieeeiiieeeeiee e 104
Figure 4.16 — 6m Hot injection Temperature CONtOUTS ............cccuviiiieeeeeiieeieeeeeeieeeeee, 104
Figure 4.17 - Transient Nature of 6m Hot Case ................ocooooiiiiiiiiiiiiieceeceee 105
Figure 4.18 - Trunk Growth CompariSON...............oooviiiiiiiiiiiiicceeeeeee e 106
Figure 5.1 — Induction Furnace SchematiC .............ccoceveiiiiiiiiiiiiiiiiicciie e 107
Figure 5.2 — Results from the Induction furnace Test...............ccooviiiviiiiiiiieiicee e, 108
Figure 5.3 — Results from the Induction furnace Test for the Magnesium-Chrome Refractory
Indicating the location of the Slag; Metal and Extent of affected Refractory......... 109
Figure 5.4 — Section of the Induction furnace that is modelled..................ccccooooiiiiiiiinnn, 110
Pl 5.3 — Sohstnilie Gl The BHOUBE ... oo nmmmimsmeiomm ooimsn s s s s s sus ais 110
Fipnie 5.0 — Tolil NIGEL VI .. oromnsmummmrmesnemsseyersmss s s s sy i (s spbemivs 111
Figure 5.7 — Comparison of Results with various mesh S1zes.............ccocoiviiiiiiiiiiiinen. 112
Figure 5.8 — Comparison of Results with different inflow conditions..................ccocoei. 112
Figure 5.9 — Model Results after running for 5 hours with the results of the induction furnace
0L DL BRI o iorooihiiae s epues i s oo s S T e S e 4% 113
Figure 5.10 — Rate of Penetration at the centre of the domain with Respect to time............ 113
Figure 5.11 — Metal and Slag Chemistry for Campaign B d® s — 116
Figure 5.12 — Refractory Wear Measurements after Campaign 8-2 ...........cccoevviiiiiiinnnns 117
Figure 5.13 — Bath Madel results Supphied by Mark DIavAS ... ssssomasmssms sissomainsssnss 119
Figure 5.14 — Mesh of Hlsmelt HRDF pilot plant model indicating the slag flow boundary
T L OO SRS S PE OU— 120
Figure 5.15 — General Bath Flow pattern on Bath Model Results ... 121
Figure 5.16 — Liquid Turbulent Viscosities Supplied by Mark Davis ............cccccccciiinnnne 122
Figure 5.17 — Refractory Wear Contour Sensitivity to Inflow Boundary Condition............ 123
Figure 5.18 — Refractory Wear Contour Sensitivity to Mesh Density..........cccccoooeiiinnn. 124
Figure 5.19 — Predicted Refractory wear for Campaign 8-2 compared to measured results. 125
Figure 6.1 — Rotary Slag Test ATTanQement. ..o smossssesssissssusss sssssssmsssssmevsssassossnsossysmmenss 127
Fiphie 6.2 — Tt PIete IIIMBRBIIIG , ..o .o coveoniinis s s i s 5 A e A S e 128
Figire 6.3 - FACT valewlation 1or the RTTT SHE..camanaimunsmresosmsann s 130
Figure 6.4 - FACT calculation for the Marcast refractory ............ccccceeceeniiiniiniiiniiiinins 130
Figure 6.5 - FACT calculation for 90% Marcast Refractory with 10% RTIT Slag.............. 131
Figure 6.6 — Picture of the MARCAST 561 SP Sample tested with Molten Slag after
T L OG- U RSP UY F NOS PO —— 134
Figure 6.7 — Picture of the MARCAST 561 SP Sample tested with Molten 4.5% Carbon
L T S T — 132
Figure 6.8 — Free-surface Rotating Gravity VECtOr ...........cceevuiriiiiiiieniiiiiccicciccie e, 134

Figure 6.9 — Mesh developed for the Rotary Slag Test that follows the refractory location 135

XV



Listot Figures

Figure 6.10 — Mesh developed for the Rotary Slag Test showing the initialised location of the

telvactory (Shadedl BIapk).....ccsmemmmsmmssmsssmsnsesissmnasins s ssmhsstsssissvsss s 136
Figure 6.11 — Free-surface LOCAtiON .........ccccecerrierneisiuenssrenseineeissesseessnssnssesssonsscssassssossnssnes 137
Figure 6.12 — Co-located Averaged Shear Values ..............ccccooooveiiiiiiiiiiiiccceee e, 139
Figure 6.13 — Temperature Conditions for the Rotary Slag Test...............cc.ccoooiiiiiiiin. 140
Figure 6.14 — Standard (red) and Double Density Mesh (green) ...........ccccoocovviiiiiiiiniennen, 141
Figure 6.15 — Standard (red) and Half Density Mesh (blue)............cccooocciiiiiiiiiiii, 141
Figure 6.16 — Standard (red) and % Density Mesh (black) ...........cccccooviiiniiiiiiii, 141
Figure 6.17 — 0.5 Refractory Contours for the Mesh Sensitivity Cases..........cc.ccoceeeviiennnn. 142
Figure 6.18 — 0.5 Penetration Contours for the Mesh Sensitivity Cases...........ccccceeveeeennenn. 143
Figure 6.19 — Temperatures taken down the centre of the meshes .............cccocveeeviiieennnnn. 144
Figure 6.20 — Result from Rotary Slag Test.........cccooeiiiiiiiiiiiiiiiieieceeiee e 145
Figare 7.1 — Various Relractory Retaining TEChMIGUEE ...ouonsmsnsmnmmmsssssismmmssssnissssssessssmenss 148
Fipure 7.2 ~ Schematic of the Arca of the Vessel Modolled . s sscmmnsanssnsmssns i saoss 150
Figure 7.3 - Schematic of the extent of the Computational Domain.................cc.ccooeiin 150
Figure 7.4 - Schematic of the Mesh Developed for the Water-Cooled Stave Model............ 151
Figure 7.5 — Progression of Wear Around Cooling Pipes over time............cccoooiiiiiinnn 152
Figure 7.6 - Results after running model for simulated 10 days with an elevated temperature
g T S S S S U — 153
Figure 7.7 - Temperature Profile at a height of 4.3m after 10 days at 1923K and a further 2
i T AT TP ST — 154
Figure 7.8 - Results after running model for a further 2 days at normal operating temperature
T i i womeoiidi fio  B E B S GRS 155
Figure 7.9 — Growth of Freeze Layers with respect 10 TIME.. casssssns sossssnsmscnsssssmesssismssssss 155
Figure 7.10 — Refractory locations for the various meshes tested after 10 days at the elevated
ierpetaline O LHETIE o e s o st ik s sk S ais s A BS R RAS 156
Figure 7.11 — View of the Base Case and Coarse Mesh results for Penetration................... 157
Figure 7.12 - Effect of different in- flow boundary condition model on refractory position after
romrnions taode] Tor 10 4895 3l 190K it e i 158
Figure 8.1 - General Arrangement of the HIsmelt Flowsheet.................... 168
Figure 8.2 — Process Flow Diagram for the Commercial HIsmelt development plant ......... 169
Figure 8.3 — Proposed HIsmelt Commercial Development Plant Layout............................ 170

XV1



LisT OF TABLES

Table 2.1 - Definition of Terms in the Generic Transport Equation..................oocooin, 37
Table 2.2 — A(|P|) Function for the different SCHEMIES......ccccvimimosmnmsassnnossosssnsonnssnsensensssonss 49
Table 2.3 — Values for the Integral of Tp for various weighting factors ... 56
Table 2.4 — CFL Limits for different dimensionalities...........oocooovoiiiiiiiii, 58
Table 3.1 — BlaB o OTIPOBITIORIS ¢ commnensmsson vsumesmmibonsssnn fonsisshsmmnmiskssi s amismams s s s s s 79
Toble 3.2 — Bl bieiony ORI uummiimms o i i s Sk a s 80
Table 3.3 — Values tised for WIaterial PIODBILISS .ouemssws s ssssmmsssnumosen sosmsstnn s s s s v 81
Table 4.1 - Lance Dimensions for the various cases (1N MELErS) ....oovveeneeiieeeeiiie e 98
Table 4.2 - Injeetion Velocities 1ot The Varioms BEOB.. . mmasummnsms ons dhassnss oy ioss kbssmsss s ims 98
Table 4.3 — Calculation QUANTITICS .....oooiiiiiiieee e 100
TREE 4.4~ Jit TENEeiibins IR .. s av s s s sl sssss G iy 101
Tahle B.1 ~ RITT Blag COBBomlbIi coommommmasnmsmnbsimessmmmme s s s i o 129
Table A.1 — Direct Reduction Processes >0 .. .. .oo.oviviioeoeeoeeeeeeeeee oo 172
Taue L1 — Fabiiaimm LI o oot o wmsmasindsioiiio i i b iin 175
Table B.2 — Summary of Models Included on the CD-ROM..........cuumsmsssmmssmsssmmssssssasssonns 176

X V11



NOMENCLATURE

Roman Letters

- —— RN, oo s S U S R R D S S e m’

T T— System Matrix

C i Constant

i S BRI Tl ORI i s s el A R i s bk 0% J.kg"l('l
" {— Control Volume

S i 3118 0 U ——— kg.m’3

i F— Eiairaulie IDIBMIEIEE. .. oonvmnmmrsmssmsimnmma oot o s m

1 I— Diffusion Coefficient ............cccciiiiiiiiiii e m’s

| A— BRI i it T A S R S A J

| J— Convection Coefficient

| po— Vector Field

. J—— U ————— J

k| — CHEROIION IRALE oo smonss s ws s ossmpssvsssss eises kg.m“s”
S Permeability COEffICIENt ..........o.ovoieeeeeeeeeeeeeeeeeeeeeeeeeeee m’

| [ LB THBE - oot smmn cmmmsrommnon o i susia o i sk uim ok mmns s J kg
M......... RIGLBEIIAT T BIEIL . ..., coominns comusmscsnmssmmsns sevsmanh s somsmsistns onh v g.mol’

. I PR st i v i i S e T Pa

i S— Boy TIRIBII s o micsomsioimmimsmsmm s i s o s i s W.m*

. J— Linineain]l Ui LORREIL ...nuse st s ossmmis o 8.314 J.mol'K'
. R Source

- N— RO o ok e i e S S S S S m’

j \P— R ETIIL oo i o s B S s TR s b S

j SO 0015 O — K

L — k00 D RSO SO C IR S TRPUOUR ouer e Copes m’
Blcssinsin Source Vector

" I— I o i e o i SR A i AR el m

- SR o L D 2.718281
| O Fraction

. TR Heat “Transfer CoBlTIEIOIL . .o mmsosmmmsimensmasainsumisisrmmmmi wW.m?’K
|- S— RESCHON TRAEE ..ooivcorsmnsssrmsasmmnsossommsssssmsseamy sy sty s’!

| S———— Lhertig] COMBIBUN Y s sismemmminsmmuoiishios g s W.m'K
| P—— 975111 N P S m

L IR B o oot s A S kg.s

. DR, Normal

Xix



Nomenclature

| J— Unit Outward Normal

. J—— Penetration Vector

. — P00 BB ovnnin sominnsun s s s s s s s
~ S——— ST U SRS R D
P NI oo o B s s ks
| —— L P
{1 P— Velocity VECtOr ...
. SR Diigtance, dIECHION B-Ml8 . commmmmismsormsssisiy s
- . Digtance, diretion TrlRIs ... werossisnis pomimmmsianssenveiss wesss
. Distance, ATECHION Z-ERIB 1usummsus s cormsssnssssessmess s siosinss

Greek Letters

[ —— Diffusion Coefficient

= A Interpolation Factor

N TR O " T I ot o s S e s s
S ... Conitre-Ta0e THBLANEE scosvmmamsmmsmssmmmsssss s smsssimmess
6. Baundary layer HUCKAGHER ... cormumsmssoinssierssrempmessmsivimsses
S LT BRI .o i s s B s RS
O DICHRIIE VMBI v nesrimsimmimimisnensispisvissssispensiiisiies
L ge— Kinematic VISCOHEY . .o conmomismimpmssi s
e Timne-Temperatnns INBETEL . ... s csinmsnmis s bt s
R Mathematical Constant.............ccecevveerreeereenecneeeenenenee.
R TEVGMIBIREY s om0t it 50 R S0 S ARSI
T BHERE BRI i i ittt ik b i i i g
S Solved Variable/Quantity

Sub-scripts

_ S—— Adjacent Element

- Constant

1, T Darcy

- Control Volume to the East

4 FO— Old/Previous Value

Vs Current Element

- — Proportional Compone nt

.- E— Surface

. (S Volume

W.... Control Volume to the West

- N—— Face between the Current and East Control Volumes
S Face

Ms it Element Number

| S lower

....... 3.141592654

XX



Nomenclature

. — sohd

) P upper

. ' . Face between the Current and West Control Volumes
O ... Centre-face distance

¢ Solved variable

Super-scripts

5 JP— Old/Previous Value

. — Weymann Equation pre-exponential term

Mathematical Operators

. T— Modulus

- I Partial Differential
A Gradient, rate of change
" J—— Divergence

Z ...... Summation

‘/— ....... Square Root

Dimensionless Groups

s ] - Courant, Friedrichs, Lewy Number
Nu........ Nusselt Number

s - F— Peclet Number

£ H— Reynolds Number

XX1



CHAPTER 1

INTRODUCTION

The work discussed in this thesis is aimed at examining the formation of freeze layers and
refractory wear on water-cooling elements within direct smelting processes through the use of
computational modelling techniques. The motivation of performing this work is to examine
the cooling of regions of the Smelt Reduction Vessel of the Hlsmelt process closer to the
molten bath material. Hlsmelt is a novel process for the production of pig iron which has

been under development by Rio Tinto and is now being commercialised.

1.1 The HiIsmelt® Process

The iron making industry has attempted to produce iron by the direct smelting of iron ore and
ground coal for many years. Brotzmann' advocated the use of Post Combustion (PC) for
emerging direct smelting processes that would compete with the traditional blast furnace
approach. Brotzmann also noted that there is a price to be paid for the amount of preparatory
work required to produce coke and sinter, along with the environmental problems that need to

be mastered in the production of these blast furnace feed stocks.

The core of the HIsmelt process works by smelting ground ore and coal in a molten metal
bath. The reduction reactions occurring within the bath produce gases, predominantly Carbon
Monoxide and Hydrogen, which along with the nitrogen injection carrier gas eject metal and
slag into the gas reaction space above the bath in the form of droplets. In this gas space the
gases produced in the reduction of the ore react with the oxygen in the Hot Air Blast (HAB)
from the top space tuyeres. These exothermic reactions (called Post Combustion) provide
thermal energy which is transferred to the droplets of slag and metal which fall back © the

bath — providing the bath the energy it requires to sustain the reduction of ore.

The HlIsmelt process has been under development for approximately twenty years2 and it has
primarily been supported by Rio Tinto. The process was originally based on the K-OBM and
KMS steelmaking processes of Klockner-Werke. The smelt reduction concept was
successfully tested in a 60t OBM converter, and a small scale pilot plant was designed and

built at Klockner’s Maxhiitte steelworks in southern Germany.
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Figure 1.1 shows the timeline for the various stages of development for the process, in
particular from the late 1980°s and early 1990’s the Hlsmelt Research and Development
Facility (HRDF) was constructed to test a larger scale vessel, in Kwinana Western Australia.
The first Smelt Reduction Vessel (SRV), a horizontal rotating vessel as illustrated in Figure
1.2, suffered from high refractory wear in the region of the hot blast jet’. This horizontal
vessel nevertheless demonstrated that it was possible to obtain good post combustion from
such a smelting process. Novel techniques were developed that are fundamental to the vessels
that have been subsequently developed — in particular the swirling HAB Tuyere and top

injectionof ore and other solid raw materials.
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Figure 1.1 — The Development timeline for the HIsmelt Process

One important point to understand about the horizontal vessel is the use of bottom injection of
the coal and ore into the bath. This then necessitated that the vessel should be able to rotate to
move the bottom tuyeres clear of the molten bath material for maintenance. Water-cooling

could not be applied to the vessel as it would become submerged when the furnace is rotated.
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Figure 1.2 — The Horizontal Smelt Reduction Vessel’

After demonstrating on the vertical vessel that top injection of coal and ore was possible using
a side injection lance, a vertical vessel was designed which is shown in Figure 1.3. One of the
significant advantages of this vessel is that it significantly simplifies the engineering of the
design and reduces the capital investment required. As the vessel now is fixed in place, the
top part of the vessel is water-cooled — the area of significant wear in the operation of the

horizontal vessel.
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Figure 1.3 — The Vertical Smelt Reduction Vessel

The vertical SRV has been operated in excess of 3000 hours (132 days)”. The longest

campaign ran for 38 days. The pilot plant has been put into care and mamtenance whilst a

commercial development plant is under design and construction. A conceptual view ol the

commercial development plant is shown in Figure 1.4, The process flow diagram and plant

layout is attached in Appendix A for the commercial development plant. This appendix also

contains a brief description of the entire process.

Figure 1.4 — A Conceptual 3-D View of the Commercial Hismelt dewlopment plunl"

The refractory used in the horizontal vessel is a Magnesia-Chrome refractory pre-fired brick

manufactured by Vietsch-Radex in Austria. Within the vertical SRV design this refractory s

used for the hearth region and the sloping section up to the side wall water-cooled panels. The
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panels have a high Chromia content castable slip cast around them. Due to the restrictions in
North America on the disposal of these bricks, due to the carcinogenic links” made with Cr°" -

the only chromium ion soluble in water. It is possible to limit the formation of Cr°' by

adjusting the slag chemistry and the cooling rate of the refractory®.

1.2 Modelling of the HIsmelt Process

Computational modelling techniques have been used extensively in the design, control and
optimisation phases in each stage of the development of the HIsmelt process. A summary of
this computational modelling has been written by Davis et al.?. The modelling work was
initially undertaken by a group of workers at CHAM, and more recently at Rio Tinto

Research and Technology; CSIRO Division of Minerals; and the University of Greenwich’.

The modelling has focused on the core smelting unit of the process. To make the modelling
task manageable, the process has been partitioned into three distinct zones. These zones have

been named as:

e Bath Zone

e Transition Zone

e Top-space
The bath zone, as the name suggests, refers to the molten bath of metal and slag. The top-
space identifies the continuous gas space at the top of the vessel. The area located between
these two zones has a significant amount of liquid iron and slag running through the gas, and
is therefore named the transition zone. The various zones allow for specific models to be

employed in each area to properly account for the different physical and chemical effects.

As a significant amount of gas is injected into the bath, along with the gases evolved from the
reduction and coal devolatilisation processes, the bath is highly mixed. The modelling of this
region was more involved as modelling techniques needed to be developed for this region of
the process. An artificial split was introduced to allow two models to be developed: a Bath
model for the mixing, reduction and devolatilisation; and a top-space model to model the gas
space above the bath that also includes the transition zone. The split, even though there i1s no

distinct boundary in the process, allowed the development of the process to proceed.

1.2.1 Bath Model
The bath contains many phases: gas; liquid metal, liquid slag, particles of coal and ore of

various sizes. The gas and liquid phases are modelled using an Eulerian - Eulerian technique.
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This technique treats the gas and liquid phases as a continuum mathematically. The volume
fraction of each phase is calculated across the domain. The small scale structure is smoothed
over to make the calculation feasible using current computing power. However, the smaller
scale bubble structure 1s important for heat and mass transfer considerations and is accounted

for with sub- grid models'®.

Inter-Phase-Slip Algorithm'" (IPSA) developed by Spalding is used to distinguish between
the metal and slag phases within the “liquid” phase. Lagrangian particle tracking is used to
monitor the location of the solid particles (mainly coal and ore) through the bath. Source
terms are added into the momentum and continuity equations to account for the injection of
this material and the gas evolved by the material as it is rapidly heated. Figure 1.5 shows how

particles move through the bath and the various mechanisms that are involved.

Process Combustion

Dust in Topspace
Coal, Ore, Fluxes
in N2 Suspension
Char & Soot By-Pass
By-Pass
. .
Char Capture
Injection in Slag
Plume a ;
Char Dissolution
Metal
Carbon
Coal Pyrolysis an Dissolution
Volatile Yield & Capture

\iii2

\
Char Particle with
Soot & Volatiles

Figure 1.5 — The Various Stages of the Coal Particles’ Traverse of the Bath 2

There are several benefits from te motion of the gas through the bath. A large scale
recirculation is set up by the large volumes of gas moving upward in the bath. This provides
for excellent mixing of the bath. Additionally, large flow rates of gas that cause channelling in
the liquid kads to the generation of splash of the metal and slag into the gas space above the
bath. This material is important as it is the primary mechanism for the transport of energy

from the top gas reacting space back to the bath.
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To model the complexity of the bath, a full three dimensional model has been devclopedz'm' e
% To obtain information regarding the important features of the bath, transient runs are
required. The model has been validated against water models, and small scale iron and tin'®
bath models. The bath model gives important predictions of the general flow pattern within
the bath and top-space. By necessity the location of the gas plumes and the droplets of metal

and slag are also calculated.

1.2.2 Top-space Model

The top-space model has been developed16‘13

to model the gas space above the bath, including
the reactions (Figure 1.6), heat and mass transfer that are occurring in this region of the

process. To simplify the model formulation, five sub models have been developed?:

e a turbulent reacting gas space model;

e a Lagrangian particle tracking formulation for the treatment of the
liquid phase;

e a model of the heat and mass transfer between the two phases due to
combustion;

e a two-phase six- flux radiation model to calculate radiant fluxes'’8;
and

e a specifically developed gas turbulence model for regions with high

swirl.

The top-space model additionally accounts for the transition zone — the region where droplets
of metal and slag have entered the top ‘gas space’ above the bath. The surface of the bath 1s
likely to have fingers of liquid which will not be diffuse enough to allow the continuous flow

of the top space gases through this area.

Due to the ballistic nature of the droplets flying around the top space, it is inappropriate to use
a single velocity within each cell for these droplets — this would be taking an Eulerian -
Eulerian or ‘two fluids’ approach. Rather the droplets are modelled using Lagrangian particle
tracking techniques. The break-up of droplets is determined by testing against a critical Weber
number, and the droplet is reduced in size if a break-up event has occurred. Additionally the
decarburisation of the droplets is also considered and is controlled by gas boundary layer

diffusion.

The top air tuyeres use swirl to increase post combustion with only a minor sacrifice being

made with heat transfer efficiency. The swirl also softens and spreads the jet to create a larger
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area where the gases produced by the smelting reactions in the bath are post combusted. The
location of the jet is influenced by various factors and the top space model allows it’s location

to be optimised to maximise the performance of the process.
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C+ 02 --»200
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it
ure 1.6

Fig
1.2.3 Application of Modelling Results

The results of the modelling provide further information in the design and operation of the
SRV. In particular the distribution of mass within the fountain of droplets is critical in
determining the post combustion and heat transfer efficiency within the top-space model. The
models are an important design tool: to guide the placement of the injection lances; the
locating of tap-holes; and scaling plant design from the pilot plant scale to the full sized

commercial development plant.

1.3 Objectives of the Research Programme

During the operation of the pilot plant, the sloping refractory region above the hearth was
slowly wearing away. It is projected that this part of the lining will need to be replaced after
approximately a year. To replace the refractory will involve shutting the plant down for

several weeks to remove the spent lining, install and pre-heat the new lining. The ultimate aim
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is to minimise, or if possible eliminate, the refractory wear in this region. One possible

solution is to install water-cooled elements into this region.

In the design of the vertical SRV, that has been successfully operated on a pilot plant scale,
extensive water-cooling is employed in the top gas space of the vessel. This water-cooling
operated for many campaigns, subjected to many shut-downs and start-ups without any
operational difficulties. It was proposed to install a water-cooled stave in the sloping
refractory section, which is called the “slag zone” (as it is only in contact with slag). The
staves were designed and fabricated, although not installed as the risk involved with installing

them was determined to be too great at that particular point in the development of Hlsmelt.

Figure 1.7 shows the location where they were to be installed and Figure 1.8 shows in more
detail how they were constructed from copper pipe. Generally staves are constructed in solid
blocks or plates and made from copper or steel, depending on the heat loads that they are
expected to experience. The block and plate type coolers are commonly used in blast furnaces
and in flash smelters to produce copper. The pipe construction, as employed currently by

HIsmelt, 1s used in Electric Arc Furnaces (EAF ’s).
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Figure 1.7 — HIsmelt HRDF Vertical SRV showing a water-cooled stave -

It is commonplace when using water-cooling in smelting applications, to coat the hot face of
the water-cooling element with a layer of castable refractory material. This layer helps to
protect the element from process perturbations. In some smelters, liquid metal has penetrated
the cooling element and come into contact with the cooling water causing an explosion. Some

manufacturers have introduced slotted grooves into the hot face of the cooler to try and ensure
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that some of the cooling element has castable in these grooves to help protect the element in

these situations.

1190

Figure 1.8 — Plan view of the Pipe layout for water-cooled stave depicted in Figure 1.9"

The prime motivation for undertaking this work is to characterise and to provide further
understanding of how freeze layers form on water-cooled elements. To be able to model this
system effectively, a methodology is developed to predict the thickness of the refractory layer
applied to the water-cooled element. The importance of creating a mechanism to predict this

thickness is that this refractory layer has a direct impact on the heat transfer occurring.

The first objective of this work is to develop refractory wear mechanisms to be able to
adequately predict the thickness of the refractory layer that is applied to the hot face of the
water-cooled element that is being worn away by the process. The second objective of this
work is to be able to effectively model the freeze layers that are forming on water-cooled
clements. A model of the water-cooling elements accounting for the wear of the refractory
layer and the formation of freeze layers can be utilised to evaluate different water-cooling

designs.

10
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1.4 Physics Involved

To model this problem a variety of physics needs to be captured — in particular:

e Fluid Flow;

e Turbulence;

e Heat Transfer;

e Phase Change;

e Chemical Reactions;
e Radiation;

e Free-surfaces; and

e Thermal Stress

PHYSICA?® is a CFD code that has been developed at the University of Greenwich,
Greenwich, London, UK. It is a finite volume unstructured mesh code. Its main appeal 1s that
the above physics are all available and can be closely coupled within the same code. Another
advantage of PHYSICA is the ability to add additional physics as and when required, a

facility that has been used in this work.

1.5 Review of Relevant Work

A significant amount of work has been performed on the properties and performance of
refractories under their service conditions. In particular, work to describe the mechanisms that
lead to refractory wear form the basis for the refractory wear modelling performed here 1s
summarised. As freeze layers and accretions are also modelled, the work that has examined
these processes is also covered within this section. A very detailed review of wear

mechanisms has been prepared by Lee and Zhang21.

1.5.1 Refractory Wear

Refractories are a complex material with several phases and pore structures. Refractories are
produced as pre- fired shapes, or as unfired materials that are mixed and installed in-situ using
casting or spray like techniques (gunning) before firing. On firing refractories the phase’s
present change and bonds between the various constituent raw materials are formed. Figure
1.9 shows the different structures of Magnesium-Chrome refractories after they have been
fired for a period of time. Impurities generally find their way to the boundaries between the
predominant phases. Improvements in refractory quality have been made recently by

obtaining raw materials with low compositions of these impurities .

11
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Figure 1.9 — Magnesite Chrome Ore (left) and resultant fired refractory product (right)23

Chemical, thermal and mechanical stresses are the main factors involved with the wear of
refractory liningsz4. Refractory wear mechanisms can be simply summarised by grouping
them into three sequential steps. The first step is for the slag’ to penetrate the refractory.
Secondly the material that has penetrated the refractory reacts with or dissolves the refractory
that it is in contact with - Corrosion (Chemical Wear). The structure of the refractory is
weakened by the infiltrating material such that the flow of material within the smelter can

erode the refractory surface (Mechanical Wear).

On a global scale the cycling of the furnace or ladle can lead to build up of stresses in the
penetrated refractory due to the differences in thermal expansion of the refractory and the
penetrated region. If the stress levels are sufficient, the penetrated layer may shear away from
the refractory in a process called spalling. As the region of the process that this work
examines is completely submerged in slag, the refractory is not expected to be exposed to this

thermal cycling and this mechanism is therefore not examined in this work.

this could also be some other sort of melt (matte, metal, glass) or gaseous components that are able to penetrate
the structure of the refractory and then be able to interact with the refractory.

12
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Penetration, corrosion and erosion are discussed in some detail in the following sections.
Work carried out by other workers is also summarsed and discussed, with specific reference

to the refractories used in this modelling work — Magnesia-Chrome and High Alumina spinel

forming low cement castables.

1.5.1.1 Penetration
When refractory comes into contact with slag, slag will be absorbed into its pores as shown in
Figure 1.10. For virgin refractory, the penetration of slag into its pores is initially quite fast

compared to the penetration that occurs afterwards.

Figure 1.10 — Schematic Representation of Penetration

The commonly used theoretical models for penetration are based on capillary flow?’. This
approach is also used to describe flows within porous media®®. The Laplace equation of
capillarity (Equation 1.1), also known as the Laplace-Young Equation, can be used to
calculate the pressure drop (AP) created by the capillary action of the pores (of radius r)

within the refractory.

4, STE0E0 (1.1)
r
where Y s Surface Tension (N.m")

6 is the contact or wetting angle between refractory and slag

13
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By using Poiseulle’s law (Equation 1.2) with the Laplace equation of capillarity (Equation

1.1), a penetration rate as shown in Equation 1.3 can be determined.

dl  r’AP
== (1.2)
dt 8ul
ﬂ:r}/cose (1.3)
dt 4ul
where [ 1s the current depth of penetration (m)

t 1stime (s)

M is the dynamic viscosity of the slag (kg.s'm™)

Although temperature i1s not explicitly stated within Equation 1.1 to Equation 1.3, it has a
large implicit effect as the properties of the slag are temperature and composition dependant.
The temperature dependence of these properties is covered later in this chapter in the section

that deals with the slag viscosity.

Mukai and several co-workers?® examined the penetration of MgO refractories. This was
performed by using in-situ X-ray images recorded over time and examining the
microstructures of the refractory samples at the completion of the tests. They concluded that
the penetration of slag increases with: increasing pore radius; increasing total iron
concentration within the slag; increasing temperature of the slag; and decreasing slag basicity.
The conclusions of Mukai et al. are consistent with the theoretical models derived from

capillary forces (Equation 1.3).

14
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Kuromitsu et al.?” examined the interaction between alumina and binary glasses by placing
glass powders onto well sintered dense alumina. The alumina disks and glass powder were
fired at 850°C using a 10°C.min"' heating rate. They found that the reaction layer grew
uniformly and that the growth rate was directly proportional to the square root of time. From

this they concluded that the driving force for slag penetration was the capillary driving force.

Before discussing these results of Kuromitsu et al. the relationship of penetration with time
requires further description. On integrating Equation 1.3 from t=0 to t and /=0 to / and

assuming that the physicochemical properties of the slag remain constant gives:

I :|:I-}/COSG:|.t (1.4)
24
which can be re-written as
=K -t* (1.5)
where
K= rycos@
2u

1.%% also use this

In this form, K is known as the penetration coefficient. Mukai et a
formulation in their work and comment that their results follow this during the initial part of
the penetration of virgin refractory. From the work of Kuromitsu et al. it could be construed
that Equation 1.5 will hold true for extended periods of time. Kuromitsu et al. have only
heated their samples for a period of 10 minutes which will correspond to the initial period of
penetration. Their assumption that the physicochemical properties of the slag (pore size,
surface tension, contact angle, and viscosity) are constart is an important one as this 1s only
likely to be reasonable for the initial part of the penetration process. These quantities will

change with changing temperature and local composition which will change due to any local

reactions, dissolution and diffusion taking place.

Yu, Mukai, Kawasaki, and Furusato?® tested five different types of refractories to investigate
the relationship between corrosion and penetration for magnesia refractories. The tests were
carried out in an induction furnace with the slag tmperature controlled to 1873 + 10K.
Samples were fixed to the end of a water-cooled stainless steel rod and inserted into the
furnace allowed to equilibrate and dipped into the slag for 60 — 1800 seconds (I — 30
minutes). After the tests were completed, the refractory samples were sectioned and the

penetration depth measured using an optical microscope. Some of their results are shown in
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Figure 1.11 and Figure 1.12. From a modelling point of view, this work shows how

penetration is related to time (Equation 1.5).

Spec. E

Lem/mm, Ly/em

Time, t/ ks

Fig. 4. Penetration and corrosion behavior of slag No.4 on the

specimens.
(3: Penetration depth, Lym,
O: Corrosion depth in the slag, Lcm.

Figure 1.11 — Penetration and Corrosion behaviour for a steelmaking slag with the various
specimens tested by Yu et al?

8
Slag No.1 | Slag No.2 | Slag No.3 | Slag No.4 | Slag No.5
e 6 W - 9 |
3]
&
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E 4| SDRN |
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0 1 it 0Tl 0 4. O 1
Time, t/ ks
Fig. 5. Penetration and corrosion behavior of the slags on specimen
B at 1873K.

(J: Penetration depth, Lym,
O: Corrosion depth in the slag, Lem.

Figure 1.12 — Penetration and Corrosion behaviour for various slags tested against a MgO
refractory after Yu et al.
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Bradley, Li and Stott have treated alumina based refractories with a CO» laser’” and a xenon
arc lamp®. This heating of the surface melts the top layer of the refractory causing
densification to occur in this layer. The aim of this process is to close off the pores within the
surface layer to hinder or stop the penetration. In the work using the CO; laser, the refractory
is heated to limit the thermal shock encountered during the surface treatment. Thermal shock
testing has also been performed without any detrimental effects observed. This approach to
reducing the routes for shg to penetrate is quite novel, although the usefulness of refractories
treated in this way would have to be examined for their suitability for particular service
conditions. In particular the surface layer would need to withstand any corrosion or erosive

effects of the process.

In summary penetration 1s a complex multiphysics phenomenon. The most significant factor
is the temperature dependence of the physicochemical properties - surface tension, contact
angle, and viscosity. These properties will be impacted on the local scale by the interaction of

the slag with the refractory along with any diffusion that may be taking place.

1.5.1.2 Corrosion
Corrosion is the chemical attack of refractory by molten slag, metal or matte. This process has
two basic steps — the reaction between the refractory and slag; and the transport of the

reaction products away from the reaction site’’. These processes are depicted by Figure 1.13.

Figure 1.13 — Schematic Representation of Corrosion

Some authors®'* have examined corrosion under the action of forced convection This work
concludes that there is a relationship between the rotation rate (the method of creating forced
convection or flow) and the wear that occurs. This work fits more naturally as an examination
of the erosion taking place, and this work is discussed in more detail n the next section on

D Rl 8 foais ; -1 ' i
erosion. This is not such a clear cut distinction as the shear exerted by 1-2ms™ flow will be
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sufficient to erode the refractory on its own — its structure must be weakened in some way by

the interaction with slag intrinsically linking erosion to corrosion

The topic of corrosion has received extensive attention by researchers for some period of
time. Lee and Zhang21 have reviewed the work by many authors and summarise the way that
various refractories corrode when they come into contact with molten slag. The broad two
forms of dissolution: direct” and indirect dissolution are covered here. The literature regarding
magnesia-chrome and high alumina refractories is examined in some depth as these are the

refractories examined in this work.

Direct Dissolution occurs when the refractory dissolves directly in the slag. The amount of
dissolution will depend on the reaction rate of the dissolution of the refractory by the slag. If

this 1s first order with respect to the reactant species, the dissolution rate (J) can be expressed
=,

as
A
J=K—C_ (1.6)
AH
where A, 1s the actual area of refractory

A, 1s the apparent area of the refractory
C,, 1s the concentration of the reactant in the melt; and

K 1is the first order rate constant.

The dissolution rate may be the rate- limiting step in this process, although the removal of the
reaction products through convection and/or diffusion may well limit the corrosion occurring.
To limit the dissolution of the refractory into the slag it is commonplace to operate
metallurgical processes with sufficient levels of particular components. At Hlsmelt, dolomite
is used as a flux to maintain MgO at a sufficient level to minimise corrosion. Additionally the
slag basicity (a ratio of slag components — see the glossary for more detailed information on
the various ways slag basicity can be calculated) is generally controlled as it has been shown

by many authors to have an effect on corrosion rates.

Indirect Dissolution occurs when the refractory interaction with the slag produces a solid

product or a stable boundary layer, which is then dissolved by the slag. The layer is formed by
the concentration of the reaction products in the local area. It is worthwhile to comment that
the slag may well be interacting with the refractory from within the pores and cracks through

which it has penetrated. This leads to a reasonably tortuous path back to the bulk slag, making
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the diffusion or convection of the reaction products difficult and the limiting step within this
process. In some cases a solid layer will form that will protect the refractory from further

wear. When this occurs, the dissolution (J, kg.m”s™') can be expressed in terms of the

diffusion through this layer as®':

(C.\u/ - C.\Iug)
)

where D 1s the Diffusion coefficient (mzs)

J=D (1.7)

o is the boundary layer thickness (m)
Cqa is the saturation composition in the slag (kg.m*)

Cylag is the composition of the component in the slag (kg.ni*)

Rehner and Toma> have mathematically modelled the corrosion of refractories by glass
melts. They have modelled this process by modelling the diffusion of some of the melting
agents (alkaline and alkaline-earth oxides) from the glass into the refractory and the resulting
displacement of the resulting composition into the melt. The melting agents are modelled

using Fick’s second law:

L V(DAC) (1.8)
ot

where C is the composition of the component of interest and D is the diffusion coefficient for

this component which is temperature dependent in the Arrhenius form:

E

D=Dye ™ (1.9)
where E is the activation energy of the reaction (J)

is the universal gas constant of 8.314 J.mol'K!

T 1s the temperature (K)

Results are presented to show that this model reflects reality. The concern with this approach
is that it does not appear to account for the penetration of the refractory by the melt that it 1s in
contact with as has been shown by Kuromitsu et al.?” Therefore any interaction between the

refractory and glass will not be accounted for.

+ . . B . . .
direct dissolution is also known as congruent or homogeneous dissolution
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Corrosion of Magnesia-Chrome Refractories

In testing for penetration Yu, Mukai, Kawasaki and Furusato also examined the corrosion of
refractories in dipping tests’®. Various refractory samples were attached to the end of a
stainless steel rod. The rod was then inserted into molten slag within a heated furnace. They
found that the corrosion rate is related to the penetration rate. From this they concluded that

by preventing penetration, it should be feasible to prevent corrosion and spalling effects

within the refractory.

Chen and Wu have also examined the corrosion of magnesia-chrome refractories along with
MgO-CaO refractories>. The cylindrical sample las two Molybdenum end caps fitted to its
ends and is attached to a Molybdenum rod. The sample is then inserted into molten slag
within a furnace and rotated. For the steelmaking slags tested in this work the dissolution rate
of the magnesia-chrome refractories was found to be lower than the MgO-CaO refractories.
They found that by increasing the basicity, leads to an increase in the dissolution of the

magnesi-chrome refractories, whereas the MgO-CaO refractory decreased.

Ichikawa, Minato, and Horita examined the corrosion resistance of magnesia-chrome bricks to
low basicity slag36. They comment that it is generally accepted that the corrosion resistance
improves with increasing MgO and Cr,O3 composition. Corrosion tests are carried out on
samples of varying compositions in an arc heated rotary slag test with a composition by
weight of 60% CaO and 40% SiO2. After testing the samples were sectioned and the
penetration and corrosion measured along the length of the sample. They concluded that the
corrosion with respect to low basicity slag is strongly linked to the AbO3 content, with Fe;O3
composition having little effect. By reducing the content of SiO; and ALOj as far as possible,

increasing the MgO and Cr,O3 contents the corrosion resistance can be improved.

All of this work concludes that the slag will penetrate and corrode the refractory through the
weak points of the refractory. These weak points may well be the pores of the refractory,
although lower melting point phases form between the major refractory phases from the
impurities within the raw materials that the refractories are manufactured from. These
impurities, as such as SiO;, form phases with lower melting points than the bulk of the
refractory. These phases are easier to weaken and disrupt the structure of the refractory as
they are generally located at the boundaries of the predominant phases present. In recent years
a significant improvement in the performance of refractories has been achieved through

improving the purity of the raw materials used in their manufacture®.
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In the work discussed here, and other work on the corrosion of magnesia-chrome

refractories®’ direct dissolution is found to occur.

Corrosion of High Alumina Castables

Bates has investigated the corrosion behaviour of refractory oxides in molten silicate slags *°.
Two test methods were used: plates of the oxides were dipped into the molten slag; and
secondly the refractory oxide being tested is shaped like a crucible and the molten slag is
placed inside and heated to the test temperature. For the alumina test gehlenite

(2Ca0.AL03.Si0;) was found to have formed on the interface with the slag.

Guha* also has examined the dissolution of polycrystalline alumina in slag of a composition
by weight of 37.5% CaO, 37.5% SiO,, and 25% ALOj3. The specimens were exposed to
molten slag for a period of 1 to 10 hours at a temperature from 1400 to 1500°C. He found that
the dissolution of the AbOs3 into the slag was through a liquid boundary layer as had been

found by others3!-32:4042

previously. This boundary layer is saturated with gehlenite
(2Ca0.ALO3.Si0,) during the initial stages of the dissolution process. As the dissolution
progresses an interface of Ca0.2AL0;5 1s formed between the liquid boundary layer and the
AhLOs5. With time this layer reacts further with AbO3 to form Ca0O.6ALOj5 at the interface. The
Ca0.6Al,0s is significantly larger than AbO3 in molar volume and this causes the interface to
break up and allow slag to penetrate into the bulk of the specimen. This penetrating slag then
becomes saturated in AbO3 and anorthite (CaO.AL0O3.2S105,) crystallises from the melt. No

further reactions take place as anorthite is compatible with CaO.6AL0O3 and ALO;.

Zhang et al.*® and Lee et al.** have also performed similar work to Guha and Bates that has
been described above. The conclusion by all of these workers is that the dissolution of

alumina occurs indirectly.

1.5.1.3 Erosion

The literature suggests that erosion occurs through the thinning of the boundary layer that
then helps to accelerate other processes within the refractory wear, in particular the direct or
indirect dissolution of refractory into the slagm. As already mentioned in the above section
regarding corrosion, the weakening of the refractory structure by the penetrated slag may well

accelerate the erosion of the refractory. The schematic of this process is shown in Figure 1.14.
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Figure 1.14 — Schematic Representation of Erosion

Dunkl and Bruckner® have investigated the forced “corrosion” of refractories through the use
of a rotating cylinder face. The advantage of this method is that the boundary layer thickness
(Prandtl flow boundary layer and Nernst diffusion layer) is independent of the dimensions of
the cylinder face. It can be shown that the “corrosion” rate is proportional to the square root of
the angular velocity. Dunkl and Bruckner present results of their test work and show that this
relationship between “corrosion” rotational speeds holds true. Similar work with the same

k31.32

findings has also been carried out by Sandhage and Yure and Figure 1.15 shows the

flows that they observed in their work.

Figure 1.15 - Flow observed by Sandhage and Yurek*? in their rotating cylinder work.

Some corrosion will inevitably occur, and in fact will be assisted by the reduction of the
boundary layer due to the induced flow caused by the rotation of the refractory specimen. It
may well be that the “corrosion” is in fact erosion due to the shear generated by the flow of
slag on the refractory. The shear forces developed by the flow of slag provide a way to erode

the refractory. This can be calculated from Newton’s Law of Viscosity*®.
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du,

T=U (1.10)

dv | .
To examine the physics of the erosion mechanism, literature regarding soil erosion was
examined to see if there was an expression of a force balance that was useful. The US
Department of Agriculture has produced a model for predicting soil erosion’®. Of particular
interest 1s their relationship to predict the amount of soil that is picked up with water which is

shown in equation 1.11. This equation is valid when the hydraulic shear stress exceeds the

critical shear stress of the soil.

G
D, =D]|1l—-— 1.11
f « [ 7: j ( )
where D; = Rill erosion Rate (kg.s"m‘z)

D. = Detachment Capacity (kg.s'm™)
G = Sediment Load (kg.s'lm")

T, = Sediment transport Capacity (kg.s'm")

When the critical shear stress exceeds the detachment capacity, D (kg.s"m‘z) can be

expressed as:
D =K, -1,) (1.12)

where K, = Geometry Parameter (s.m’)

7, = Threshold Shear Value (Pa)

/

T, = Shear Stress acting on the soil due to the flow (Pa)

From these equations it can be seen that once the shear stresses developed by the fluid (in this

case water), exceed the forces holding the soil in place that the soil is eroded away.

A simple calculation of the shear developed by the slag flowing past refractory at 1-2 ms”'
gives values of shear that range from 0.2 — 12 N.m*. The technical specification of the
refractory’’ indicates that the hot modulus of rupture at 1500°C is 6 x 10° N.m”. By
comparing this with the values of shear developed, we can see that virgin refractory will not

be eroded by the flow of the slag by itself.

The conclusion is that the refractory has to first be penetrated and weakened by the slag.
Therefore for erosion to take place the shear developed in the slag exceeds the effective hot
modulus of rupture of penetrated refractory. The effective hot modulus of rupture will be

some fraction of the value for un-penetrated refractory. As the time-temperature quantity
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represents the degree of reaction that has taken place, this could be used in a relationship to

predict the effective hot modulus of rupture.

1.5.1.4 Thermal Effects

Temperature has an important part to play with refractory wear. Cycling of temperature may
cause stresses to build up due to dissimilar thermal expansion rates and melting points for
different parts of the refractory. Finally the slag refractory interactions will also be dependent

on the prevailing temperature.

Refractories have many phases present within them, which behave dit‘tbrently22. The most
notable effect is where penetrated refractory is subjected to temperature cycling — like a ladle
that is repetitively filled and emptied. In this situation the penetrated refractory expands and
contracts at a different rate to the virgin refractory causing stresses to build up to a point
where the penetrated refractory shears away from the bulk — a process that is called spalling.
This mechanism can also be responsible for causing cracks within refractories. As the
temperature conditions are kept constant during modelling the thermal stresses are not

examined.

When lower melting point phases are present, usually formed from impurities within the raw
materials such as silica, these sometimes will melt and disrupt the structure of the refractory
leading to poor performance. The penetration of slag is highly dependent on the temperature.
The penetration is calculated from the slag viscosity, surface tension and contact angle — all of
which are dependent on temperature. The interaction of the refractory with the slag will also
be a function of temperature. The Arrhenius law indicates that reaction rates of chemical

reactions are exponentially related to the temperature.

1.5.1.5 Standard Test Procedures

The standard test methods used to measure the performance of refractories can be grouped
into two broad categories: Static; and Dynamic tests. These procedures are described here to
provide background information for the models that are created for the induction furnace and
rotary slag tests. The other tests are also described briefly to provide an insight into the degree
that they reflect the slag chemistry and temperature profiles that refractories come into contact

with in industrial applications.

Many of the tests are used b measure the relative effectiveness of a suite of refractories
against each other. Generally at the end of these tests, the test specimens are removed from

the furnace. After they have been cooled they are sectioned and polished to allow proper
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measuremernt of the wear and to examine the effect of the slag on the phases within the

refractory.

Static

Static tests involve a piece of refractory that is either a flat plate, or has a hole or cavity
machined into it which are illustrated in Figure 1.16 and Figure 1.17. The refractory is heated
to the required temperature and molten slag is dropped into place and the slag and refractory

is held at the test temperature for a period of time.
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The main advantage of the static tests is that they are quick and simple to perform for a large
number of samples. The biggest disadvantage is that the slag can easily become saturated in
the products of any reaction between the slag and refractory. An alternative method is to
immerse a refractory finger within slag, with both the refractory specimen and slag heated in a
furnace as illustrated in Figure 1.18. It is possible in the finger test to use a large volume of

slag, thus minimising the effect of slag chemistry on the test results.

Figure 1.18 — Dipping, Immersion or Finger Test

All of these tests suffer from the fact that they are carried out under isothermal conditions.
The service conditions for refractories usually involve a significant temperature gradient

which is an important factor in the penetration of slag into the refractory..

25




Introduction

Dynamic Tests

The benefit of using a dynamic test over a static one is that the presence of flow reduces the
boundary layer which can lead to an increased amount of corrosion. The rotating finger test

simply rotates the test piece in the finger test (shown in Figure 1.18).

Induction Furnace

This test is carried out by fitting several different refractory test pieces to the inside wall of an
induction furnace. Metal and slag are added, with the metal being heated by the induction
coil. Flow 1s induced in the metal by the electromagnetic force which then causes flow within

the slag layer.

Refractory Test Pieces

® Induction
@ Coil

Ediin s bl v Moo Al Sy Ll s

Figure 1.19 — Induction Furnace Test

One of the advantages of this test is that it is possible to set up a temperature gradient and the
atmosphere is also easily controlled. It is possible to control the flow of metal in the induction
furnace by varying the current and frequency of the coil, although this is constrained by the

temperature required for the test.

At the metakslag interface, accelerated wear occurs due to the movement of the interface due
to the flow of metal and slag within the furnace. The refractory is oxidised by the slag, and

oxides on the surface are removed by the wash of the metal’®.

Rotary Slag Test

In the Rotary Slag test the refractory samples are cut and inserted into the inside of a rotary
kiln that has open ends. Figure 1.20 shows the cylindrical furnace with the six refractory
samples visible on the ends. The kiln is tilted slightly and a fresh supply of slag is

continuously added to the furnace to prevent the build up of any reaction products between
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refractory and slag. A gas burner is used to heat and melt the slag. This method is described in

the standard ASTM C874-85%8.

This is a popular test as it is possible to test several samples simultaneously. The gas burner in
the centre of the furnace sets up a temperature gradient through the refractories, although the

flame may alter the oxidation state of the iron within the slag.

Figure 1.20 — Rotary Slag Test Apparatus Showing the Main Cylinder

1.5.2 Furnace Design and Freeze Layer Formation

One of the most intensive smelting applications in Pyrometallurgy is the Outokumpu Flash
Smelting of Copper. These flash smelters are operating at 150-400%"° of their design
operating capacity. As the process intensity has increased, the cooling requirements for the
furnace have also changed. Their use is described here as it is useful information on the

design and use of water-cooled elements.

The increase in process intensity has been primarily due to the reliable supply and production
of 0xygen49. These improvements in process intensity give at equilibrium, heat fluxes of 20-
250 kW.m%, which will peak at up to 5000 kW.m? when the molten slag comes in direct
contact with the furnace cooling system if the accretion breaks of . During normal operation
the refractory will wear back to an equilibrium thickness of 15-75 mm®° which leads to
problems with holding and attaching the refractory to the cooler. Understanding the fluid flow

and heat transfer characteristics is important for successfully cooling any furnace®’.

With the advent of higher process intensities within the flash smelters, various furnaces have

required increased cooling to meet the new production rates and to solve problems with
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: ~ 51 . . . <
excessive refractory wear’'. In the retrofitting of such furnaces®*>® one or more of the

following improvements were made”':

The slag zone has been stabilised using copper water-cooled
elements

Air-cooled copper fins were added to the outside of the vessel to
increase the heat transfer and reduce the penetration into the
refractory

Water-cooled copper tap- holes

[nstrumentation to monitor furnace and water-cooling system
performance

Binding Systems to promote tight brick joints that are resistant to

matte/metal or slag leaks.

There are various types of cooling available for the side wall of furnaces, depending on the

intensity of the process. These types include®":

Forced air-cooled copper fins attached to the shell plate in the
metal/matte zone to maintain the temperature of the shell plate
within acceptable limits and minimising metal/matte penetration into
the brickwork.

Water-cooled copper finger coolers that penetrate the furnace
brickwork>*; the water passages are limited to the portion of the
cooler outside the wall.

Externally cooled copper plate coolers, which are similar to the
finger coolers in that water remains outside the wall, but offer higher
heat removal capability.

Internally cooled copper plate coolers, which are cast copper plates
with internal water cooling that provide higher heat removal
capacity.

Copper waffle coolers, which are cast copper elements with internal

water cooling to offer the highest heat removal capacity.

The difference between these different systems is their different cooling duties which are

summarised in Figure 1.21. The different types of coolers will be suited to different parts of

the furnace depending on the process conditions in that region. Over-cooling is inefficient as

extra energy will be required to supply this requirement.
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Figure 1.21 - Comparison of Heat Fluxes for various Water-cooling Systems -

1.5.2.1 Solidification

Solidification, or other changes of phase, are coupled processes. The fundamental aspect of
the process is that the fraction of the material that is liquid (and the balance being solid) is a
function of temperature. For pure materials the phase change will occur at a fixed
temperature, but for other materials (alloys and mixtures) this occurs over a range of
temperatures. It is important to recognise that on any change of phase the energy balance is

impacted by the amount of energy consumed or released in the phase change — the latent heat.

Solidification is also closely coupled to the momentum relationships in that the presence of
solid or partially solid material will retard the flow of material. The flow is also important to
the energy or temperature of the systems and this demonstrates how the solidification is

closely coupled with the energy and momentum calculations of the system.

Computational Modelling of Solidification

The modelling of coupled solidification is one area that has received a significant amount of
attention by many authors. Sampson and Gibson have examined the solidification of liquid
metal flowing through a circular pipess‘56. They model the system using a two dimensional

model of the pipe for laminar and turbulent flow.

By using computational fluid dynamics (CFD), it is possible to model more complex
geometries and flows. Hibbert, Markatos, and Voller®” used the CFD code PHOENICS to
model the solidification within a pipe. Their model compares well with the results obtained by

Lazaridis®.

Voller and Prakash®® have modelled the freezing of a thermal cavity successfully. Schneider

and Beckerman®® have successfully modelled the freezing of a Lead-Tin alloy in a square
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cavity that was cooled from one side. The filling of moulds in casting operations are even

more complex and have been effectively modelled by several workers®' 2.

The computational modelling of solidification has had a significant amount of work and the

techniques are well defined.

Accretion Formation

Much of the work regarding the formation of accretions from submerged nozzles or tuyeres
has been directed to applications within the steel industry where bottom blowing techniques
are used. Kyllo and Gray® performed work for Hlsmelt regarding the bottom tuyeres for the
horizontal smelt reduction vessel. From their review of the literature, they found that for a
pipe like accretion to form, when an inert gas is used, will require a high pressure. Physical65
and mathematical®® modelling has been performed for “mushroom™ or hemispherical type
accretions that are found to form in steelmaking applications, with results that correspond to

the observed accretions in the systems being studied.

1.5.3 Previous Modelling of Refractory Wear

Many people have modelled refractory wear. Most of this modelling has involved the use of
finite element techniques to model the thermo-mechanical behaviour of the refractory67'73.
This work generally involves modelling the thermal behaviour of the refractories whilst also
analysing the stresses that build up during service. As the temperature variations within the

refractory are not likely to vary significantly the stresses within the refractories have not been

calculated.

No other work has been located that describes a closely coupled model for examining freeze
layers and refractory wear. It is this fact that makes this work unique in its approach to this

problem.

1.6 Physical Properties

The physical properties are important whenever a system is being modelled. The properties of
the slag are important within this system. The main effect considered here 1s the temperature
dependence of Viscosity, Contact Angle and Surface Tension, along with the affect of the

chemical reactions involved. This particularly impacts the penetration rate (Equation 1.3).
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1.6.1 Slag Viscosity

The penetration of slag into refractory has a large dependency on the viscosity (1) of the
slag. There has been significant work to model not only the temperature dependency of the

747

slag, but also the variation due to its composition’*’°. Various models have been proposed for

modelling the viscosity of metallurgical slags.

The Weymann equation (1.13) has been found to provide the best fit for the temperature

dependence of most glasses and slags.

EH
U=A"TekT (1.13)
where AY is the pre-exponential termy

E 1s the activation energy; and

T 1s the Temperature (K)

The structure of slag changes with changing compositions. For silicate slags, the pure silica
network breaks down into rings and/or chain structures as basic metal oxides are added. To
account for these changes a relationship is developed to calculate the activation energy based

on the composition of the slag.

Zhang and Jahanshahi have measured viscosities for various slags in their work towards a
generic approach to modelling slag viscosities’®. One of these slags 1s similar to the typical

Hlsmelt slag composition.

1.6.2 Slag Surface tension and Contact Angle

The Surface Tension and Contact Angle have been shown to be temperature dependent by
several authors’ °. Notably nost of this work relates to metals and their alloys, although
Zhang, Shu, and Wei'® have correlated surface tension against various temperatures and slag
compositions. They note that the surface tension of a pure liquid can be correlated in the

following manner:

dy
=y, +—-T 1.14
=% T (1.14)
where Y is the surface tension (N.m™')

Yo is the surface tension from the previous time-step (N.m™")

As for other thermodynamic properties (in particular Gibbs energy), it is easier to express the
surface tension in terms of the sum of the ideal values for each of its components, and then

adjust by subtracting the excess energym. In this way it is possible to build up a database of
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information to help predict compositions of various slags. The surface tension and contact

angle relationships used are described within the implementation chapter.

1.6.3 Phase Equilibria Calculations

The CALPHAD (Computer Coupling of Phase Diagrams and Thermo-chemistry) method was
developed to set out common principles for the calculation of chemical and phase equilibria -
The basis for these calculations is the assembled, critically assessed thermodynamic data with

their binary, ternary and higher order combinations®’.

There are many software packages that have been developed to perform these calculations,
although there are two packages in widespread industrial use. The first is MTDATA® which
has been developed at the National Physical Laboratory, Teddington UK. The econd is
F*A*C*T% which has been developed at the Centre for Research in Computational
Thermochemistry at Ecole Polytechnique, Montreal Canada. There are some differences in
the way that these packages function (MTDATA uses the Compound Energy model®®,
whereas F*A*C*T uses Quasichemical modeP®), although they both perform the same

underlying function.

The aim of these calculations is to determine the equilibrium state of the system that has been
defined. To define a system the amount of the components, temperature, and pressure need to
be stated. From the laws of thermodynamics, it is known that the system will minimise the
Gibbs free energy to achieve equilibrium. From the databases of thermodynamic data, the
Gibbs free energy for the various possible species can be calculated. A minimisation 1s
performed to satisfy all the constraints within the system — as such as the amount of each

component or element defined at the start of the calculation.

These software packages are particularly useful in predicting phase transformations.

Additionally due to the underlying thermodynamics, other useful information about the

system can be obtained such as:

e Specific Heat

e Liquidus and Solidus Temperatures

e Latent heat of Fusion
There is a cautionary note to the use of these packages — the databases should be checked to
ensure they contain information on all of the phases that are likely, and possible to be present.
This is where significant work is being undertaken to extend the already quite extensive

databases that have been critically assessed.
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1.7 Outline of Work

The fundamental aim of this work is to characterise and understand the freeze layers that form
on water-cooled elements within a direct smelting context as such as HIsmelt. To be able to
achieve this, the main task is to be able to characterise the wearing refractory layer that is
applied to the hot face of these cooling elements. The modelling of the slag solidifying as a
freeze layer uses well defined computational techniques. The uniqueness of this work is the
modelling of the entire system in a closely coupled manner. No previous work has been

located that has examined the solidification and refractory wear in the same model.

To model these freeze layers and refractory wear a finite volume (FV) framework is used,
which is described in Chapter 2. The refractory wear mechanisms of penetration, corrosion
and erosion identified in reviewing the literature have been implemented within the Finite

Volume — Unstructured Mesh (FV-UM) code PHYSICA.

The penetration 1s modelled by using a transport equation to solve a scalar variable for the
location of the slag within the domain — either in the bulk slag or in penetrating the refractory.
The penetration front is driven by capillary forces which are indirectly dependent on
temperature. The physical properties of slag viscosity, surface tension, and contact angle with
the refractory all require a temperature dependent relationship to adequately model this
system. From the penetration of the refractory, the amount of refractory that will be corroded
or eroded during a time-step is calculated and the scalar variable tracking the amount of

refractory is adjusted accordingly.

To assist in development and provide verification of the refractory wear mechanisms various
models have been developed. Results from induction furnace test work have been used to
guide the adjustment of the parameters that influence the penetration mechanism. Data from
the HIsmelt pilot plant trials and rotary slag refractory wear tests have also being modelled to

provide further validation of the refractory wear mechanisms.

To better understand how accretions form, the pipe like “elephants trunks” that form on the
end of the solids injection lances were modelled. In combining this modelling of accretions
with the refractory wear mechanisms, the elements required to characterise and understand
freeze layer formation on water-cooled elements are available. These elements are then
applied to create a model of the commercial plant design that is about to be built. This model
provides a tool to evaluate designs for the cooling of the lower regions of the direct smelting

furnaces.
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L

COMPUTATIONAL MODELLING FRAMEWORK

This chapter sets out the computational framework technology by describing the
Computational Fluid Dynamics technique used in this work. Initially the governing equations
are set out along with the Finite Volume discretisations of these equations. Some comment is
made about the solution methods used, and how boundary conditions are implemented. The
Free-surface flow and Solidification governing relationships are also described as these are

important for investigating the formation of freeze layers.

The first step in the numerical treatment of a problem using Computational Fluid Dynamics
(CFD) techniques is to divide the computational domain into sub volumes — creating a mesh.
The sizes of the individual cells or elements need to be small enough to capture the changes
within the domain. For this reason meshes of different sizes need to be used to ensure that the

answer obtained is independent of the size of the mesh elements.

Once the mesh has been generated the different physical phenomena need to be solved. The
problem is initialised with values and given boundary conditions. The problem is then solved

using a numerical solution technique: finite difference; finite element; or finite volume.

2.1 Governing Equations

To be able to perform the required calculations, values are calculated and stored at different
locations within the domain. The first step in setting up any calculation domain is to create the
sub-volumes. One such sub-volume is shown in Figure 2.1 and they are referred to
interchangeably as elements or control volumes (CV). When all of the outlines of these
volumes of the domain are visualised together, the resulting picture looks like a mesh —
another common term used for the computational domain. The corners of the control volumes

are known as grid points.
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Nodes on corners of
Control Volume

Centroid of Control
Volume

Figure 2.1 — Mesh Terminology

Finite Difference (FD) methods solve for the values of the unknowns (¢ ) at the node points

of the gnd. Taylor series expansions are commonly used to create finite difference
approximations of the derivatives of ¢ in terms of the nodal values and its immediate
neighbours. The derivatives appearing in the governing equations are replaced by finite

differences which produce an equation for ¢ at each node point.

Finite Element (FE) methods use piecewise functions (linear or quadratic) to describe the

local changes in the unknown variables (¢ ). The governing equations are satisfied when the
exact solution of ¢ is obtained. When the approximating functions are used in the governing

equations, they will not exactly hold. The residuals are minimised yielding a set of equations

for the unknown coefficients in the approximating functions.

Finite Volume (FV) methods were initially developed as a special form of the finite difference
method. Integration across each control volume within the solution domain for the governing
equations distinguishes FV methods from all the other CFD techniques. One of the main
attractions of this technique is the clear association of the numerical technique and the laws of
conservation. Over a specified control volume this takes the general form as described in

Equation 2.1.

Rate of increase Net rate of Rate of increase Rate of increase
of ¢ of +| flowofgpout [=[ of¢pdueto |+| of ¢dueto (2.1)
fluid element of fluid element diffusion sources

These finite volume techniques have been described by Patankar®” and more recently
Versteeg and Malalasekera®. The general form illustrated in Equation 2.1 is written
mathematically in Equation 2.2. This governing equation is also known as the fransport

equation as it effectively ‘transports’ the calculated quantity through the calculation domain.
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I(pg ‘
(5[) + Vipup) = v([,A() + s, (2.2)

transient convection diffusion sources

Equation 2.3 1s a generic form of the transport equation (Equation 2.2). Table 2.1 describes

the various terms for the common phenomena that are described in this general form.

%JA‘MV + JB({L-Q)clS = jr0A¢11c/S + JCdV
d S 1%

transient convection diffusion sources 2.3)
Phenomenon o | A B M c
Continuity 1 p p 0 Smass
Velocity u P pu M S, -VP

k

Heat Transfer h p ph o Sh
Eras

Scalar ¢ p po pv S,

Table 2.1 - Definition of Terms in the Generic Transport Equation

To be able to solve the governing equations across the domain, they are discretised to give a

form that can be used to compute the quantity being calculated.

2.1.1 Finite Volume Discretisations of Governing Equations
An approximation can be made for each term within Equation 2.2, such that it can be

expressed in a linear matrix form:

A=b 2.4
The integration of the transport equation(s) across a control volume produces a discretised

equation based on the centroid of the element. The discretised form has convection and

diffusion fluxes along with the rate of change of the particular variable being solved (¢ ). The

discretisation of each term of the transport equation (Equation 2.2) is now discussed in turn.

2.1.1.1 Convection Term

, ; A : : . 89
The convection term is transformed into a surface integral using the divergence theorem

(Equation 2.5) as shown in Equation 2.6.

I,H V(MY = ,[JE-QdS 2.5)
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Figure 2.2 — Divergence Theorem Representation

IH V(pug)dv =[] plu- n)gds (2.6)

The wlocity () is the relative velocity of the fluid. In all the cases that are examined in this
work, a static mesh has been employed, and therefore the relative velocity is equivalent to the

fluid velocity.

To evaluate the surface integral, it is split up mto integrals for each of the bounding faces of
the control volume, which produces the following summation where the subscript / denotes a

face evaluation.
[[plunpds =Y p,(un),4,9, @.7)
3 f

As the values are calculated for the centroid, assumptions are required to obtain estimated
values at the face for this integrand. The Hybrid scheme éee section 2.2.1.2) is used as
standard in this work. Depending on the relative strength of convection to diffusion, face
values are either up-winded or approximated at the face. Hence, the density can be taken to be

the upwind element value of density which can be calculated in the following manner.
" (u . n) - >0.0
o, =|"" ’ 2.8)
s P (u-n),. <0.0
where A refers to the Adjacent upwind element
P refers to the current element being examined
To calculate the normal component of the velocity at the face, the Rhie — C how™
interpolation method is used. Finally an approximation is required to determine the value of ¢

at the face — as such as the upwind or arithmetic average which are covered in more detail in

the sections describing how the transport equation is discretised.
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2.1.1.2 Diffusion Term
By applying the divergence theorem, as already described above with relation to the
convection term, the following surface integral is obtained:
[[[vir,al0)}= [[r,a@)nds 2.9)
V S
This can be simplified as A(¢)n is equal to the gradient of ¢ in the direction of the normal.

By summing the integral across each of the bounding faces of the control volume, Equation

2.10 can be written.

Z[Irog—deJ (2.10)
I\ /

In a truly orthogonal mesh, a line constructed between the two elements either side of a face
will be normal to the plane that the face resides. In this case it is possible to approximate the

normal gradient of ¢ with Equation 2.11. Applying this approximation to the sum of the faces

yields the discretised form written in Equation 2.12.

a_d’z ¢A _¢P

2.11
on d el

AP

¢4 _¢P
y(r,) A,[ T ) 2.12)

/

The last task remaining is determining how to calculate the value of T', at the face. One

possible method is to take an arithmetic mean as follows:

(ro ), = a/(r¢ ),, + (l_a/ xro )‘4
" (2.13)
a, =——
dA/ +d/P

The arithmetic mean is suitable when ¢ is the velocity. For other quantities, such as heat

transfer, the harmonic mean (Equation 2.14) is more appropriate. When (F¢)‘4 is zero the flux

of ¢ is expected to also be zero — whereas the arithmetic mean will approximate the value of

I, at the face with o, (T, ) , which is not expected to be zero. Additionally if (T,) is

significantly smaller than (F¢ )P, the diffusion of ¢ from P to the face will encounter a

relatively smaller resistance than the diffusion of ¢ from A to the face. Therefore it is
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expected that (I"o), will be related to (I“m)_i, and inversely on o, . Equation 2.13 suggests

otherwise with (I“q, )’ =0, (I“a, )/) ;

1), (0),

s A (B %)

The harmonic mean gives the desired results, in particular:

(2.14)

o (I"q,)/_ is zero when either (I})A or (I“a, )P are zero
(T,
(1), === when (T,), > (T,),

7

Non-Orthogonal Considerations

In the process of integrating the diffusion term over a control volume leads to the estimation

of the derivative of ¢ with respect to the face normal. In a truly orthogonal or structured mesh
this derivate can be estimated by the formula

a_(b - ¢,4 —¢I’

2.15
on d Varl2)

Figure 2.3 depicts a non-orthogonal control volume which shows how the line connecting the
centroids of the adjacent elements is not parallel to the face normal and the angle (6) is no

longer 90°. This makes the estimation of the derivative above inaccurate and requires

adjustment. Taking v to be the vector connecting the adjacent element centroids then

o _fite (2.16)

Figure 2.3 - Non-Orthogonal Control Volume
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The normal to the face can be written with a component in the direction of v with a tangential

component 3 in the form:

n=(v-ny+p (2-17)
With this it 1s possible to express the differential in terms of the vector connecting the element

centroids as
09 o0 20
—— . _— — 2018
= (v-n) = +pB = (2.18)

where ¢ is the unit vector in the direction of J. To be able to calculate the differential ¢ is

expressed as the Cartesian components of 3. When this is done the differential can be written

as

00 00 J¢ J¢ Jo
Y il g R s N 4 2.19
. (v ﬂ)av+l3‘ ax+l3‘- ay+ﬂ: > (2.19)

Now the problem is a function of the Cartesian derivatives of ¢ on the faces of the control
volume. To calculate the Cartesian derivatives of ¢ for the centroid of an element, the
derivative is integrated across the control volume in the following manner

00 00
bk = p{—L .20
Ja,r o V{ ox },, G

v

and by applying the divergence theorem

X

ja—¢dV= [on.ds

v : (2.21)
= 2 A/¢/ n,
/
The effect of the non-orthogonal mesh is to change the diffusion to
r,),
D=4, (u-n), (2.22)
dzll’
which leads to an extra source of
d o) 0
A/(ra)) ﬁx—¢-+lB»‘_¢+B1_¢ (2’23)
d ox ay 0z

Croft® has shown how errors are introduced by the use of a non-orthogonal mesh for a heat
transfer and fluid flow problem, along with the significant improvements that these

corrections provide.
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2.1.1.3 Source Term

The source term is an important term within the governing equations. It allows for sources
(and sinks also) to be added to the variable being calculated. This is particularly useful when

phenomena are interacting with one another.

In many instances the source is dependent on the variable ¢ being solved; therefore it is

desirable to make the discretised equations reflect this fact. The source term is linearized as
the discretised equation is solved using techniques for linear algebraic equations. The source

1s then expressed in the form®’:

S, =& 8.0, (2.24)
That 1s the source term 1is linearized to a constant (S;) and a proportionality factor (Sp)* to
multiply the quantity being solved (¢ ). The way that the source is linearized is important, as
it affects the speed and stability of the solution. To maintain the diagonal dominance of the set

of equations, Sp must be non-negative.

For speed, as much of the source should be placed in the linear (S,¢ ) partg. The speed will be
reduced if Sc is increased in magnitude. Large changes in Sp and S¢ may lead to issues with
the stability of the solution process.

It is not uncommon for Equation 2.24 to be written in the coefficient (Co) and value (Val)

form of Equation 2.25. The advantage of this form is that the value of the solved variable (¢ )

1s known and can be directly used in this formulation.

S, = Co(Val —¢) (2.25)
where
Sc=Co-Val
S, =Co

On integrating the linearized source term over the control volume for values at its centroid,

gives the contribution:

Vo(S. — Sp0,) (2.26)

" It should be noted that S does not refer to the source evaluated at the point ‘P’ but rather the part of the source
term that is proportional to the solved variable ¢
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2.1.1.4 Transient Term
Integrating the transient term across a control volume leads to the following equation:

| o | i(a”t—‘p)dV dt 2.27)

J
For a stationary mesh, the volume of the control volume (V) is not changing and it is possible
to reverse the order of the integration Equation 2.27 becomes:
[(po—p2?)av (2.28)
g
where the super-script ‘O’ refers to the value at the previous time-step. Assuming that the
control volume can be represented by the value at the centroid of the control volume, denoted
by P, the above equation can be approximated as
[(ps0, - P22 Jav (2.29)
g
If fully implicit assumptions are made, the integration of the other terms (convection,
diffusion and source) in the equation with respect to time leads to a factor of Atr applied to
each of them. The entire equation is divided by Af to leave the transient term only dependent

on the time step size that is selected. This leads to the transient term being:

V,p,0, -v’p%?) (2.30)
At

2.2 Differencing Schemes
The integration of the transport equation(s) across a control volume produces a discretised
equation based on the centroid of the element. The discretised form has convection and

diffusion fluxes along with the rate of change of the particular variable being solved (¢).

A common illustration® ®® for discretisations is a steady one-dimensional convection and
diffusion problem. In this case the transport equation reduces to Equation 2.31, which when
integrated across a control volume as shown in Figure 2.4 produces the resulting discretised

Equation 2.32.

4 _4d(-9¢ 2.31
dx(puq))_dx(rdx) =)
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Figure 2.4 — Control Volume for steady one-dimensional convection and diffusion illustration
d¢ do
ug), —(pug), =|I'—| -|I'— 2.32
(pug), - (pu¢) ( dx) ( dxl (2.32)
The difficulty in evaluating this equation is calculating the values for ¢ at the faces of the
control volume. Various schemes are used to calculate the value of ¢ at the faces, with the

simplest using two points on either side of the face. Higher order schemes use more points to

provide a better estimation of ¢ at the face.

2.2.1 Two Point Schemes

There are several two point schemes in use. The Central is the simplest being a simple
average. The upwind scheme uses the flow conditions to improve the estimation of ¢ at the
face. The Hybrid scheme is a combination of the Central and upwind schemes. The
Exponential and Power law schemes are practically exact solutions for ¢ at the face. The
accuracy of these schemes can be seen from examining various Peclet numbers. The Hybrid

scheme is the default differencing scheme used by PHYSICA and it has been used in this

work.

2.2.1.1 Central Scheme
The simplest method is to average the two points either side of the face (Equation 2.33) which

is why this method is called the Central Differencing scheme.

— -7L +
9. hl (0 +9,) 555
o, = 7(¢w +¢P)
By substituting Equation 2.33 into Equation 2.32 the following is obtained:
O 2 R e
H(pu), (B +8,)—H(pu) (8 + 9, )= 19 82) L0 Z0w) 5

(&) (&)

e w
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where I', and I’ are calculated using an arithmetic mean. To simplify the system we define

the following:

F=pu
D= I (2.35)
ox

It 1s customary to rearrange the equation in terms of the cell centred value and the other

adjacent cell values as is shown in Equation 2.36.

appp =apd; +ayf, (2.36)
where:
F,
aE = ¢ __2—
F\\‘
ay =0, ——2—
a, =D, +£‘—+ L~ £y
2

It is possible for ar and aw to become negative, possibly causing unrealistic results.
Patankar®’ reports that a solution may diverge unless the flows being studied had a low Peclet

number (ie. Low values of F/D).

2.2.1.2 Upwind Scheme
The problems of the Central Differencing scheme are caused by the inaccuracy of the

approximation to calculate the value at the face. The Upwind scheme uses the value of ¢ of

the point upwind of the face, for the value of ¢ at the face. In terms of the standard form this

becomes:

a,P, =a.0, +a,d, (2.37)
where:

a, =D, + max(—E,,O)
a, =D, +max(F,,0)

a, =D, + max(F,,0)+ D, +max(- F,,0)
= aE + a”' +(F‘u —Fn')
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From Equation 2.37 it can be seen that ar and awy can not become negative — and hence the
problem with the central difference scheme is solved. The disadvantage of this scheme is that

an artificial diffusion is introduced into the solution.

2.2.1.3 Exponential Scheme

The governing equation (Equation 2.31) can be solved exactly if T and pu are taken to be

constant over the domain 0 < x </ used with the boundary conditions:

¢ =9,
¢=9,

= (2.38)

x=[

The exact solution to the governing equation is given by Equation 2.39 where the Peclet
number (Pe) is defined by Equation 2.40. The Peclet number gives the strength of convection

and diffusion relative to each other.

- i
¢ ¢() = e — ] (2.39)
¢,—-¢, e“-1
. (2.40)
_ Convection
" Diffusion

Figure 2.5 shows that the relationship between ¢ and x is only linear, and an acceptable
approximation for low Peclet Numbers. When Pe is large, the value of ¢ at the interface
(x =g 2) is nearly equal to the value at the upwind boundary. This is what the upwind scheme

assumes, although it is used for large values of |Pe|.
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Figure 2.5 — Value for ¢ calculated from the Exact Solution for various Peclet Numbers

» do . . T B ® o
“or large values of |Pe|, d_¢ is zero at the interface. In this situation the diffusion is nearly
%

ibsent. In the upwind scheme the diffusion is calculated from a linear relationship and

herefore the diffusion is over-estimated for high values of |Pe|.

Ihe Exponential Sche me is based on this exact solution of the governing equation. Patankar®’

ierives the Exponential Scheme and in the standard form is:

a9, = ag¢, +ay,, (2.41)
where:
r,
ag =—¢
g =]
5
F e[)
ay = :
g™ =1
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There i1s a computational cost for calculating the exponentials. Even though this result is
desirable, the result is not exact for two and three dimensional problems and the extra expense

does not deliver the benefits of the extra computing time.

2.2.1.4 Hybrid Scheme

The Hybrid scheme developed by Spalding87 reduces to the central differencing scheme for
Peclet numbers —2 < Pe<?2. Outside of this range the Upwind Scheme is used in which
there is no diffusion. As the name suggests it uses a combination of central difference and
Hybrid, although it was developed as an approximation to the exact solution already

described. The standard form for the Hybrid scheme is shown in Equation 2.42.

apP, =ap¢, +a,d, (2.42)

where:

2.2.1.5 Power Law

For the Hybrid Scheme, the results depart from the exact solution at Pe=12. A better
approximation was devised by Patankar®’ called the power-law scheme. Equation 2.43
summarises the calculation by this scheme. Patankar also comments that the power law
scheme is recommended for convection-diffusion problems, although the Hybrid scheme will
be sufficient in many situations.

0.1|F,| Y
ag =D, -max0,|1-——= +max{0,~F, } (2.43)

e

2.2.1.6 Summary

The standard discretised form can be generalised for these cases by different choices of the

function A(]Pe|) as shown in Equation 2.44. The functions A(]Pel) for each of the different

schemes already mentioned are listed in Table 2.2 and are plotted for a range of Peclet

numbers in Figure 2.6. This figure powerfully depicts the relative accuracy of the various
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schemes. Patel and Markatos®' have evaluated these schemes and others for two dimensional

convection and diffusion.

a,Qp =a;9, +a,p, (2.44)
where:
a, =D, A(|Pe,|)+ max{- F, 0}
a, =D, APe,|)+max{F,,0}
s =Qp+ly +(Fe —Fw)
Scheme Formula for A(|Pe|)
Central Difference 1-0.5 |Pe|
Upwind 1
Hybrid Max(0, 1 - 0.5 |Pe|)
Power Law Max(0, {1 - 0.1 |Pe|})
. [P
Exponenial (exact) —
elPeI _1

Table 2.2 — A(|P|) Function for the different schemes

Figure 2.6 — Comparison of the different Differencing Schemes’ Accuracy

2.2.2 Higher Order Schemes

Higher order differencing schemes use the values from more than the adjacent element to the

face that is currently being examined. The QUICK, SMART, and Van Leer differencing

schemes are described here.
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2.2.2.1 QUICK

The Quadratic Upstream Interpolation for Convective Kinetics (QUICK) scheme developed

by Leonard®? calculates the face values for ¢ from a quadratic function that passes through

the values of the cells on either side of the face and the cell on the upstream side of these
cells. For one-dimensional convection-diffusion problems can be summarised as shown in

Equation 2.45 taken from Versteeg and Malalasekera®®.

aP‘DP = aH'¢H' * aE¢E * aH'H¢WW Yt aEE¢EE (2'45)
where:

Gy =l ¥ Fogy T HIE ~F,)

a, =D, + ga“_Fw + %a(,]{, + % (1-e,

W

1
Ayw = _gawa

a; =D,-20,F,-2(1-a,)F, <0, F,
8 8 8

€

1
Apg =§(l —ae)F

l, £, 29
o, =

0 F,<0

L ¥ >0
o, =

0 F <0

The implementation of this scheme involves the addition of source terms, which can be
problematic as the coefficients as described above can be negative. Improvements to QUICK
have been made to alleviate this problem, in particular the QUICKER93 algorithm. The
QUICK algorithm has better accuracy than the central difference and hybrid schemes,

although it suffers from minor overshoots and unbounded results for complex flows®®.

2.2.2.2 SMART

The SMART scheme was devised to solve the problem of unbounded results experienced with
the QUICK formulations. Further detail of this scheme can be found in the work of Gaskell

and Lau™.

2.2.2.3 Van Leer
In using first order differencing schemes, such as Hybrid and Upwind, to solve for the

advection of a scalar variable (Equation 2.47) through a computational domain, the interface
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is smeared and the interface quality is poor. Variows methods can be employed to reduce the
smearing to an acceptable level. One method that has been used in this work is the Van Leer
scheme which is a transient scheme based on Godunov’s numerical treatment of the
Lagrangian flow equationsgs'gg. The Van Leer scheme imp]emented62 in PHYSICA 1s

described here using the control volume shown in Figure 2.7.

dwe

Figure 2.7 — Control Volume for Van Leer Scheme

Initially the fluxes of the solved variable at the faces of the control volume need to be
calculated. This is achieved by using the upwind method, which for the east (e) face can be

calculated in the following way.
s W20
6, =0 " (2.46)
¢y, u,<0

Second order terms are introduced by the Van Leer interpolation in time and space to reduce

the smearing. These terms are derived from the solution of:

aa—¢+v (pu)=0 (2.47)
t

which can be discretised for a one dimensional problem to produce the following equation:

¢p =0y —%(ul.@ ~u,$,) (2.48)

51




Computational Modelling Framework

This equation relates the cell centred value (¢, ) to the values at the faces. The Van Leer
scheme uses the local gradients of ¢ to determine the values at the face in the following

manner.

Op +— [g¢j|[ ll;é[] u,>0
*p \ (2.49)

(p’:ﬁ
‘ ox | 0¢ u, At
i [l I [ 5
_¢[ 2[8.\'}5[+ ] u,<0

The gradient term is given by

ngn
|:_a£:| = (Iéc ”(15 |+|5 |)’|5 |)* Sgn ) gn( ) (2.50)
ox |, Otherwise
with
6( = ¢£ _Q)P
5w =0p — Py
+1, 6,20
Sgn(a‘):{—l 0, <0

This implementation is explicit in respect to time as values for ¢ are required at the beginning

of each time-step. This will also require the time-step size to obey the CFL limit for stability

which is described in the section about exp licit solution methods.

2.2.3 Concluding Remarks
The various differencing schemes described in this section are implemented within the
unstructured framework of PHYSICA. The Hybrid scheme is used by default unless the user

selects one of the other schemes that have been implemented.

2.3 Boundary Conditions

At the extremities of the domain being examined, the condition or value at the boundary will
be known — in particular where the material or fluid is moving into the domain at that
particular point. The boundary condition gives the value of the variable being solved, which 1s

on the face of a control volume as illustrated by Figure 2.8.
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Boundary|
P E

w | S
7\ |
N |
dwr T dpe :

Figure 2.8 — Boundary condition applied to a control volume

The main two boundary conditions, Fixed Value and Fixed Flux, are described further along
with the constant pressure boundary conditions. For further information about these boundary
conditions and others, readers are directed to read the work by Versteeg and Malalasekera®.

Boundary conditions are implemented using source terms which can be linearized as:

S, = Co(Val —¢) (2.51)

2.3.1 Fixed Value

When the value of the solved variable (¢ ) is known at the face of a control volume, a fixed

value boundary condition exists. This is also known as the Dirichlet boundary condition. This
lends itself naturally to the coefficient value formulation of the source term linearization

(Equation 2.25). The value term is set to the value of ¢ whereas the coefficient links (through
diffusion and convection) this known value of ¢ to the value of ¢ that is calculated at the

centroid of the control volume. This can be summarised as:

r@
Co=A—+max(-C,u- n4, 0.0)
5., (2.52)

Val=¢
The above method is used in PHYSICA for setting the fixed value boundary conditions.
When the mesh is staggered such that the control volume centres align with the boundarie s the

cell centred value can be directly set using

Co=10"
(2.53)
Val = ¢,
when this is substituted into the discretised form it gives
(a, +10°)p, = Y a,,0,, +10"°¢,. (2.54)
and if a, and a,, are negligible, this reduces to
Op =9, (2.55)
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2.3.2 Fixed Flux
To set the rate, such as a heat transfer rate, at which a solved variable (¢ ) enters a control
volume, again uses constants to make certain terms within the calculation insignificant. This

is also known as the Neumann boundary condition. In PHYSICA this is achieved by setting

the coefficient and value to the following values.

Co=A4-101"
o =L (2.56)
A-107"°

2.3.3 Constant Pressure Boundaries
In PHYSICA a constant pressure boundary is treated as a fixed value boundary condition,
although to solve pressure the pressure correction is calculated. At points where the pressure

is fixed using a boundary condition, the correction is set to zero.

2.4 Solvers

The solution of the system of equations takes place by one of the well known matrix solution
techniques. PHYSICA uses the Jacobi preconditioned Conjugate Gradient method (JCG). The
explicit+ solution is described in a little detail here as it is important for the discussion of the

Courant, Friedrichs, Lewy stability criterion that follows.

24.1 Explicit and Semi-implicit Treatment
In particular for solving problems involving free-surface flows, the solution is more accurate

if it is solved explicitly. The transport of a scalar variable (¢ ) in unsteady flow can be written

in the general form:

D) . il AlC,Vo)+s, 2.57)

" when the current value is dependent on the previous time -step value

54



Computational Modelling Framework

To solve equation 2.57, it is integrated across a control volume (CV). Additionally each of the
terms must be integrated across a finite time-step (Ar). By replacing the volume integrals
with surface integrals for the convective and diffusive terms, as has been previously shown in

Equations 2.6 and 2.9 respectively, we obtain:

j(l]yg (po)dt }n +IT’[J17 puq))dA}

v t

» f[jn (IV¢)da }n % ’T{jsodwr

t A T C¥

(2.58)

To illustrate these implicit and semi-implicit schemes, the one-dimensional unsteady heat
conduction problem by Versteeg and Malalasekera®® is used. The unsteady heat conduction in

one dimension 1s governed by the equation:

oT o ( oT
C,— _— 2.59
P F7) 8\(A ox )+S ( )

The control volume is taken to be:

Control
Volume

%% 4 E
_¢ | tl\ A #_
wl b le
dw P : dPL

Figure 2.9 — Control Volume for unsteady one-dimensional conduction

On integrating Equation 2.59 over its control volume and the time-step ( Ar) produces:

1+ 1+ At a aT 1+M
[ [ rc, —dVdT | j (k—}/VdT+ [ [ savar (2.60)
ox|\ ot &

¥ €W t €F
which can be re-written as:

e| t+Atr aT 1+ M aT aT I+AI_
j[j pC,,Edt:I: J[(kA-a}—)u—(kAgudu ’jSAVdf 2.61)

w 1

where A is the face area; AV is its volume which is equal to AAx; Ax is the width of the

control volume; and S is the average value of the source.
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When the temperature at the point P is taken to be the temperature across the entire control
volume and using a first order (backward) differencing scheme, the left hand sde can be

written as:

1+ At aT )
j[ j Pcpgdf]dV=PCp(Tp—T,) Jav (2.62)
(6} 4 t

by applying central differencing to the diffusion terms on the right hand side of Equation 2.61

gives

I xEP

1+Ar
pCP(TP — T’? )AV = I I:(keA TES_ T, ]_(k“ATP__Q.]]d[
| (2.63)

1+Ar

+ j SAVdt

To be able to evaluate the right hand side of Equation 2.63, an assumption has to be made

about the variation of Tp, T, and T,, with respect to time. This could involve taking the

temperature at time t, #+ Az, or a combination of the temperatures at both points in time. To

generalise the different possible approaches that may be taken, the integral of Tp (It) can be

expressed in terms of a weighting factor & that ranges between 0 and 1 as follows:

I, = HJ:MTPdt =loT, +(1—a )0 (2.64)

t
In Table 2.3, the values for three weighting factors have been listed. For & =0 the
temperature at time t is used; whereas for o =1 the temperature at time ¢+ Az 1s used. For

o = 4 the temperatures at the old and current times are equally weighted.

Weighting factor | Integral Value Iy| Name Given to Scheme
0 T At Explicit
1 1 0 .
— —(T,, s £ )At Crank-Nicholson
2 2
1 T,At Fully Implicit

Table 2.3 — Values for the Integral of Tp for various weighting factors
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Substituting Equation 2.64 for Tw and Ti into Equation 2.63 and dividing through by

produces:

pC, (TI' - T,f))AV = (X|: k. (T"' wi. ) _ k, (T/’ — T ):|

Ox Ox 1 (2.65)
(70 o 3 0 _ 10 . i
i (l - a)[l\t(ri TI’ )_ /\n'(TI’ TH' )]+ ‘SVA\_
Ox O
This can be re-arranged to give:
a,T, =ay, l(XT,, +(1 —O{)T,,(-)]+ Qg lan-: +(1 _a)Tff)J (2.66)

+la? -1 -a)a, —(1-a)a,Jr? +b
where

a, =otfa, +a,)+al

a, =pC, %
Qy = k,
. d‘.H'/’
k,
T,
b = SAx

ANt

The final form of the discretised equation depends on the value of . When o =0 the

temperature values at the old time t are used to evaluate the value of Tp at the new time

t+ Ar. This resulting scheme is called explicit. For 0 <a <1 the resulting schemes are

termed implicit. A scheme where « =1 is termed fully implicit and when « = )4 it s called

the Crank-Nicolson scheme.

One of the key advantages of the implicit method is that it can tolerate much larger time-steps

than the explicit methods. In particular for the explicit schemes, the time-step must be limited

for stability reasons. In this work the CFL. Number is used as the stability criterion.

2.4.1.1 CFL Number

The Courant, Friedrichs, Lewy (CFL) number % is a measure of the progression of the flow

through an individual element within a particular time-step. The CFL number is calculated as:

. |u|At
CFL =
Ax

(2.67)
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Explicit schemes are linked to the previous time-step values of the variable being solved. For
these schemes instability arises when the flow “jumps™ an element within a single time-step.

197 the CFL number should be limited to values less than or

Due to geometrical considerations
equal to those listed in Table 2.4. This limit is also known as the Courant Condition or

Courant Criterion.

Dimensionality Limit

1D —=1

A1

1
—=0.707
2

3D Lz 0.577

3

Table 2.4 — CFL Limits for different dimensionalities

2D

The implementation of CFL number within PHYSICA is by calculating the maximum CFL
number within the domain. This value is used along with the targeted CFL number to ratio the

old time-step value to obtain the size of the next time-step (Equation 2.68). The maximum

time-step and rate of change can also be set.

0
CFLys, (2.68)

24.2 Pressure - Velocity Coupling

To solve Dr a variable ¢, when convection is important, the local velocity field is required.
The velocity is calculated as part of the solution process as do the other flow variables. The
main source into the momentum equations is the pressure gradient. The momentum equations
are intrinsically linked to each other and the continuity equation. An additional problem in
solving such a set of equations are the non-linear terms contained within the convective terms
of the momentum equation. Patankar and Spalding88 originally came up with the SIMPLE

solution procedure for this problem.

24.2.1 SIMPLE
The acronym SIMPLE stands for Semi-/mplicit Method for Pressure-Linked Equations. This

method, developed by Patankar and Spaldingsa, takes a guessed pressure field from which
new velocities are calculated. A corrected pressure field is then calculated through solving the

variables that impact the flow field. The process starts again, and repeated until a satisfactory

result i1s obtained.
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The main approximation used in SIMPLE is the omission of velocity corrections from
neighbouring elements to derive the pressure correction field. To improve convergence

Patankar®’ revised this method — it is called SIMPLER, which stands for SIMPLE revised.

24.2.2 SIMPLER
The velocities are calculated in the same way as in SIMPLE as the pressure correction
equation corrects the velocities reasonably well, but does not correct the pressure. In

SIMPLER, the pressure is derived directly without the use of a correction.

2.4.2.3 SIMPLEC
Van Doormaal and Raithby'® developed SIMPLEC (SIMPLE-consistent). It is based on the
SIMPLE method, and the momentum equations are manipulated so that the velocity

correction within SIMPLEC omits terms that are less significant than those omitted in the

SIMPLE formulation.

2.4.2.4 Concluding Remarks

SIMPLE is a straight forward procedure to implement and has been used widely in CFD
calculations. The improved calculation of the pressure field in SIMPLER is reported to give a
30 - 50% saving of computer time whist using 30% more equations and is therefore used as
the default in many commercial CFD codes®®. The further refined methods (as such as
SIMPLEC) have varying usefulness depending on how closely the momentum and other

scalar equations are coupled.

The SIMPLEC method is used in this work for pressure correction. The SIMPLEC method is
default method used within PHYSICA, alternatively the SIMPLE algorithm has also been

implemented.

2.4.3 Unstructured Code

PHYSICA is a Finite Volume — Unstructured Mesh (FV-UM) code. Traditionally CFD codes
have used meshes that are constructed in a structured way. This allows for the code to
explicitly know how the elements are connected together. Unstructured codes take
approximately 4 to 4.5 times & long® to perform the alculation as a structured code.
Unstructured codes however are more economical in other ways, in particular for complex

geometries that are unsuited to structured meshes.
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PHYSICA was selected due to it’s functionality in being able to model the various physical
phenomena present in the system examined. The meshes generated in this work are essentially

structured meshes.

2.5 Free-surface

Free-surface modelling is used to predict the location of material in the domain as the surface
is free to move due to the flow, sources and sinks of the fluid. In this work a free-surface is
calculated for the location of the slag in a rotating furnace. A free-surface is calculated using a
scalar marker variable (¢ ). The biggest problem that has to be addressed with free-surfaces is

the numerical smearing of the free-surface variable. This occurs when any face of an element

contains fluid, as it can influence all of the other faces within the element.

In the Scalar Equation Algorithm (SEA) %1% the tracking variable or fluid marker ranges
between 0 and 1, with a value of 1 indicating that the element is completely occupied by the

fluid. Equation 2.69 is solved to obtain the values of ¢ throughout the domain.

a—¢+g-v(p=o (2.69)
ot

To limit the numerical smearing in the calculation of free-surfaces within PHYSICA the

advection of ¢ uses one of the following schemes:

e Upwind;
e Van Leer; or
e Donor-Acceptor Method.
The Upwind and Van Leer methods have already been discussed in the treatment of

differencing schemes.

2.5.1 Donor-Acceptor Method

In the Donor—Acceptor105 method the upwind element is termed the donor, whilst the
downwind element is termed the acceptor. The method calculates the normal to the free-
surface interface through the use of derivatives '%. This information is then used to calculate
the fluxes through individual faces. One of the disadvantages of the donor-acceptor method is

that it can not provide detailed information about the free-surface within a control volume'®.
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25.2 GALA
The GALA (GAs Liquid Analyser) algorithm can also be employed to help in the calculation

of the free-surface. The GALA algorithm takes the continuity equation

P 49 (pu)
ot

0 (2.70)

and rewrites it in a form that conserves volume rather than mass. With ¢ ranging from 0 to 1

the density can be expressed as

p=p, +¢(p,-p) 2.71)

and when this is substituted into Equation 2.70 gives

ap| +a¢(p2 _p')-}-V

ot ot '(Up,)+v-(u¢(p2 — P )):O (2.72)

and if the density of each fluid is assumed to be constant

99

(pz—p.)gt—+(pz—p])V-(u¢)+p|V-(u)=0 (2.73)

given Equation 2.69 produces the volume conservation equation

V.u=0 (2.74)

253 Stability

For numerical stability it is generally advisable to keep the Courant Number below 0.35. The
net effect of this constraint is that the time-steps can become quite small for small meshes —

leading to long simulation times.

2.6 Solidification

For the numerical modelling of the phase change process, the common approach is to modify

o (Equation

the governing equation for energy — Enthalpy (Equation 2.76) or Temperature
2.75). Solidification is a coupled system, linking the liquid fraction with the temperature and
flow conditions. This is achieved through the use of extra source terms in the heat and
momentum governing equations to account for the latent heat and presence of solid material

respectively.

_E)(_P;p_ﬂ+ V(puC,T)= V{[k +MJA(T)}+ST (2.75)
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a(pH)+V(p”H)___V{kA(CiJ}+V{ﬁA(H)}+S,, (2.76)

!

2.6.1 Liquid Fraction

The solidification algorithms start by calculating the liquid fraction within each cell. For pure
systems the solidification occurs at a single temperature, whereas for mixtures this occurs
over a temperature range with solid phases co-existing with the liquid. This transition between

liquid and solid 1s referred to as the “mushy” region by several workers in this area.

The simplest way to equate the temperature to liquid fraction is to use a linear relationship59

between the liquidus (T;) and solidus (T;) temperatures as is shown in Equation 2.77.

0 T<T,
P = T )11 el .77
it # Otherwise
LTI T Ay

2.6.2 Heat Sources
On any change of phase the latent heat (L) is either used or returned from the system. To
account for this, a source is added to the heat transfer calculations that is equal to the change

in liquid fraction multiplied by the latent heat. This is shown in Equation 2.78.

s
_pi 2.78
ey (2.78)

To account for the transfer of latent heat, an extra source equal to the Latent Heat by the
liquid fraction is multiplied by the continuity equation. Therefore this leads to the total source

arising due to solidification being:

~ L%—{—LV(pzj) (2.79)

An alternative method to applying a source in this manner is to make the specific heat reflect
the latent heat. Figure 2.10 shows how a temperature dependent function can reflect the

specific heat. The integral, as shown by the shading in this figure, is equal to the latent heat.
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[Latent
Heat

Specific Heat

Temperature

Figure 2.10 — Illustration of how latent heat can be applied to Specific Heat

To apply this heat source directly can lead to the system cycling or oscillations within the
solution steps. On solidification, the latent heat is credited back to the system. This extra heat
can potentially re-melt the liquid, which can then re-solidify and continue cycling in this way.
To overcome this problem the Voller and Prakash method®® '’ is used for updating the liquid
fraction within PHYSICA, although there are other correction methods by Voller and Brent —

that are also implemented.

2.6.3 Momentum Sources
As the liquid turns to solid, the flow is retarded by the presence of these solid phases. The
technique that is used to accomplish this either modifies the viscosity of the liquid directly

creating an effective viscosity, or by applying a source term to the momentum equations.

An example of the way that the effective viscosity is calculated is given in Equation 2.80%,

The use of this effective viscosity is suitable for the early stages of equiaxed solidification.

2

Hep =M, 7 (2.80)
1-F, 7
where F, =0.5- %tan 1(100(£, - £.)) (2.81)

An alternative method is to approximate the flow as a Darcy flow through a porous medium?®.

This is achieved by applying a momentum sink to the momentum equations.
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Fouu

S/) = K

(2.82)

The Darcy source term shown in Equation 2.82 includes a switching function F, that tends
towards zero as the amount of solids decreases. The permeability constant (K) can be
calculated from the Kozeny-Carmen equation® (Equation 2.83) for regions where the

solidification 1s dendritic.
2 s A3
e il W=} (2.83)

where C 1s a constant and d 1s the characteristic dimension.
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CHAPTER 3

IMPLEMENTATION OF REFRACTORY WEAR
MECHANISMS

This chapter discusses how the various refractory wear mechanisms have been implemented
within the CFD code PHYSICA. The bulk of this chapter is related to the refractory wear
mechanisms of: penetration; corrosion, and erosion. The second part of this chapter deals
with the properties that are used in all of the models and how they are calculated within the

dynamic domains used in this work.

3.1 Refractory Wear Mechanisms

The general calculation scheme is shown by the flowchart in Figure 3.1. The degree of
penetration is solved using a transport equation, which is intrinsically solved with the other
solved variables within PHYSICA. After the solution procedure for a particular time-step is
completed, calculations are performed for the corrosion and erosion mechanisms. The Other
Physics referred to in the flow chart refer to the other solved quantities: Heat Transfer; Fluid;

Flow; Phase Change; and Free-surface calculations.

The time-step size is calculated from the progression of the penetration front based on a
Courant Number limit and a minimum step size of 0.01s. As penetration progresses quickly in
un-penetrated refractory the time-step is initialised to 0.01s. This value is then limited to
values that will capture the chemistry (900s) or free-surface movement (0.4s) when this 1s

used.
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Initialise
Refractory
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3.1.1 Penetration

Penetration has been examined by many authors?"%°

, and the consensus is that the penetration
of refractory is a capillary force driven flow. The rate of penetration can be calculated from

Equation 3.1.
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dl  rycos@
_:——:“pcn (3.1)
dt 4ul

where r 1s the radius of the pore in the refractory (m)
Y 1s the surface tension of the slag (N.m")
@ 1is the contact or wetting angle of the slag on the refractory
M is the dynamic viscosity of the slag (kg.s'm™)

[ 1s the current penetration depth of slag into refractory (m)

Equation 3.1 provides the necessary progression of the slag through refractory and is the
velocity of the penetration front. This velocity can be used within a general transport
equation88 formulation. By neglecting convection and assuming that the diffusion by the

capillary forces is dominant, the penetration can be written as shown in Equation 3.2.

a¢ pen +
ot

Equation 3.1 demonstrates how the penetration is affected by the viscosity, contact angle and

Vet o pen) =0 3.2)

surface tension of the slag — which are all temperature dependent. Figure 3.2 is a flowchart
outlining the basic steps within the penetration calculation. As the penetration rate (or

velocity) is dependent on the current penetration, this is the first step in this procedure.

The penetrating slag is not accounted for directly within the heat transfer calculations as the
small amount of slag penetration would lead to a very small source term being added to the
heat transfer calculations. The materials properties will adjust to the change in the location of

the penetration front as the properties are recalculated as a part of the solution procedure.
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To calculate the current penetration, vectors are calculated to locate the 0.5 fraction contours
for the refractory and penetration variables. Figure 3.3 illustrates how the vectors locate the
0.5 contours for the refractory and the slag. The current penetration is easily calculated from
the difference between these two vectors. To calculate the location vectors, values at the
nodes or corners of the control volumes are determined by averaging the adjacent elemental

values. If there is no difference between the value at the centroid and nodes, the next element

1s examined.
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Time-Step Penetration

Penetration at ALL
Element Nodes
equal to value at
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ey

A Calculate penetration 0.5 Bl
§anas Fraction Location Vector i

)
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3

Last
Element? A
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Fiure Flh for the Penetratlonlculatn
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Figure 3.3 — Location Vectors

The velocity of the slag penetration front is calculated using Equation 3.1. Equation 3.3 is the
general form of the transport equation. The difficulty of the way that the convection term is
implemented in PHYSICA is that t uses the velocity that is calculated for the bulk fluid in

this way:

% +V(pup)= V{F0A¢}+ S, 3.3)

The calculated penetration velocity needs to be substituted for the bulk velocity. The simplest
way to achieve this is to turn off the convection term, along with the diffusion term that is not
required, and insert a source term to represent the convection of the penetration front through
the domain. The transient term shown in Equation 3.3 is adjusted to remove density from the

coefficient.

The source term for the convection of the solved penetration variable is:

Spen = Dt pen|, (9 =) (34)

To calculate the penetration velocity at each face (Equation 3.5), the magnitude of the
velocity is multiplied by the unit penetration vector. The dot product with the opposite of the
unit outward normal to the face resolves the vector into the direction of the face. As the
penetration of refractory by slag is essentially a one-way process, the velocity through the

face is limited to positive values only.
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u = max (up‘," - B, 0) (3.5)

/7(’" | ,

3.1.2 Corrosion

Corrosion is the chemical attack and removal of refractory by the chemical reaction with the
slag that comes into contact with it. The simplest model for this process is the Nernst
Equation21 (Equation 1.7) which describes the rate that the refractory will dissolve into slag in

terms of how far the slag is from the saturation of a particular component within the slag.

(C.\al - C.\Iug)
0

J=D (3.6)

where D is the Diffusion coefficient.

The other important part of the Nernst equation, is the boundary layer thickness (6 ). The slag
is reacting within small pores and cracks within the refractory and the products of these
reactions will build up in these sites unless they are removed through some process — most
likely to be chemical diffusion. Therefore common slag practice involves ensuring that the
slag is close to the saturation level for the major refractory component. On the macro scale,
the boundary layer that will form between the refractory and the bulk slag will be small due to

the flow of slag within these models.

To fully model the complete description of refractory configuration would entail a significant
amount of detail regarding the location of pores, and the arrangement of phases and phase
boundaries. This would lead to a large number of variables within the model. To model the
corrosion mechanisms, it was decided to take an overall view of the interaction between the

refractory and slag.

The simplified model is based on the fact that for the reactants involved (slag and refractory)
will need to be held at or above a particular temperature for a period of time to be fully
reacted. This process is analogous to cooking food — where the uncooked food is kept at an
elevated temperature for a period of time. Supporting evidence for this formulation includes
the common observation that higher operating temperatures of furnaces lead to increased
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refractory wear. Arrhenius law "~ (Equation 1.9) gives the relationship of reaction kinetics to

temperature.

E

k =kye FT (3.7)
Finally thermodynamic equilibrium calculations using MTDATA® for a mixture of primarily

refractory and slag for a range of temperatures indicate the phases that are present after the
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system has been held at the particular temperature for a period of time. Figure 3.4 shows a
plot of data obtained from calculations performed using MTDATA for a mixture of 90%

Magnesium-Chrome refractory with 10% of a typical HIsmelt slag.

— Spinel =——Liquid Oxide Halite —— Olivine —— Merwinite

100

80 ———
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Mass %

40 A f f
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1000 1200 1400 1600 1800 2000 2200 2400 2600

Temperature (K)

Figure 3.4 —- MTDATA plot of phases present against temperature

To implement this formulation a method is required to track the temperature history of the
refractory. This has been achieved by integrating across the volume of refractory that is within
the reacting temperature range with respect to temperature and time. From the results of the
MTDATA calculation for Magnesium-Chrome refractory and HIsmelt slag (Figure 3.4) the
reacting temperature range is 1680 — 2400K.

As the kinetics of the reactions involved will follow Arrhenius Law (Equation 1.9), a scaling
function is used which is substituted in place of temperature in the integral. The constants (ko
and E) are set to give 0.1 and 100 at the extremities of the reaction temperature range as is
shown in Figure 3.5. The upper limit of 100 is used in determining, from the calculated

integral, when and how much refractory is to be removed.
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Figure 3.5 — Comparison of Arrhenius and Linear Scaling Functions

The Time-Temperature Integral ( ) therefore can be written as:

timesteps i
g = Z koeRT xVolumeg, ., X At, (3.8)
n=0

To make use of this value, a small fixed volume is used to calculate the value that the integral

needs to reach for this volume of refractory to be corroded. This quantity has been termed the

“hurdle” value, which is determined in the following manner.

& vurare = 100 X Volumegesonsion X Reaction Time (3.9)

The reaction time is a time factor that accounts for the period of time it takes for the reaction
to occur. This factor has been selected on the basis of experience in heating up furnace linings
gradually. At particular points of this process, the temperature is held for 1 — 2 hours to allow
the phases to attain their equilibrium state. As this is expected to be in excess of the actual

time, a value of 30 minutes has been used for this reaction time factor.

Figure 3.6 shows the sequence of the calculation steps for the corrosion mechanism, which
are performed at the end of each time-step. Refractory is removed in multiples of the hurdle
value. Once the refractory has been removed, the Time-Temperature integral is reduced to

account for the refractory that is removed.
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Figure 3.6 — Flowchart or the Corrosion Calculation

73




Implementationof Refractory Wear Mechanisms

3.1.3 Erosion

The calculation method for erosion is outlined in Figure 3.7. The first step is to calculate the

shear on each face within the domain.

#5”  Shearon

Calculate Amount of
Refractory to Remove
and Remove it

Adjust Time-Temperature

Integral to Account for
Removed Refractory

{  End of Erosion Calculations ~ }

“Figure 3.7 — Flowchart for the Erosion Calculation

For virgin unaffected refractory the Hot Modulus of Rupture is significantly greater than the
shear that will be developed for a flow of slag moving at one or two meters per second. The
structure of the refractory must be weakened by the penetrating slag that has reacted with the
refractory structure. From the modelling of soil erosion’®, above a critical shear soil is
removed and carried away by water. The same approach has been taken here where an upper
and lower shear limit are set. A linear relationship between the lower and upper limit

(Equation 3.10) is established to determine what amount of refractory canbe removed.
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Erosion occurs by shaving off layers from the surface. The maximum thickness of the layer

that can be removed 1s set as a parameter. As erosion is a transient process, this Refractory
Removal Rate (RRR) is the thickness removed per unit of time (ms™'). The refractory depth

that potentially can be removed from an element in a particular time-step can be calculated

from Equation 3.11.

removed = S removed * RRR + At 3.11)

As refractory can not be eroded when it is un-penetrated, the depth to be removed is checked
to ensure that it has in fact been penetrated by slag. If the penetrated depth is smaller than the
erosion depth calculated, the refractory removed is limited to the penetrated refractory. When
refractory is removed, the time-temperature integral is adjusted to account for the removal of

this refractory.

In this work corrosion is not a significant effect due to the slag practice of saturating the slag
with the major component of the refractory. For other refractory systems, consideration needs
to be given to the effect that the removal of refractory by the corrosion mechanism may have

on the erosion predicted by the model.

3.2 The Dynamic Domain

As refractory is being worn away with time, the way that some elements work is changing. As
refractory is removed, area becomes available for the slag to flow through. This dynamic
nature of the mesh is tracked by using a variable to measure the fraction of each material

within each element of the domain. These tracking variables are:
e Refractory (¢,{,, )

The refractory variable simply tracks the amount of refractory within
each element regardless of whether it has been penetrated by slag or
not.

e Penetration (¢ /)vn)
As penetration is a diffusion like process, the penetration variable

measures the amount of each element that has slag OR penetrated
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refractory. This approach allows the use of the generic transport
equation to model the progress of the slag penetrating into the
refractory.
The tracking variables are updated at the end of each iteration. At the start of each iteration,
the various properties are calculated based on the values of these tracking variables for each
element — using a weighted average. Therefore as the domain changes, the properties within

each element adjust to account for these changes.

The consequence of having the domain dynamically changing in this way is that a method is
required to prevent flow within elements containing solid material. This is achieved through

using an extra source term added to the momentum equations to slow and/or stop flow where

solid material is present.

3.2.1 Refractory Presence Momentum Sink Term

To limit or stop flow within cells that contain an amount of refractory, a Darcy sink term is
applied to the momentum equations. Darcy originally produced an empirical relationship
based on experiments that he carried out for steady flow in a vertical column of homogeneous

sand®®. A generalised form for Darcy’s Law is:

q=Ku (3.12)
Darcy’s law is only valid when the Reynolds number, based on the grain size of the porous

media is below some value between 1 and 10. For the slag and refractories within this study

the Reynolds number us approximately 0.0004.

In metal casting the permeability constant can be calculated based on the Kozeny-Carmen
Equation which is primarily driven by the dendrite spacing in the mushy or semi-liquid
region. The default permeability in PHYSICA is set to 1.0 x 10" which is designed for metal
casting work. Nield and Bejan110 have tabulated permeability’s (K) for various materials. In
particular for concrete with a porosity of 0.12-0.34, its permeability is in the range from 4.8 x

10 t0 2.2x10°" m?.
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The general form of the Darcy source as implemented within PHYSICA, using the default
switching function, is shown in Equation 3.13. To prevent divide by zero errors occurring the

liquid fraction value is bounded such that it never is zero in this equation, but rather a very

small value.

5, = M
x_fia (3.13)

(l . f/iq )2
When implementing this source, it became apparent that the source alone was insufficient to
stop flow. The pressure correction equation was causing imbalances within the solution by
trying to overcome the apparent continuity error with a large pressure correction. Adjustments
to the code were required to make the interface between the refractory and slag act like a
material boundary, so that PHYSICA would stop the pressure corrections at this point in the
domain. This required a further variable that was used to indicate the location of the interface
to the code. This variable was used in place of the standard method of examining the

geometry for changes in the material.

3.3 Timescales

Due to the different phenomena involved in freeze layers and refractory wear different
timescales apply. To adequately model these phenomena the time-steps must be able to
resolve the different timescales. In practice the time-step is limited at the start by the fast
initial penetration of virgin refractory by slag. After the penetration has slowed the time-step

