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ABSTRACT

The emergence of agentic artificial intelligence (Al) in higher education raises a critical
question: does the move toward autonomous systems capable of planning, decision-
making, and action constitute a fundamental shift, or an acceleration of challenges
already posed by generative Al? This article argues that these developments require a
reimagining of academic literacies, extending beyond traditional emphases on critical
thinking and academic writing toward a more comprehensive conception of Al literacy.
Drawing on research in Al ethics and digital pedagogy, it explores the implications of
learning in partnership with increasingly autonomous systems. It examines how agentic
Al disrupts established understandings of authorship, assessment, and intellectual
labour, and proposes a framework centred on critical evaluation, prompt literacy, co-
authorship, ethical awareness, and recognition of Al limitations. Learning developers
are positioned as central actors in this transition, with a key role in shaping pedagogy,

assessment, and institutional policy.
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Introduction

The landscape of artificial intelligence in higher education is undergoing a profound
transformation. Al has evolved from a suite of passive tools that assist with discrete
tasks, into sophisticated platforms for iterative knowledge synthesis, contextual
retrieval, personalized assistance, and collaborative research, and is on a path towards
agentic systems capable of autonomous decision-making, adaptive planning, and goal-

directed action (Moquin, 2025; Belcic & Stryker, 2025; PwC, 2025). These developments



demand that learning developers hasten the shift from a reactive stance focused on
misuse and detection, toward fundamental pedagogical inquiry into the nature of
knowledge, learning, and human authorship in an era of intelligent automation. While
perspectives differ on whether agentic Al crosses a new threshold or intensifies existing
pressures, the practical implications for learning developers demand urgent attention.
Despite the pedagogical implications of generative Al having been evident since 2022,
institutional adoption of literacy frameworks addressing these challenges remains

uneven and often reactive rather than strategic.

From Tools to Agents: Examining the Nature of Change

For years, educational Al took the form of supportive technologies (grammatical
correctors, plagiarism detectors, or recommendation systems) that augmented, but did
not displace, human cognition. With the emergence of generative Al, particularly large
language models (LLMs), this relationship evolved. Now, agentic Al systems may
represent a significant acceleration in the evolution of educational ontology. To clarify
terminology: while generative Al tools like ChatGPT, Claude, and Gemini respond to
individual prompts, agentic Al systems can plan, execute, and iterate across multiple
steps with minimal human direction. For example, Microsoft's Copilot agents and
application-specific agents in Word or PowerPoint represent early implementations of
agentic capabilities, they can retrieve information, format documents, and coordinate
tasks across applications based on high-level instructions. These systems are designed
to initiate actions, make decisions, self-correct, and execute workflows, often without
human oversight (Anoop, 2025; Russell & Norvig, 2021). They can retrieve and
synthesize information, interact across digital platforms, and engage in multi-step
reasoning tasks. Current implementations of agentic Al in education demonstrate
varying degrees of autonomy. Sakana Al Labs' 'Al Scientist' (Version 2, 2025) claims to
generate complete research papers with minimal human input, though independent
reviews identify significant limitations (Verspoor, 2024). Commercial platforms like those
described by Balanceanu (2025) deploy advising agents that handle student enrolment
queries autonomously, while Microsoft's Copilot agents operate 'semi-autonomously,'

requiring human oversight of outputs. This variation underscores an important point:



autonomy exists on a spectrum. Full autonomy (where Al systems make decisions

without human intervention) remains aspirational in most educational applications.

However, even semi-autonomous systems that aggregate information, draft responses,
and suggest actions represent a qualitative shift from prompt-and-respond tools, as
they reduce opportunities for student engagement with source material and
intermediate reasoning steps. To illustrate the difference in educational terms: a
student using ChatGPT for a dissertation might prompt it to suggest research questions,
then separately request help drafting literature review sections, then seek data analysis
guidance, with each step requiring student direction and integration. An agentic system
could be given the assignment brief and, with minimal direction, propose topics,
conduct literature searches, draft methodology chapters, and structure findings,
potentially completing what should be months of learning in hours, with minimal
student cognitive engagement (see figure 1). The implications are not only operational
but epistemic: what does it mean for learning when an Al system, rather than the

student, can create original work and submit it with minimal oversight?

Figure 1. Single LLM tool versus agentic Al workflow in an academic assignment.
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This further blurs foundational distinctions between assistance and substitution. When
students upload an assignment brief to an agentic Al system and the system
autonomously constructs a coherent, well-argued submission, we face a critical
epistemological challenge: whose learning is being assessed? Recent studies confirm
that even experts can struggle to distinguish Al-generated academic texts from human-
written ones (Williams, 2025; Waltzer et al., 2024; Floridi, 2023). The reliability of Al
detectors, often proposed as a safeguard, is also in serious doubt. OpenAl, the creators
of ChatGPT, have explicitly acknowledged that Al-generated text detectors are generally
unreliable and prone to both false positives and false negatives (OpenAl, 2023) which
still remains an issue (Vertu, 2025). It is worth noting that major Al providers are
consciously maintaining 'human-in-the-loop' frameworks, positioning agents as
collaborative rather than replacement tools. This design choice (whether driven by
liability concerns, technical limitations, or pedagogical values) creates space for
educational intervention but does not eliminate the challenge of distinguishing student

from machine cognition in submitted work.

Whether this constitutes a fundamental shift or an intensification of existing challenges
may be debated; what is clear is that the autonomous nature of these systems
compresses cognitive processes in ways that demand pedagogical responses.
Consequently, existing assessment models, rooted in assumptions of individual
authorship and intellectual ownership are being destabilized. The educational emphasis
on original thought and academic voice now coexists uneasily with systems capable of

convincingly simulating both.

The result is a profound tension: institutional frameworks that emphasize original
thought and academic voice are confronting systems that can convincingly simulate
both. This is not merely a threat to assessment integrity, the autonomy and
sophistication of agentic Al system hasten a reappraisal of how we define academic
contribution, cognitive development, and intellectual labour. This presents a profound
and urgent challenge to the structures and values underpinning higher education as

well the critical skills students should develop.



Redefining Academic Literacies

Learning development in higher education has long centred on equipping students with
a set of foundational competencies: the ability to read and write academically, to reason
critically, to locate and evaluate scholarly sources, and to learn independently within
disciplinary norms (Lea & Street, 1998; Wingate, 2006). However, the advent of agentic
Al compels a reassessment of these literacies. Traditional approaches assumed a
human author, whose thinking could be evaluated through writing or other academic
outputs. That assumption is increasingly incompatible with systems capable of

simulating reasoning, analysis, and creativity.

Our framework diverges from existing Al literacy models by tailoring Al literacy to
higher-education learning development. Unlike competency-based models such as Long
and Magerko's (2020) or the technically or ethically focused frameworks reviewed by
Panke (2025), it integrates Al literacy with academic literacies and foregrounds epistemic
dimensions, positioning Al as a knowledge actor reshaping authorship and cognition.
Developed through analysis of current pedagogical challenges and research in Al ethics,
digital pedagogy, and academic literacies, it supports Learning Development
practitioners in fostering students’ epistemic agency, co-authorship ethics,
metacognitive documentation, and disciplinary understanding of Al's limits.Al

Literacy must therefore be foregrounded as an essential educational goal. This literacy
is not reducible to operational competence with Al systems. Rather, it constitutes a
complex epistemic disposition: a capacity to engage with Al as both a partner in
cognition through the co-creation of work and a subject of critical scrutiny. It entails

several interrelated dimensions:

Critical Evaluation remains foundational to academic literacy, but agentic Al
fundamentally alters what students must evaluate. Traditional evaluation assumed
human authorship with traceable expertise and institutional affiliations. Agentic
systems generate outputs lacking these markers: there might be no author to assess,
no peer review to trust, only probabilistic models synthesizing patterns from vast

datasets (Al-produced citations may be hallucinated, inaccurately linked, or stripped of



interpretive context). Crucially, in the context of agentic Al what matters is not only the
presence of failures such as hallucinations presenting fabricated information
confidently, invented yet correctly formatted citations, and structurally coherent
arguments lacking genuine disciplinary understanding, but the way these can be
orchestrated and scaled across an automated workflow. Agentic systems can propagate
such errors across multiple linked tasks with minimal human oversight, reducing the

points at which students would ordinarily exercise evaluative judgement.

Drawing on traditions in media literacy (Buckingham, 2015) and critical data studies
(Mittelstadt et al., 2016), learning developers should situate Al as a discursive actor
whose outputs must be interrogated, not accepted at face value. To support this,
students must also learn to triangulate Al outputs with scholarly and domain-specific
sources. This involves checking for fabricated citations, distinguishing between surface
plausibility and evidence-based claims, and recognising disciplinary standards of
evidence that Al may not fully capture. As Al systems increasingly simulate expert

language, discernment becomes foundational to academic integrity.

Prompt Literacy refers to students' ability to formulate effective, intentional queries
that elicit meaningful responses from Al systems. Crafting a well-structured prompt is
increasingly akin to formulating a research question or designing an experimental
procedure. It requires an understanding of how LLMs interpret linguistic cues and how
to anticipate and refine output based on iterative interaction. As Mollick & Mollick (2023)
argue, prompting is not a neutral act but a form of intellectual shaping. Furthermore,
prompt literacy must be situated within disciplinary conventions: prompting for a policy
brief, lab report, or critical essay each requires tailored strategies. Students should
develop genre-aware prompting practices in ‘dialogue’ with Al that align with the

expectations and epistemologies of their fields.

Collaborative Co-authorship entails working with Al as a partner in the production of
knowledge. This includes understanding when to rely on Al for drafting or ideation, how
to integrate Al-generated material into human-authored work, and where to draw

ethical and intellectual boundaries. Students must develop an awareness of the ways in



which Al co-constructs meaning, while also affirming their own epistemic agency and
accountability (Bozkurt, 2024). To support this, students should be encouraged to
document the evolution of Al-human co-authored texts, including reflections on how Al
was used, where human input shaped the outcome, and how boundaries between co-
creation and authorship were maintained. Practical strategies include using
documentation tables to record tool names, versions, tasks, and evaluative comments;
appending sample statements or integrity declarations; and following discipline-specific

or publisher guidelines for Al disclosure (see Weaver, 2024 for an example).

Understanding Al Limits is essential in resisting the illusion of machine intelligence.
Although systems like GPT-5 can generate human-like prose, they lack consciousness,
intentionality, and embodied experience. These models offer increasingly personalised
outputs, adjusting tone, style, and disciplinary register to user prompts, which can make
their limitations and hallucinations harder to detect in ostensibly well-tailored academic
text. Students must be able to identify the limitations of Al in relation to nuance, ethics,
and context. This literacy draws on cognitive science and critical Al studies (Bender et
al., 2021; Marcus & Davis, 2020 Chelli et al. 2024), challenging the myth of Al infallibility.
It should also include an understanding of phenomena such as hallucination, where Al
systems fabricate information, citations, or factual content (Xu et al., 2024). Awareness
of these risks equips students to verify and cross-reference outputs, ensuring that
generated material does not mislead or misrepresent. Recognising the absence of lived
experience in Al outputs also helps students critically assess the limitations of empathy,

affect, and ethical reasoning in synthetic language.

Ethical Al Use expands the scope of Al literacy beyond academic settings. It includes an
awareness of the broader social consequences of Al systems, such as data surveillance,
algorithmic bias, epistemic injustice and environmental impact (Eubanks, 2018; Birhane,
2021 van Uffelen, 2025). Students must learn not just how to use Al responsibly, but

how to interrogate the power structures embedded in its design and deployment.

Together, these dimensions can form a robust framework for Academic Al Literacy. This
is not a supplemental skillset; it is a redefinition of what it means to be academically

literate in the 21st century. Al is now part of the apparatus through which knowledge is



constructed (Annapureddy et al., 2025). Students must therefore be equipped not only
to use Al but to critique its epistemological status and participate in shaping its

educational integration.

Practical Implications for Learning Developers

The redefinition of academic literacies in response to agentic Al is not a theoretical

concern alone; it has immediate implications for practice.

First, learning developers can lead efforts to support students in using Al transparently
and reflectively. Rather than framing Al use as inherently dishonest or threatening, they
can provide guidance on how to document and acknowledge Al contributions within
academic work. This includes educating students on citation practices for Al-generated
content, clarifying institutional policies, and challenging reductive understandings of
plagiarism. Emerging research suggests that many students are uncertain about
whether Al use constitutes misconduct, and misconceptions can lead to both misuse
and underuse (Gonsalves, 2024). Learning developers can intervene to demystify these
grey areas, by, for example introducing a ‘decision tree’ for students to follow outlining
ethical Al use (Staufer & Gold, 2024) as well as providing case-study examples as a guide

(Newcastle University, 2025).

Second, there is a pressing need to reimagine assessment design. Traditional
summative essays are increasingly vulnerable to Al replication. Learning developers can
collaborate with faculty to co-design assessments that are more resilient to automation:
for example, tasks that require students to critique Al outputs, document their
reasoning process, or integrate experiential learning. Process-oriented and
metacognitive assessments, including portfolios and reflective commentaries, offer
productive alternatives. Such designs foreground student thinking over polished output

and reward critical engagement with Al as a tool, rather than punishing its use.

Third, learning developers can take the lead in developing Al literacy initiatives that
move beyond technical training. Workshops, online modules, and co-curricular

resources should be developed to cultivate critical Al literacy across the curriculum.



These should not only explain how to prompt or use Al tools effectively, but also engage

students in reflecting on the limits, implications, and ethical dimensions of Al use.

Fourth, there is a vital role for learning developers in academic staff development. Many
faculty are unsure how to incorporate Al into teaching and assessment, or remain
focused on detection rather than design. Learning developers can facilitate structured
dialogue about the pedagogical affordances of Al, offering models and case studies for
integrating Al use into learning outcomes. This shift in mindset, from adversarial to
exploratory, requires institutional support, collaboration and sustained professional

learning.

Fifth, a critical, yet often overlooked, dimension is equipping students and staff to
recognize and manage Al hallucinations, false or fabricated outputs that LLMs produce
(Xu et al., 2024). Learning developers can promote awareness of hallucination risks and
foster skills to verify Al-generated content rigorously. This includes embedding
strategies for cross-referencing outputs, utilizing emerging detection tools critically, and
maintaining an epistemic vigilance essential for academic rigor in an Al-mediated
environment. Strategies to mitigate hallucinations include the use of tools that detect
hallucinations (Garvin, 2025) as well as introducing ‘hallucination hunts’ as a practice to

embed vigilance in students (York University, 2025).

Finally, learning developers should have a voice in institutional Al policymaking.
Learning developers can advocate for flexible, inclusive, and pedagogically informed Al
policies that balance innovation with integrity. They can also ensure that policies do not
inadvertently widen equity gaps by privileging students with greater technological

fluency or access.

These practical implications affirm that learning developers are not peripheral to the Al
conversation, they are central. Their pedagogical expertise, institutional insight, and
proximity to both students and staff position them as critical actors in shaping a post-

agentic Al higher education.
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