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Abstract

The aim of this thesis is to characterise voice characteristics that can establish the identity of
the person who is speaking, independent of the language used. The fundamental goal of the
work is to understand how humans recognise a speaker. The voice parameters such as: speech
rate, natural pauses & intended or unintended speaker pauses, fundamental frequencies,
phoneme generation, volume etc. since the combination of all the voice parameters cannot be
easily imitated by another person. It is an assumption that different speakers speak differently,
however, it is important to understand and remember that the same speaker’s voice will
change over time. For example, the speaker cannot speak/talk/say the same thing in exactly
the same way time after time. However, these differences/variations in speech can be audible
and measured by using combinations of voice parameters.

The aim is to eliminate a speaker whom we are not looking for. Individuals use words to
communicate with others and the same method to communicate with machines too. Humans
successfully use speech software (which is speech to text) to talk to telephones instead of
tapping words on the keyboard. But machines are proven to be good at converting speech to
text, although not at identifying who is speaking.

Problems remain in recognising an individual from their speech whilst proving reliable,
repeatable & robust otherwise the speaker could, for example, find themselves locked out of
their online voice accessed. For example, the risks are asymmetric - if one in 100 people is
locked out of an account that is not too serious, as customer services will ask for answers to
security questions. However, if one in 100 people get into bank account fraudulently this is a
bigger problem.

A speaker’s voice varies in frequency, tone, and volume sufficiently enough to uniquely
identify an individual. However, other factors can contribute to this uniqueness: the size and
shape of the mouth, throat, nose, and vocal cords. Sound is produced by air passing from
the lungs through the throat, vocal cords and then mouth. A voice makes different sounds
based on the position of mouth and throat. It is the variation of these attributes that allows
for identification.

Speaker recognition systems are already available, but their overall accuracy is limited
because of several issues such as extracted features based on very short time window of
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speech and models fail to capture useful information of a speaker since current speech
recognition systems and extracted features are language-dependent. By using the voice
parameters,the work here was able to eliminate 80 percent of population to be able to identify
a person. Recognising 1 out 100 is difficult, but identifying 1 out 5 is comparatively easy.
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Chapter 1

Introduction

As humans, we have several modes of communication available to us, such as speech,

gestures, text, drawing, etc. Speech is one of the most ef�cient ways of communication

[1, 2]. It has various characteristics that help us to identify not only words but also the gender,

attitude, health, and often even the identity of the speaker. The human voice is the most

powerful model of communication and individuals use their voice to communicate with

machines surrounding us, too. Identifying a sound from different sources such as sound from

animals, musical instruments, vehicles, etc, seems easy for humans [3, 4], but, it is dif�cult

for machines, for example, recognition/identi�cation of a sound from musical instruments,

etc [5].

Human capabilities are being complemented increasingly by the advancement of speech

recognition systems, arti�cial intelligence, neural networks and the processing power of

a machine is often achieved, simply via a voice command [3]. These voice assistants can

support interaction live from anywhere in the world via smartphones, digital wrist phones,

etc. Thus, there is a trend of voice-enabled computing and its opportunities, implementing

many applications in the real world [6]. Voice assistants are already a part of the daily routine

for millions of people.

There is a demand in the market for speech-based biometric systems to improve the

securing of technologies including an increasing number of voice control systems such as

Siri, Alexa, and Google Assistant, etc. These are the main devices that are expected to drive

the growth of speech-enabled technologies in the real world. However, these systems are

often inef�cient because there is a lack of training data, an increase in population and change

of environment, etc. There are lots of industries, academic institutions, and commercial

companies, trying to use voice as authentication for many applications such as unlocking

smartphones, operating electronic devices by a user's voice, and online banking, etc.
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Unfortunately, the human voice is incredibly dif�cult to analyse and it is not as easy to

be understood and then decoded for usage in the machines. With advancing technologies,

machines can now drive cars, enter phone numbers from a user speech, predict stock prices,

detect a disease in its initial stage, etc. However, machines still struggle to understand human

speech and they are unable to communicate and chat with humans the way we converse with

our neighbours and friends, etc. The question arises, how do humans communicate? How do

we listen, understand, remember, and then recognise?

Listening:

Communication is natural for humans, but it is dif�cult for a machine. Humans process

sound signals and remove background noises by themselves, and then concentrate on the way

a speaker is pronouncing words (accent) and replies to the receiver. This process is referred

to as speech recognition for human-machine interaction.

Understanding:

Humans can listen and understand a conversation. With the help of memory and recognition,

sometimes mispronunciation of a word can still be understood by an individual, that is, by

processing the information given before and after the word and also taking into consideration

the context of the topic being discussed. However, machines convert that word into the most

closely sounding word, unlike humans, who substitute (or process) the word that is the most

relevant to the topic. Thus, machines can produce errors such as changing the meaning of the

sentences or generating a nonsense sentence.

Importance of Context:

Consideration of context is also a challenge. It includes many factors such as: What has

been said in the previous conversation, relationship with a speaker, situational context, etc.

Machines still struggle with this context concept and they often fail to understand the context.

The overall production of the complete human voice is a combination of the soundbox,

physical characteristics such as weight of the body, height, etc., a measurement from other

physical characteristics e.g.: shape and size of the nasal cavity, chest, etc., which creates a

unique feature that helps to be used as biometry, the same way that �ngerprint of unique to

an individual.

Biometric Authentication (BA) aims to use a person's unique characteristics to identify

them. BA is a technology that helps to reduce fraud cases since every person's biometric

information is unique to her/himself. The word biometric originates from Greek, “bio" refers
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Fig. 1.1 How Human Process a Voice to Identify a Speaker

to life, and “metric” means to measure, when combined they describe how one “measures

a person's life” [7]. Biometric technology is considered to have two types of categories:

physical and/or behavioural. Physical characteristics include DeoxyriboNucleic Acid (DNA),

�ngerprints, facial recognition, and iris/retina scan, while behavioural characteristics include

voice, handwriting, and signature [8–10].

Biometric voice recognition systems focus on identifying the unique characteristics of a

voice and store those in a database for future use. To identify a speaker, a voice recognition

system needs to understand the characteristics of the voice, which includes both physical and

behavioural characteristics [11]. One of the problems is that most of the characteristics are

physical, which means they cannot measure themselves. For instance, one cannot measure

the length of the mouth or nose cavities, the weight of the person's head, etc. Therefore,

a machine needs to determine and understand how to identify these characteristics from

the voice signal itself, since that is the only available data to measure technique. Human

physical characteristics would not change when they talk in different languages. Then the

question arises, can a machine identify a speaker when they talk in another language that is

not English? For example, can a system that can recognise the identity of a voice of a native

English speaker identify the same voice when speaking e.g.: Dutch/French language.

Furthermore, the system should be able to deal with challenges such as voice imitation,

which can be particularly challenging, because now the standard physical characteristics are

adapted on purpose to create a speci�c output. Using a human's voice pro�le data could also

be useful for speech recognition tools if one can automatically detect who is speaking and

then adjust the speech recognition pro�le to improve overall accuracy.
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1.1 Aim

This research is aimed to investigate the advantages and drawbacks of current methodologies

and propose a method to identify a speaker independent of language used.

Fig. 1.2 Aim of the Research
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1.2 Objectives

1. In depth knowledge of existing methodologies.

2. Understanding how humans learn and how they can apply their learning skill to identify

an object/person/sound ?

3. Design and conduct a survey to see how human beings recognise a speaker from their

voice.

4. Analyse the characteristics of human voices.

5. Design a framework to identify a speaker based on characteristics of their voice.

6. Validation of the framework by comparing with objective 1 analysis.

1.3 Thesis Outline

The present study is designed for identifying speakers independent of the language used in

the speech. This is being done through proving acoustically that each individual is different

from another according to the fundamental frequency, rate of speaking; and also through

testifying the listener's perceptual abilities in perceiving and differentiating different speaking

rates in different languages, pauses, accent, and pronunciation.

Therefore; the entire structure of the presented thesis is based upon voice characteristics

Nevertheless; the thesis is divided into two main parts: the �rst the theoretical part that

represents the history, de�nitions, and problems; the second is an experimental part to

illuminate some of the theoretical problems. The theoretical part consists of two sections.

The �rst section exposes a general introduction about how humans can learn and use that

knowledge to identify a speaker, and how humans can identify a voice that is familiar and

unfamiliar when the used language is known to them. Language usage is important because

of the several levels of information it can reveal. Then, a clear distinction must be established

between three terms; speaker recognition, identi�cation, and veri�cation. The second section

of the theoretical part deals with the survey of participants recognising a speaker when they

speak/talk in a different language that is familiar/unfamiliar to the participants.

The experimental part consists also of two sections: the �rst section involves the method-

ology and procedures of the main experiments; starting with gathering the data, the number

of participants involved, the way of recordings, data analyses, the steps of analyses, the

measurements, and �nally the test procedures. The second section of the experimental part

contains all the results of the main experiment; the results and measurements with their



1.4 Publications 6

statistical representations, for all of the involved informants, in addition to the perceptual

results of the naïve listeners who joined in the experiment.

The underlying approach of the research is to observe and analyse language-independent

speaker identi�cation based on the fundamental characteristics of human voices. The aim is

to explore speech parameters in both controlled and uncontrolled tasks, such as free speech

or reading a script respectively. For example, this research will explore how many people out

of a sample population of 100 participants can be excluded through using a combination of

simple voice characteristics, such as dominant frequencies and pauses. The collection of data

shows that a number of principal voice characteristics are independent of the language being

spoken. The training and testing of the recogniser plays a major role in identifying a speaker,

but in this thesis, the work will concentrate on the elimination of a speaker from a pool of

potential candidates using the fastest possible means for the least amount of data training.

There is other research available on recognising individuals from lots of data training, but

this research is focused on trying to make the lightest weight system possible and to explore

how much a security system can be enhanced for very little data training.

1.4 Publications

1. Saritha Kinkiri, Wim J.C Melis: `Reducing Data Storage Requirements for Machine

Learning Algorithms Using Principle Component analysis'; 1st International Confer-

ence on Applied System Innovation (ICASI) , on 22 to 25th of May 2016, Okinawa,

Japan and Published on IEEE ( DOI: 10.1109/ICASI.2016.7539804).

2. Saritha Kinkiri, Wim J.C Melis and Simeon Keates: `Creating Patterns for Machine

Learning Using Multiple Alignment Making'; 1st International Conference of Human

Brain Project (HBP), on 6 to 8th of February 2017, Vienna, Austria (DOI: 10.3389/978-

2-88945-421).

3. Saritha Kinkiri, Wim J.C Melis and Simeon Keates: `Machine Learning for Voice

Recognition'; Second Medway Engineering Conference on Systems on 6th June 2017,

London, United kingdom.

4. Saritha Kinkiri and Simeon Keates: `Identi�cation of a Speaker from Familiar and Un-

familiar voices'; 5th International Conference on Robotics and Arti�cial Intelligence,

on 22 to 24th of November, 2019, Singapore ACM (DOI:10.1145/3373724.3373742).
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processing, Network Security and Data Science on 18th -19th June 2020, Silchar,

India Published on Volume 1241 of the Communications in Computer and Information
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gineering on 22 to 25th July 2020, Las Vegas, USA, publsihed on IEEE (DOI:

10.1109/ICACCE49060.2020.9154998).

8. Saritha Kinkiri and Simeon Keates: `Applications of Speaker Identi�cation for Uni-

versal Access'; 22nd International Conference on Human Computer Interaction on 19

-24 July Copenhagen, Denmark, published on Volume 12189 of the Lecture Notes in

Computer Science series (DOI: 10.1007/978-3-030-49108-6-40).



Chapter 2

Background

2.1 Introduction to Speech Recognition Systems

In recent years, an increasing number of applications are being developed to improve the

interaction between humans and machines, supporting a more “natural” interaction between

them [12]. Humans communicate with each other using speech, gestures, writing text,

drawings, facial expressions, and body and sign language. One of the modes of interaction

between people is verbal communication, but machines still face certain challenges when

using verbal communication to interact with individuals, and/or to identify a person. There

are two ways humans can communicate with machines, that is, through speech recognition,

and voice recognition. Currently, speech recognition systems can recognize human spoken

words with 95 percent accuracy in the English language, which is similar to humans [13].

2.1.1 Elementary Concepts of Speech Recognition Systems

A speech recognition system converts speech to text as shown in Figure 2.1. Speech recogni-

tion is language-dependent and aims to recognise what was spoken, independent of factors

such as accents and emotion [14]. Yet, speech recognition has some drawbacks and problems

when converting speech to text, such as a speaker's accent. A machine needs more computa-

tional power and time to be trained for different languages and accents from the same person,

requiring more data storage, etc.

A speech recognition system aims to not depend on the physical characteristics of the

body, because one wants to understand the speech and to recognise the word, regardless

of who is speaking. One factor that affects speech recognition is language and most often,

the person's �rst language. If someone speaks a foreign language, their accent tends to

be related to the person's �rst language. Emotions can also have a signi�cant impact on
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speech production. For example, tiredness may cause a person to mumble words instead of

pronouncing them properly, which is still understood by others since we tend to combine

contextual information with a prediction to derive meaning. However, current arti�cial

systems are unable to derive context in the speech and/or bene�t from prediction.

Fig. 2.1 Block Diagram of Speech Recognition System

Speech recognition technology can also be used to identify a speaker, which is known

as voice recondition. It can be divided into two categories which are closed and open set

recognition. In the closed set task, a speaker is determined from data that already exists. On

the other side, open set task identi�cation, the speaker needs to be identi�ed from a database,

where the target speaker does not already exist in the database.

Humans are good at speech recognition, whereas making a machine to this accomplish

ef�ciently by itself is a dif�cult task [15]. Researchers have been able to achieve accuracy

in some systems, where speech can be converted into text, but the sources are limited such

as some sources are based on grammar, some on vocabulary, and some on knowledge of

speech, etc. To make a computer learn and improvise speech recognition, the "meaning of the

speech" would be more helpful than anything else. To get "meaningful speech', one needs to

apply knowledge resources to speech recognition. To achieve sources from knowledge, two

things are essential in speech recognition which is: searching and matching. In these two

essentials, knowledge sources such as syntax, sequence of words to be used in searching and

can only be veri�ed by matching the words with the context of the storyline.

Researchers have developed numerous speech recognition systems. Dragon has improved

the most and achieved an accuracy of 95 percent, which is similar to humans. Instead of



2.1 Introduction to Speech Recognition Systems 10

using a keyboard and mouse, humans can use Dragon to convert speech to text [8, 13].

Human speech is mainly based on context, such as situation and conversation about the

topic, etc. Nowadays, machines are good at predicting, which word comes next if they come

to a cross partial sequence of words. For example, when human types "I am from XXX

country", which is wrong. However, the machine is good at predicting the word after and

corrects it automatically saying that "I am from XXX country". Presently, humans interact

and communicate with machines more than they do with their fellow beings. For example,

Alexa and Siri, have become an integral part of our daily lives, assisting us in our day-to-day

activities, be it setting up our calendar, or providing a weather report, etc.

During the last four decades, a variety of speech recognition technologies have been pro-

posed, demonstrated, and implemented using different algorithms. Machines can understand

and identify a speaker through speech with the help of speech recognition systems. Verbalised

words are digitised to make patterns and then compared with codes in the dictionary for

identi�cation.

The speech recognition technologies can be differentiated by the following considerations.

1. Does a machine need more speakers to train to be able to identify speech patterns ?

2. Can a machine recognise continuous speech or can it recognise only discrete words ?

3. Does the capability of a machine recognition system depend upon vocabulary? That is,

can it identify a speaker with the help of limited vocabulary or does it require a larger

range of vocabulary to do so ?

A variety of speech recognition systems are available in the market. Some of them

are speaker-dependent and some of them are discrete. Humans have started using these

speech recognition systems more, as compared to using a keyboard. Speech recognition

systems use syllables as their basic unit. The limitations of syllables lie in factors such as

homophones, where, groups of letters can have similar pronunciation, but quite different

meanings (Homonyms), making recognition challenging. For example, `their' and `there',

share a common group of letters, sound familiar (homophone), but the actual choice of

which word to use, requires e.g. contextual information. Consequently, if a machine was to

distinguish more details by understanding the sounds when similar words are pronounced by

the same person, then it would have achieved better accuracy.

2.1.2 History & Use of Speech Recognition System

The concept of machine recognition of human speech came in the early 1920s. The �rst

machine to recognise speech was named and manufactured in 1920 [16]. Later on, research



2.1 Introduction to Speech Recognition Systems 11

on speech technology was started at Bell Labs in 1926 [17, 18]. Researchers have been

working on fundamental ideas of acoustic phonetics and some early attempts at speech

recognition by machine were made in the 1950's [19, 20].

Later on, at Bell Laboratories, Davis, Biddulph and Balashek worked and developed a

system that could recognise digits for a single speaker in 1952 [21–23]. Olson and Belar at

RCA laboratories were able to recognise ten distinct syllables of a single speaker in 1956

[24, 25]. At, University College of England in 1959, Fry and Denes tried to build a system

that could recognise four vowels and nine consonants based on phonemes. This system used

a spectrum analyser and a pattern matcher to make decisions on recognition [26–28]. The

phoneme recogniser allowed a sequence of phonemes in English to improve overall phoneme

accuracy for words that have more than two phonemes. During the same period, Forgie was

able to recognise 10 vowels embedded in a /b/-vowel/t/ were recognised [29, 30].

In the 1960s, Suzuki and Nakara of the Radio Research Lab in Tokyo, Japan developed

hardware that could recognise a vowel. At this time, computers were not still good enough in

terms of hardware. However, the Japanese system was able to build a vowel decision circuit

by using a spectrum analyser and was able to recognise what vowel was spoken by a speaker

[31, 32]. The second hardware phoneme recognise was built by Sakai and Doshita of Kyoto

University in 1962, Japan. In 1963, again Japan developed the digit recogniser with the help

of Nagata and researchers at NEC Laboratories. This was the initial attempt made for speech

recognition at NEC and then led to a productive research program. One of the problems of

speech recognition systems was variations of speech in time scale. To rectify this problem,

three research projects were initiated towards the development of speech recognition. In

1960, Martin and his colleagues at RCA laboratories developed a system that could detect

the start and end of the speech. At the same time, Vintsyuk suggested the use of Dynamic

Time Warping (DTW) which was developed for connected word recognition. However, the

concept of connected word recognition did not come to light until the 1980s.

The area of isolated word or discrete utterance recognition systems was developed by

Velichko and Zagorukyo in Russia, Sakoe and Chiba in Japan, Itakura in the United States,

and usable technology in the 1970's [33]. The Japanese research helped to determine how

dynamic methods could be used in speech recognition and Russia and the United States

helped the use of pattern recognition ideas in speech recognition. A large group of people at

IBM, developed a speech recognition system using large vocabulary [34]. Over two decades,

researchers studied three tasks which are Ner Raleigh language, the laser patent text language,

and Tagore.

Researchers at AT&T Bell labs, conducted initial experiments to make a speech recog-

nition system that was speaker-independent. To achieve this, researchers started collecting
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a large dataset that had variations of different words from a range of speakers to be able to

see different patterns among speakers. This research was continued for a decade and they

developed the techniques for creating speaker-independent patterns. Then they �nalised the

project and it was funded by the Défense Advanced Research Projects Agencies (DARPA).

The speech recognition system could recognise the speech using a vocabulary of 1011

words in 1973 by CMU using a system called Harpy system. Then, the goal was the research

was to develop a system that should be capable of recognising spoken words based on pattern

matching of individual words [35]. Moshey J. Lasry developed a speech recognition system

where he talked about spectrums of digits and letters, but the results were inaccurate. In

the 1980s, speech research took off as a result of a shift in technology from template-based

approaches to statistical modeling methods. The Hidden Markov Model approach could

recognise thousands of words [36]. In 1990, Dragon launched a system called Dragon

& Dictate which could recognise 100 words with 45 minutes of training time [37, 38].

Bell South developed a voice recognition system that produced information about what the

speaker said through a telephone in 1996 [39]. The recognition system achieved 80 percent

accuracy in 2001. After a decade, Google launched a speech search system that was built

with 230 billion words from actual users, and after 2015, they released “Google Voice”.

Various technologies have been developed and released in the market, used by people in their

daily lives. Speech recognition was proven and it achieved accuracy comparable to humans.

However, these systems are good at recognising what has been said rather than identifying

who is speaking [40, 41].

2.2 Basic Concepts of Voice Recognition

The air from a person's lungs passes through vocal cords to produce a human voice out of the

mouth. That includes the lips, tongue, mouth, palate, etc. The following shows the human

vocal cord production in detail as shown in Figure 2.2. The air comes from the lungs and

then creates a �ow through the larynx and pharynx. The larynx is considered as an energy

provider for vocal folds to make �uctuations in the air pressure called sound waves and the

volume of air determines an amplitude of a sound wave. These sound waves travel through

& over the shape and position of a tongue, lips, palate and other human speech organs [42].

Every sound wave has several features, because of the changes in vibration of the vocal cords.

The sound wave goes through the mouth and nasal cavities to produce speech as shown in

Figure 2.2. Vocal folds create different types of the human voice, which are voiced speech,

unvoiced speech (voiceless), and whisper. Humans use all these types to listen, understand

and recognise a speaker.
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Fig. 2.2 Human Voice Production System
[31]

The vocal tract is one of the most important things in the human voice production system.

Human speech conveys information in terms of pitch, which is the fundamental frequency.

Female and male voices have different frequency ranges, and it varies in vocal tract length

[43]. Normally, women have higher pitch when compared to men. However, it is possible

that a person with a higher pitch can be a male, and for a person with a lower pitch to be a

female. Based on vocal tract length, humans can predict a listener's body size as well.

Every individual speaker has particular uniqueness in their voice, which helps identify

them. The uniqueness of a human voice not only depends on the vocal tract length and

physical features but also depends on the speaker's ability to control organs in the vocal tract.

However, it is not easy to change physical features, but it is possible with ageing. Physical

features of a human voice include, vocal tract length, size of tongue and teeth, etc [44]. The

analysis of human speech as shown in Figure 2.3

2.2.1 Speaker Identi�cation and Speaker Veri�cation

There are two types of voice recognition systems i.e.: speaker identi�cation and speaker

veri�cation [45, 46]. Speaker identi�cation systems can give two outputs which are: no

identi�cation claim; and identity claimed [47, 48]. The system identi�es the best match
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Fig. 2.3 Approach to Human Speech Analysis

when compared with a test sample, as shown in Figure 2.4. Speaker Veri�cation involves

two outputs, which are accepting or rejecting a speaker, and it distinguishes if the speaker

voice matches with a voice already stored in the database [43, 49, 50]. The result is mainly

dependent upon the probability of a voice match.

Speaker identi�cation is considered to be a dif�cult task when compared with speaker

veri�cation [51, 52]. The reason behind this is that, as the number of speakers increases,

the probability of making the wrong decision to identify a speaker also increases. On the

�ip side, speaker veri�cation is easy, because systems will be having only two speakers for

comparison at any stage as shown in Figure 2.5.

2.2.2 Open-Set and Closed-Set Identi�cation

Speaker identi�cation is further divided into closed-set and open-set identi�cation. In closed-

set, a speaker is identi�ed from a set of already enrolled speakers. On the other hand, in the

open-set identi�cation, the speaker can be either be registered or the speaker may not be in the

database, which means a test voice sample has not been registered in the past. A closed-set

system is used to identify the best match to the test speech sample. Then, veri�cation is used
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Fig. 2.4 Testing Phase of a Speaker Identi�cation System

Fig. 2.5 Testing Phase of a Speaker Veri�cation System
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to compare the distance of the speaker with a chosen threshold to make a decision. At the

end of the comparison, the system can identify a speaker or have no match as a result. The

decision is made purely based on choosing the best matching voice sample from a database,

despite the level of accuracy of the result. In the open-set identi�cation, there should be a

predetermined threshold so that the similarity degree between the unknown speaker and the

best matching speaker is within the threshold level.

2.2.3 Text-dependent and Text-Independent Tasks

There are two modes of operation in speaker recognition which are text-dependent and text-

independent [53]. In text-dependent speaker identi�cation, a speaker is used to read/speak

the same text or number for both the training and testing phase. During the recognition phase,

the speaker is asked to read or speak the same text. Whereas, in text-dependent veri�cation,

speech samples used in training would be the same, but different for every veri�cation task. A

speaker is asked to read/speak words or digits randomly selected by a system and previously

saved in the database during the testing phase. The advantage of using this system is, it will

help eliminate any errors caused by knowing the speech sample beforehand.

In text-independent systems, the speaker does not need to speak/read the same words

or numbers both in the training and testing phase [53, 54]. That means speech samples

used during enrolment and testing are different. This type of system requires more training

data in terms of speech samples and speakers need to talk for a longer time as well. In this

case, enrolment can happen without speaker knowledge or permission [55, 56]. As a result,

text-dependent recognition achieves more accuracy when compared to text-independent

recognition.

2.3 Feature Extraction Of a Speech

Theoretically, it is possible to identify a speaker from a speech waveform. However, there is

a large amount of variability in human speech because of several things. So, it is better to

extract features that would be helpful for identi�cation.

Feature analysis is a technique that achieves speaker-independent voice recognition.

Feature analysis does not try to �nd an exact or the best match between input voice and a

reference voice from a database. In this technique, the �rst step is to apply Fourier Transform

on input voice to convert from the time domain to the frequency domain. The computer tries

to �nd similar characteristics between the expected input and the digitised input voice. These

characteristics will be present in every speaker, and so the system does not need to be trained
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for every speaker. These kinds of systems are speaker-independent and characteristics include

accents, pitch, volume, and speech rate. Speaker independent systems have proven to be

ineffective in identifying a speaker. One of the hardest parts is to tell us what characteristics

are unique to a particular speaker since, for example, a speaker �uent in multiple languages

would use different types of accents and pronunciations.

Feature analysis is a technique that can aid speaker-independent voice recognition. Fea-

ture analysis does not try to �nd an exact or best match between input voice and a reference

voice from a database. In this technique, the �rst step is to apply a Fourier Transform on the

input voice to convert from the time domain to the frequency domain. The computer tries to

�nd similar characteristics between the expected input and the digitised input voice [57].

2.4 Feature Matching Techniques for Speaker Identi�ca-

tion

While many researchers aim to better understand how the brain works at the lowest level and

how it provides for its learning functionalities, it may be that more suitable answers need

to be searched in how the brain converts information into patterns, as it seems to be those

patterns that lie at the basis of most, if not all, of our learned information. For example, if

someone asks you to explain the structure of your home, you will �rst think about where

to start from, kitchen or cellar, and from there you will work your way methodologically

through the remainder. So even though all information is there, you will try to prioritise and

then explain to your friend following a particular, most often logical, pattern.

The recent popularity of deep learning has raised the signi�cance of using hierarchies

within the models that lie at the basis of most arti�cial brain architectures. This is also in

line with the human brain's multi-level hierarchical structure for processing information.

However, while in many cases the underlying models are now becoming hierarchical, the

feature sets used during learning are often �xed or have limited �exibility once learning has

started. The Simplicity and Powerful (SP) theory is a method of learning in which features

are combined in various ways depending on the requirements to allow for suitable multiple

alignments to be made. This approach comes from bio-informatics where it is found in the

context of e.g. DNA sequence alignments. To achieve these alignments, similarities are

identi�ed within each provided pattern during the learning phase, which tends to lead to

overall data compression. Each unique pattern is then saved, and so when a new pattern is

presented, SP theory can be used to check whether there is any similarity with any of the



2.4 Feature Matching Techniques for Speaker Identi�cation 18

already saved patterns and will continue to add new patterns to its learned information. The

issue then becomes how this machine saves and retrieves information.

Generally, the human brain retrieves information from its “memory”, which for the

brain is a set of interconnected neurons. While neurons are quite fast in comparison to the

transistors used in current computers, their functionality is quite different. For example, if you

want to catch a ball, you need to estimate the trajectory of the ball to catch it, which happens

automatically in the brain through a derivative pattern that aligns with previously learned

patterns in�uenced by certain parameters, such as the estimated weight of the ball, the force

of throwing and environmental conditions such as wind, etc. On the other hand, computers

would need to calculate every step to ensure that a robot catches the same ball. An additional

difference between computers and the brain lies in the fact that a computer has separate

memory in the form of memory cards and hard drives, which is not stored automatically,

while the brain seems to be one large pattern-focused memory that stores/adjust information

continuously.

Speaker identi�cation systems started in the late 1980s following the improvement of

speech recognition systems. The improvements were made in feature extraction methods and

classi�cation methods in the early stages.

At the initial stages of speaker recognition systems, there were only text-dependent

systems. Dynamic Time Warping (DTW) and template matching techniques were used.

These techniques work only when the same text is spoken by an individual in both training

and testing data. However, if the speaker changes her/his word at the testing stage, the system

failed to identify a speaker.

2.4.1 Acoustic-Phonetic Approach

The acoustic-phonetic approach has been developed to recognise spoken words by using

phonemes. This method had been used for more than 40 years. Phonemes are distinctive and

characterised by a set of properties that occur in human speech, that can be changed into a

speech signal over time. Every language has its phonemes and unique way of pronouncing.

However, the English language has 44 phonemes that do not sound the same in all cases, i.e.:

the same phoneme can sound different in different words. The Phonetical approach was the

earliest method of recognising words and then later used to identify a language spoken by

a speaker. There are 3 steps that were followed/involved in this approach as shown in the

Figure 2.6.
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Feature Extraction:

Spectral analysis was applied to a speech signal to be able to extract features from a speech

signal.

Segmentation and Labelling of Phonemes:

Each phoneme was labelled with segmentation of speech signal.

Recognition of words:

Combination of phonemes labels helped to recognise words.

Fig. 2.6 Block Diagram of the Acoustic Phonetic Approach for Speech Recognition

2.4.2 Pattern Recognition Approach

Pattern recognition is a mathematical framework and has been developed over the past two

decades. This can be applied to a sound that is smaller than a word or a sentence [56]. There

are two steps in this approach, which are: pattern training, and pattern comparison. A speech

template was developed in the training phase and then two unknown speech samples would

be compared in the comparison phase, with patterns which were learned in the training phase

[58, 59], as shown in the Figure 2.7
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Fig. 2.7 Block Diagram of Pattern Recognition Approach

2.4.3 Template Matching Approach

Template matching (TM) techniques are based on an algorithm that uses words to recognise

a speaker. In TM, the speaker was asked to read a word or sentence and which was then

digitised and stored in a database as a reference template. During the test phase, the computer

attempted to compare the input voice with a reference from the database. The computer

then tried to �nd the best match between the two reference templates, as shown in Figure

2.8. These systems are known to be speaker-dependent and 98 percent accuracy has been

achieved. However, the expression of words might differ during the testing as compared
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to the training due to factors such as tiredness or stress. The drawback of using the TM

approach is, the pronunciation may change because of the previous phoneme. A Speaker's

voice may change over time and affects such as speaking rate.

As the technology for speaker identi�cation evolved, the focus has become for systems

to be text-independent thus there was no place for template matching techniques of the early

2000s.

Fig. 2.8 Block Diagram of Template Matching Approach

2.4.4 Vector Quantization Approach

Vector Quantization (VQ) is used to reduce the data required for a speech recognition system.

It is a technique of dividing a large number of data set points (which are called vectors

in this approach) into smaller groups [60, 61]. Each group is called a cluster and can be

represented by its centroid point. The collection of these points or code-words is called

a code-book. Each codebook contains several vectors, which are stored in an individual

speaker database. In this approach, the distance would be measured between the training

frames for two speakers as shown in Figure 2.9.

2.4.5 Dynamic Time Warping

Dynamic Time Warping (DTW) is a method to determine the similarity between two feature

vectors, which varies in time or speed. DTW would help the machine to �nd out the best

match between the two patterns as shown in Figure 2.10. DTW has been applied in audio,

video, etc. DTW has achieved better accuracy in word recognition. DTW was originally

developed for speech recognition, but later on, researchers started using it for speaker

identi�cation [62]. However, DTW is only good for a small number of speakers (templates).



2.4 Feature Matching Techniques for Speaker Identi�cation 22

Fig. 2.9 Block Diagram of Vector Quantization Approach

Another drawback of DTW is that words need to be recognised �rst before the identi�cation

of a speaker can proceed. One positive is that identifying a speaker is language-independent.

2.4.6 Statistical Based Approach

Variation within human speech depends on several reasons such as a combination of different

sounds, speaker variability, etc. This type of approach depends on the characteristics of

the input. This approach has been proven to be the best probabilistic model for speech

recognition. Hidden Markov Model (HMM) is the principal technique for probabilistic

modeling and it is ef�cient for speech recognition. HMM, the model is a technique where
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Fig. 2.10 Block Diagram of Dynamic Time Warping

speech is generated from several states for each HMM model. Each model has different

output distribution and the HMM model is a combination of words and each word is trained

individually [63–65], as shown in the Figure 2.11
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Fig. 2.11 Block Diagram of Hidden Markov Model

2.4.7 Arti�cial Neural Network Based Approach

In this approach, where intelligence' is involved to analyse and visualise the speech signal

to extract features. This approach depends on a person who coordinates and designs it for

recognition. This approach is a knowledge-based system, where knowledge is extracted from

experts of the contribution of a person who designs it [66].

This type of approach network included several neurons. Each neuron computer's

nonlinear weight of inputs and broadcast results to the outgoing units, training sets are used

for assigning pattern of values to input and output neurons, training set determines the weight

of strength of each pattern as shown in Figure 2.12.

Fig. 2.12 Block Diagram of Arti�cial Neural Network Based Approach
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2.4.8 Comparative Study of Approaches

The advantages and disadvantages of approaches are summarised in the Table 2.1.

Table 2.1 Comparative Study of Speech Recognition System Approaches

Number Techniques words Limitations

1
Acoustic Phonetic
Recognition

System takes less processing time connected words System takes longer time to execute each word

2
Dynamic Time
wrapping

Easy to �nd match between two sequences
Dif�cult to �nd a match if there is variation in speech

System takes longer time for computational work

3
Pattern
Recognition
Approach

Pattern matching is easy and quick in between two words

System cannot recognise if there a variation in a pattern

Its applicable only for word to word match

System needs to more time to process

4
Vector
Quantization
Approach

Useful to reduce data It is text dependent

5
Template Base
Approach

It better for small vocabulary
Not applicable for larger Vocabulary

Dif�cult to �nd similar patterns

6
Arti�cial Neural
Network Approach

Useful for larger vocabulary and it can train larger data as well

Easy to implement and can change the size of training data easily

Achieve recognition rates accurately

Required larger amount of data for training

System need more computation power

2.5 Factors Affected in Speaker Recognition System

The performance of the current speaker recognition system is affected by several factors. The

quality of the voice is one of the factors on which the speaker recognition system is mostly

dependent. If the quality of the human voice recording is not good/clear enough, it would

be very dif�cult to identify a speaker [67]. For example, humans take a longer time than

supposed to, to identify a speaker if the speaker's voice is not clear enough to hear.

The other factor is noise. The background noise is one of the most aspects of speaker

recognition where systems accuracy gets affected. Clean samples help systems get better

accuracy than noisy samples.

2.6 Research Gap

Human voice or speech signals contain information about an individual such as speaker

identity, speaker emotion, speaker message content, language, etc. Speaker identi�cation

is a technique for recognizing an individual by her/his voice. Research in this area is

continuing and various developments have been done, but still, accuracy needs to be improved.

Researchers have been trying to increase the accuracy of Speaker Recognition systems. An

accent is one of the features that can help to identify a speaker in only one language. However,
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it is one of the limitations of SR is because different people can speak with different accents

and that it can be challenging for a machine to recognise the speaker as such.

A speaker recognition system needs to learn voice patterns that should be able to identify

a person. Since voice has the characteristics of both physical and behavioural features, feature

extraction is a method of converting speech into features that contains the characteristic

information of a speaker. The current features that have been used in the speaker recognition

systems are language-dependent and accuracy is affected when they speak in other languages.

Therefore, there is a research gap in feature extraction approaches for automatic speaker

recognition systems. The proposed method for the development of an accurate speaker

recognition system is extracting features from speech signals which should be language-

independent, applicable to both text-dependent and text-independent speaker recognition

systems.

Identifying language-independent features of a voice is key to investigating the unique

characteristics of a speaker's voice. To be able to identify the language-independent parame-

ters, one should understand �rstly how human speech works [12, 68]. There are two levels

in human speech: primary level (low level), speech conveys a message through words. A

person listens to her/his conversation, which then helps to analyse their accent to be able to

identify a person. One can design a machine to learn a person's accent to identify a speaker.

However, classi�cation boundaries learned by a system for a particular accent do not work

for other accents. The second level, speech carries speci�c information about a speaker for

recognition by extracting features from voice characteristics such as frequency, volume, and

timbre.

Humans can recognise a speaker by just listening to a few words such as: ”How are

you?”, ”Hello” and their response to identifying a speaker is a few seconds. Sometimes,

humans can predict a speaker's age, gender, and emotion, just by listening to their voice. The

following questions have been raised and answered in the following chapters.

1. How can humans learn, understand, remember and then recognise?

2. How long does humans take to identify familiar and unfamiliar voices?

3. Do humans need to be familiar and/or understand the language to identify a speaker?

4. What are the parameters that would help to identify a speaker?

5. Do phonemes have impact on identi�cation?

6. How much data do we need to recognise a person?

7. Where can we implement speaker identi�cation technology in real world?



Chapter 3

Identi�cation of a Speaker: Familiar and

Unfamiliar Voices

3.1 Introduction

Learning is a necessity that helps in day-to-day life and also prepares us for a better future.

For a person, learning is the most important process to acquire knowledge and improve

intelligence [69]. It is also the main feature of machine learning, which attempts to build on

the learning principle of the human brain and to develop computer intelligence. Machine

learning and human learning have several basic similarities, but the mechanisms of machine

learning can still be improved substantially. For instance, people can learn from very limited

amounts of data when compared with machines and are very adept at inferring patterns in

data or completing missing data. Currently, most machine learning algorithms have been

inspired by certain mechanisms of human learning [70, 71].

In today's world, machines are continuously being developed to make human life easier.

people are often disappointed when machines do not perform the functions, that humans

expect them to do [72]. This is one of the reasons why machines need to be advanced, smarter,

and user-friendlier. Some people believe that humans should make them more like people,

which involves allowing them to learn and respond like humans do [73, 74]. However �rstly,

one needs to understand how a human being thinks and how their brain works. A simple

example is the working of a modern computer; a computer takes an input and produces

an output, however, a human brain is much more complicated and complex, including the

process of creating and storing memories, since there are still unknown aspects about its

actual mechanism of action & even how memories are created and stored [75].
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A human brain is built up of neurons, which are combined into a network that can interpret

information received from the environment. Neurons have a structure called synapses, which

conduct electrical impulses and chemical signals from one neuron to another. These synapses

are responsible for a brain's potential to think and sustain its consciousness [76]. Humans

are good learners, they can learn by themselves own self, e.g. from their own experiences.

The human neural network system as shown in Figure 3.1.

Fig. 3.1 Human Ways of Learning
[77]

Currently, learning is one of the major differences between machines and humans.

Improvement in the learning ability of a machine can produce functions and tasks, similar to

humans. Developing a better understanding of human learning should help achieve enhanced

machine learning. Humans have features that allow them to use all their senses to improve

their knowledge. They not only sense the environment, such as light, touch, sound, but

they also sense and feel emotions, such as anger, hunger, and tiredness. People also have

limitations to their abilities though. For example, they have a hearing range from 20Hz to

20 kHz while dogs have a hearing range of 40Hz to 60 kHz. This chapter will explore the

ability of humans to learn, remember and identify a speaker who is familiar and unfamiliar,

based on their voice.
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Every person has a unique and different voice when compared to other people, which

helps us identify a speaker based on their voice. Some important questions here are, how to

do humans:

1. Recognise and comprehend a particular voice and correlate it to a speci�c person?

2. Remember the voice of a person they meet after a long time?

3. Differentiate between voices of people they meet on a regular basis?

3.2 Methodology

To �nd out how the human brain processes and recognizes different voices, two experiments

were carried out with the help of both male and female participants and a survey was

conducted based on the results obtained, to conclude.

In the �rst experiment, famous movie artist's (English) voices were downloaded from

YouTube. Participants were asked to listen to the audio clip and asked if participants can

recognise them or not. The overall view of the �rst experiment is shown in Figure 3.2

In the second experiment, participants were requested to read a few sentences in English,

at different distances while keeping the microphone in one place.

3.3 Experiment 1: How People Recognise Voices

The �rst experiment is divided into 2 parts; taking into consideration that the time taken

to identify a voice is recorded and compared, the �rst part of the experiment is based on

the participant's familiarity with the voice (of a movie artist), and the second part of the

experiment is based on the participant's familiarity to the language being spoken. There were

100 participants. All participants were over 18 and the range of age lies between 18 to 50

years. 35 Participants lived in the UK and 25 participants lived in India, but English is not

their native language. 50 Participants lived in the UK and had English as their mother tongue.

3.3.1 Identi�cation of a Speaker: Familiar and Unfamiliar Voices in

Known Languages

Before the actual test starts, participants were asked to listen to the audio �les from YouTube

and ensure whether the voices were familiar to them or not. The reason for doing this was to
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Fig. 3.2 Overview of Experiment 1

compare how humans can recognise a person's voice with which they are already familiar or

unfamiliar with.

This experiment was performed in two parts. The �rst part of the experiment was used to

derive and analyse data on familiar voices. Participants were requested to listen to a familiar

movie artist's voice through YouTube recordings, which was the training data set. Then they

were asked to listen to a different recording of the same movie artist, and identify if they

were the same movie artist, or not.

The second part of the experiment was to analyse the data on unfamiliar voices. Partici-

pants were asked to listen to unfamiliar movie artists' voices from YouTube recordings and

memorise the speaker. Once the Participants had listened to the recording, they were able to

recognize whether the movie artist was female or male. Subsequently, they were asked to

listen to a different recording of the same movie artist, and identify if they were the same

movie artist, or not, as shown in Figure 3.3



3.3 Experiment 1: How People Recognise Voices 31

Fig. 3.3 Identi�cation of Familiar and Unfamiliar Voice

Stimuli

Ten male and ten female movie artists' voice samples were downloaded from YouTube. The

voices were recorded from multiple channels such as iPhone and Mac-Book. Voice samples

were divided into a small window size which is 10, 20, 30, 40 sec, and so on.

Procedure

Ten audio �les were downloaded from YouTube for each movie artist and the Audio �les

were each 60 seconds long. The �les contained recordings of movie artists are: Trevor

Howard, Tommy Cooper, Tanner Cruz, James Earl Jones, Windsor Davies, Billie Piper, Julie

Dawn Cole, Morgan Freeman, Tim Curry, Kristen Schaal, Fran Drescher, Holly Hunter,

Scralett Johansson, Mariska Hargitay, James Wood, Jessica Lange, Emma Stone, Kathleen

Turner, Lauren Bacall, Emily Blunt, Carey Mulligan, Helen Mirren, Vera Farmiga, Catherine

Zeta-Jones, Rikcy Gervais, Nina Dorbev, Sara Wayne Callies and Victoria Pedretti and

Elizabeth Lail.

Participants listened to the �les and were asked the following questions:

1. Was the person male or female?

2. Did you recognise the person?

3. Can you recall the persons image when you hear their voice?



3.3 Experiment 1: How People Recognise Voices 32

Recognition of a Familiar voice

Fifty participants were asked to listen to an audio clip of an artist for example Julie Dawn

Cole, Morgan Freeman, etc., they were familiar with, for 60 secs. Then they were asked to

listen to another audio clip of the same artist, and the time taken in seconds for the participant

to recognize the voice was measured in Table A.1.

Table 3.1 The Time Taken by Participants to Recognise a Familiar Voice from a Second
Audio Clip

Recognition of a Familiar Voice

Audio clip of 60 seconds

Measure Time in secondsParticipant

Female Male

1 20 10

2 20 10

3 10 10

4 20 10

5 10 20

6 20 20

7 20 10

8 10 10

9 20 10

10 20 30

11 20 10

12 10 20

13 20 20

14 20 10

15 20 20

16 20 10

17 20 20

18 20 10

19 10 10

20 30 20

21 20 30

22 30 20

23 20 20
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Table 3.1 continued from previous page

24 20 10

25 10 20

26 20 30

27 10 20

28 20 20

29 10 20

30 20 10

31 10 30

32 20 10

33 10 10

34 20 10

35 20 30

36 20 10

37 20 10

38 20 10

39 20 20

40 10 10

41 10 10

42 10 20

43 10 10

44 20 10

45 10 20

46 20 10

47 30 30

48 10 30

49 20 10

50 20 10

According to Table A.1, 65 % of the participants had taken 20 seconds, 32 % had taken

10 seconds and 3 % had taken 30 seconds to identify a female movie artist where they are

already familiar with. On the �ip side, 37 % of the participants had taken 20 seconds, 51 %

had taken 10 seconds and 12 % had taken 30 seconds to identify male movie artists.

On average, to identify a female movie artist, a participant took 17.1 seconds, and the time

is taken by all participants to identify the artist ranged between 10 to 30 seconds. Whereas
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on average to identify a male movie artist, a participant took 16.1 seconds, and the time is

taken by all participants, to identify the artist ranged between 10 to 30 seconds.

Recognition of an Unfamiliar voice

Next, the participants were asked to listen to an audio clip of an artist they were unfamiliar

with, for 60 secs. Then they were asked to listen to another audio clip of the same artist, and

the time taken in seconds for the participant to recognize the voice was measured.

Table 3.2 The Time Taken by Participants to Recognise an Unfamiliar Voice from a Second
Audio Clip

Recognition of a Familiar Voice

Audio clip of 60 seconds

Measure Time in secondsParticipant

Female Male

1 40 60

2 100 50

3 40 50

4 30 40

5 20 50

6 40 20

7 30 30

8 50 20

9 60 30

10 30 20

11 100 70

12 50 40

13 30 20

14 40 40

15 50 60

16 40 20

17 120 50

18 40 20

19 100 50

20 80 40

21 50 20
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22 20 20

23 10 30

24 40 30

25 30 50

26 30 10

27 40 30

28 20 20

29 10 40

30 60 20

31 50 40

32 40 20

33 50 60

34 30 30

35 10 20

36 50 20

37 50 60

38 50 20

39 30 20

40 30 50

41 40 30

42 50 60

43 20 20

44 20 30

45 20 10

46 10 20

47 30 30

48 40 50

49 40 20

50 70 60

According to Table 3.2, On average, participants have taken 37.7 seconds, time range lies

between 10 to 120 seconds and 33.2 seconds, range 10 to 70 seconds to identify an unfamiliar

voice of movie artist female and male respectively. 24 % of the participants have taken 40

seconds, 20 % of them have taken 30 seconds, 8 % 10seconds, 18 % 50, 3 % 60, 03 % 100,

02 % 80, 1 % 70 to 100 seconds to identify a female movie artists. On the other hand, 26 %
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20, 23 % 30, 20 % 40, 09 % 10, 11 % 50, 10 % 60 and 1 % of the participants have taken 70

seconds to identify a male artists respectively, which they are unfamiliar with.

3.3.2 Identi�cation of a Speaker: Familiar and Unfamiliar Voices in

Unknown Languages

The purpose of this experiment was to observe, how much data and time people need to

recognise a person both in familiar and unfamiliar languages?

This experiment was two-fold; �rst, participants were asked to listen to YouTube record-

ings of a movie artist who spoke in a language familiar to the participant, as a training data

set. Then they were asked to listen to a different recording of the same artist in the same

language and time taken to identify if they were the same movie artist or not, is measured. In

this experiment, a hundred candidates have participated. All candidates were over 18 and the

range of candidate's ages lies between 18 to 50 years old. 40 candidates lived in India and 60

candidates lived in the UK, but their mother tongue is not English.

In the second part of the experiment, time is taken to recognise an unfamiliar language

was measured. Participants were initially asked to listen to movie artist's voices speaking

in languages familiar to the participant, as training data. Then they were asked to listen to

an unfamiliar language from the same movie artist and the time take for them to identify

whether it is the same speaker or not, is measured. In this experiment, there were 100 people.

All participants were over 18 and the range of people's age lies between 18 to 50 years old.

30 people lived in India and 40 people lived in the UK, but their mother tongue is not English.

30 people lived in the UK and had English as their mother tongue.

Stimuli

Both male and female movie artist's voice samples were downloaded from YouTube. Ten

male and ten female movie artist voices were recorded from multiple channels such as iPhone

and MacBook. Voice samples were divided into small window sizes of 10, 20, 30, 40 sec,

and so on.

Procedure

Ten audio �les were downloaded from YouTube for each movie artist. The Audio �les

were 60 seconds long. The �les contained recordings of the movie starts such as Kamal

Hassan, Rajni Kanth, Sai Pallavi, Samantha, Raj Shekhar, SP Bala Subramanyam, Chinamayi,

Dhanush, Vijay Devarakonda, Surya, Srinivas Murthy, Vikram, Hrithik, Arijit, Deepa Venkat,

Devi, Katrina Kaif, Naziya, Rashmika Mandanna.
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a)Familiar Person vs Familiar Language

In the �rst part of the experiment, candidates were asked to listen to one movie artist

speaking in 2 different languages that the candidates are familiar with; the �rst language is

the training data and the second language is the testing data.

The �rst participant listens to the training data for 60 secs and then, she/he is asked to

listen to the testing data. Simultaneously, the time taken for the participant to recognise

whether it is the same artist in the testing data or not is measured and noted in the Table 3.3.

Table 3.3 Time Taken to Identify a Speaker Whose Language is Familiar

Familiar Language

Audio clip of 60 seconds

Time taken to recognise a speaker

in an unfamiliar languageCandidate

Female Male

1 40 50

2 40 30

3 50 40

4 60 40

5 40 30

6 30 30

7 60 50

8 40 40

9 20 20

10 10 30

11 10 30

12 40 40

13 30 20

14 20 10

15 10 20

16 10 30

17 10 40

18 40 50

19 30 20

20 60 50

21 40 30

22 30 30
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Table 3.3 continued from previous page

23 10 30

24 20 40

25 40 30

26 30 20

27 40 50

28 10 30

29 50 60

30 60 40

31 70 30

32 10 40

33 50 30

34 40 20

35 10 30

36 50 40

37 40 20

38 30 10

39 50 30

40 60 30

41 40 20

42 30 10

43 60 30

44 50 60

45 40 20

46 20 40

47 10 30

48 10 30

49 40 10

50 30 10

According to Table 3.3, for an artist whose language the candidates are familiar with,

on average a candidate has taken 34.3 seconds to recognise a female artist, and for all these

candidates the range lies between 10 to 80 seconds and on an average, a candidate had taken

29.1 seconds to identify a male artist and the range lies between 10 to 70 seconds, whose

language is familiar with. 24 % of people have taken 40 seconds, 21 % 10 seconds, 19 % 30

seconds, 10 % 20 and 60 seconds, 03 % and 1 % have taken 70 and 80 seconds respectively



3.3 Experiment 1: How People Recognise Voices 39

to identify a female movie artist. On the other side, 28 % of people have taken 30 seconds,

20 % 10sec, 20 % 10, 19 % 40 sec, 8 % 50 sec, 4 % 60 and 1 % have taken 70 seconds to

identify a male movie artists.

b) Familiar Person vs Unfamiliar Language

In the second part of the experiment, participants were asked to listen to two voice

recordings in two different languages; familiar languages were used for training data and

an unfamiliar language was used for testing data, both from the same movie artist. It was

ensured beforehand that all participants were unfamiliar with the language spoken in the

testing data.

Each participant listened to the training data for 60 sec, then they were asked to listen to a

new recording. Simultaneously, the time taken for the person to recognise whether it was the

same artist in the testing data or not, was measured and noted in the Table 3.4. Surprisingly,

even though participants did not have any prior knowledge about the language used in testing,

all of them were still able to recognise the speaker.

Table 3.4 Time Taken to Identify a Speaker Whose Language is Unfamiliar

Familiar Language

Audio clip of 60 seconds

Time taken to recognise a speaker

in an unfamiliar languageParticipant

Female Male

1 100 80

2 120 90

3 120 170

4 110 80

5 20 60

6 130 70

7 120 100

8 60 70

9 50 80

10 50 60

11 40 80

12 120 170

13 130 100

14 120 80

15 140 90
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Table 3.4 continued from previous page

16 80 70

17 70 40

18 120 90

19 90 120

20 130 80

21 120 170

22 60 130

23 170 100

24 40 70

25 40 100

26 20 30

27 40 30

28 20 20

29 40 50

30 50 50

31 110 70

32 70 40

33 90 70

34 130 100

35 50 30

36 60 30

37 70 100

38 90 120

39 100 100

40 60 50

41 70 40

42 80 80

43 60 70

44 50 90

45 100 110

46 130 120

47 40 30

48 50 30

49 20 10
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Table 3.4 continued from previous page

50 20 10

Table 3.4 shows the time takes to identify an artist whose language is unfamiliar to the

participant. According to Table 3.4, the range for the time taken to identify a female artist

lies between 10 to 70 seconds and on average it takes a participant 71.3 seconds to identify

the female artist. The range for the time taken to identify a male artist lies between 10 to 70

seconds and on average it takes a participant 71.7 seconds to identify the male artist.

3.4 Experiment 2: Analysis of Variations of Distance and

Volume of a Speaker

The second experiment was conducted by asking participants to read a given script, at

different positions while keeping the microphone at one place, to observe the volume and

time taken to identify a speaker. This experiment aimed to �nd out whether the volume of a

person speaking into recording equipment affects the time taken to identify the speaker.

3.4.1 Equipment

Table 3.5 Experimental Conditions

Language English and speaker's familiar Language
Recording Equipment Audacity, Scarlett 2i2 studio, Anechoic Chamber
Operating System MacBook Pro
Programming Language Python
Sampling rate 44100
Headset or Headphone Participant Choice

The selected programming language was Python, free to use and widely compatible on

any of the major operating systems such as Windows, iOS, etc. The initial implemented code

was evaluated and compared with other programming tools to check whether Python was

providing the correct results or not. Participants were asked to read the following sentences

in English:

1. The boys enjoyed playing dodge ball every Wednesday.

2. Please give me a call in ten minutes.
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3. I love toast and orange juice for breakfast.

4. There is heavy traf�c on the highway.

5. If you listen closely, you will hear the birds.

6. My father is my inspiration for success.

7. I will be in the of�ce in 10 minutes.

8. I will go to India to meet my parents.

9. Turn the music down in your headphones.

10. It all happened suddenly.

3.4.2 Procedure

The experiment was performed to �nd out whether the distance and volume of a speaker

affected the time taken in the identi�cation of the speaker. The distance the participant was

sitting at, from the recording equipment controls the changes in the volume of a participant

recorded. Hence, the participant was asked to sit at 5m, 10m, and 15m away from the

equipment. At each position, the variations in amplitude and frequency were measured,

which in turn, in�uenced the time taken to identify the speaker. The amount of time taken by

participants is shown in Figure 3.4 .

3.5 Results

Participants recognise female/male voices from the recordings provided. For example, a

female voice sounds different as compared with a male voice. Distinguishing female and

male voices helped participants to reduce the candidate population and achieve the highest

probability to identify a speaker. Visual and audio representation provides the human brain

with a similar pattern as seeing and hearing a person in reality. An audio-visual combination

provides information required to identify a speaker within a limited period. For example, a

child can identify their mother on a phone call by listening to her voice. The audio call alerts

a visual part of the brain. Hence, the audio-visual combination makes it easier to identify the

person.

Participants were not sure about the speaker since it was the �rst time they were listening

to the voices. Participants requested to hear the audio �les a couple of times before they can
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Fig. 3.4 Time Taken to Recognise Who is Speaking

identify a speaker. More than half of the participants were not able to identify a speaker even

after listening to it a couple of times. However, participants can be distinguishing between

female or male voices: Female voices are often softer than male voices. Females also tend to

have a higher pitch and male voices have a lower pitch.

Researchers asked participants which factors helped them to identify a speaker. There

were several reasons given by the participants to identify a movie artist:

1. Some movie artists have a unique way of saying a few words in different movies.

2. Some movie artists have a unique accent in all the movies.

3. Certain movie artists have a distinctive voice; for example, deep voice which makes it

easier to recognise the artist.

4. Several participants correlate the voice of a movie artist with their faces, since they

have already seen and heard the artists in movies.

5. Although some participants were unable to explain how they identi�ed a familiar artist,

the rest of them provided the following reasons.

The experiment on different languages proved that human does not need to understand or

be familiar with the language, used by a speaker, to be able to identify them.

Distance does have an impact to identify a person. Participants had taken less time to

identify a person when the speaker is at 5m away. The results showed that volume and
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distance are not dependent on each other in all cases. Some of the participants had taken the

same amount of time to identify a speaker independent of distance, whereas, others have

taken a long time to identify a speaker when they are at 15m away.

3.6 Summary

To understand how humans are identifying a person, several movie artist's voice samples

were collected and a database of 100 voluntary participants was collected, consisting of

friends, family, university staff, and students. Each participant was asked to listen to an audio

clip of a movie artist and then asked who do they think of talking to. The recording of the

�rst audio clip was used as the training set, and the second audio clip was the test set. The

survey took place in a normal of�ce room, using a normal microphone for the recordings.

Slight echoing and background noise were present in the samples arising from the computer

fans and surroundings. It was observed that the movie artists were listed one by one, female

followed by male or male followed by a female in such a way, as to distract the participant's

attention from the gender of the movie artist. The results indicate that participants took

less time to identify a speaker with who they are familiar, as compared to unfamiliar voices.

However, there was not much signi�cant difference in terms of time taken to recognise them.

The sound of a speaker's voice is ef�cient for the listener to identify a person.

Humans have capabilities in their auditory system that are extreme and exceptional in

terms of identifying voices. For example, “birth babies” can already recognise the voices of

their mothers and a mother can understand what her baby is trying to tell her by listening

to the sound which they make, to convey a message. The reason behind this is that humans

have enough sensory memory, which gives them the ability to listen and recall from speech,

and that includes contextual information about how they expressing the speech. Current

technologies can capture a large amount of data in terms of speech, which can be used for

speech recognition, but not for speaker identi�cation. So far, only humans can identify a

speaker based on their voice with almost 100 percent accuracy.



Chapter 4

Characteristics of a Voice to Identify a

Speaker

4.1 Introduction

Speech is a unique mode of communication among humans. Speech is a complex method of

communication systems when compared with other methods. As humans also use non-speech,

which is non-verbal communication to convey information [78]. Nonverbal communication

not only accentuates the meaning of words but also provides information such as, what kind

of emotional state the person is in. Non-verbal communication provides a higher level of

information, which includes characteristics of a human voice and this chapter will show how

humans can use these characteristics to identify a person.

The human voice is extremely dif�cult for a computer to analyze and recognize [79].

There are two components in human voices: verbal and non-verbal. Human life starts with

non-verbal communication with other people. On average, children under the age of two,

use the production of sounds instead of words to communicate. However, people who

cannot speak use nonverbal communication too. Both children and non-speaking people can

communicate ef�ciently to share information and emotions without using words.

Verbal communication is one of the most common methods used for interpersonal

communication. It uses words to convey information to others and conveys information about

the speaker. Verbal communication often assists with the identi�cation of the speaker too, but

not all the time. Verbal speech includes a speaker's accent, speaking style, and pronunciation,

etc [80]. Typically, individuals can identify a familiar speaker with high accuracy, but humans

use a combination of parameters to identify a person such as a speaker's accent, speaking

style, and pronunciation, etc.
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Table 1 provides the variation of human speech and how the human voice changes in a

different situation.

Table 4.1 Variations of Human Speech

Variation in speech Modulation
Types of Speech Reading a book in a Normal/Angry mode. Giving a lecture in a

classroom

Effects of Audience With Whom They are Communicating With, For Example: Chil-
dren/Parents/Friends/Lectures

Environments Noisy place such as: Traf�c, Noisy-Classroom

Emotional State Happy/Sad/Angry/Excited
Life span Age Gap Differences in Children and Ddults, Teenagers or El-

derly people
Types of voices Rough/Loud/Soft

4.2 Internal Mechanics of Human Voice Production

Identifying language-independent features of a voice is key to investigating the unique char-

acteristics of a speaker's voice. To be able to identify the language-independent parameters,

one should understand �rstly how human speech works. A voice pattern can be considered

as one of the bio-metrics that is unique to an individual in the same way that �ngerprints, iris

pattern and DNA are [81].

4.2.1 Production of a Human Voice

The input for the human voice is air, which passes through the lungs, then through the vocal

folds to produce a sound, as shown in Figure 4.1. This sound is a part of the means of

communication, but it does not help us understand what the speaker is trying to convey.

Sound is carried through the vocal tract, (combination of mouth, lips, and tongue) which

acts as a �lter, making sound understandable when it leaves the lips. The average vocal tract

length for males is 17cm and 14cm for females [82].

4.2.2 Characteristics of a Human Voice

Humans can identify a speaker in a wide variety of situations. For example, imagine someone

is sitting behind you. You can hear, but cannot see, them and cannot understand what they
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Fig. 4.1 Human Overall Voice Production

are talking about since you do not know the language they are talking in. However, you

have enough data to build a picture of the speaker, which includes their gender, approximate

age, and even their emotional state. The question is though, what information is required to

identify the speaker? To identify a speaker, one should be able to recognize the individual

pattern of their voice.

There are three principal characteristics of a human voice: frequency, timbre, and volume,

as shown in Figure 4.2. The frequency of a voice depends on the number of vibrations of

the vocal cords per second. The vocal cords of men, who are perceived to have a lower

number of vibrations per second, normally operate between 100-130 vibrations per second.

On the other hand, the vocal cords of women, who are perceived to have a higher number

of vibrations per second, normally operate between 180-220 vibrations per second [83, 84].

The second characteristic, the timbre, distinguishes sounds that have the same frequency

and loudness (volume). Timbre is also called tone colour or tone quality. For example, each

musical instrument has a different timbre, which is represented by comparing harmonics that

are present besides the fundamental frequency [85]. Lastly, the volume or amplitude of a

voice is the vibrations that affect loudness [86]. The higher the amplitude of the vibrations,

the larger the amount of energy carried by the wave & thus the louder it is. The units of

volume are measured in decibels (dB). Volume relates to how the waves, produced by the
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Fig. 4.2 Characteristics of Human Voice

vocal cords, are ampli�ed within the body based on factors such as the speakers' mood, with

whom the person is conversing, the context of the conversation, how much physical effort

the person is putting into it and so on [87, 88].

4.3 A Preliminary Study of Human Voice Characteristics

The experiment was conducted and 100 participants were involved; 35 female and 65 male,

ages ranging from 20 to 40 years old. 30 participants are native English speakers and others

are from different countries namely Egypt, India, Germany, France, Ethiopia, Saudi Arabia,

Sri Lanka, etc. A script was developed for participants to read a list of sentences.

The script below shows a sample of what participants were asked to read, which was

recorded for the study.

1. The boys enjoyed playing dodge ball every Wednesday.

2. Please give me a call in ten minutes.

3. I love toast and orange juice for breakfast.

4. There is heavy traf�c on the highway.
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Fig. 4.3 Voice Characteristics

5. If you listen closely, you will hear the birds.

6. My father is my inspiration for success.

7. I will be in the of�ce in 10 minutes.

8. I will go to India to meet my parents.

9. Turn the music down in your headphones.

10. It all happened suddenly.
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4.3.1 Initial Analysis

An ideal voice recognition system should aim to generate voice patterns that are independent

of the language spoken. Only the participant's voice should be required to provide input to

the voice recognition system for testing and development purposes, i.e. no other constraints

such as a speci�ed language or content. A consent form was prepared for the participants,

explaining the purpose of the research, and participants were asked to go through the form

before recording was started. All participants were older than 20 years of age and understood

the English language. Participants were asked to read out a prepared script, which consisted

of ten sentences that included all phonemes in the English language.

4.3.2 Frequency Analysis

Spectrum analysis transforms a sound wave into the frequency domain. The sound of a

voice is created from vibrations produced by a person's vocal folds. But, the voice from

vocal folds needs to be �ltered to be understandable. The �lters in the voice production are

nothing but vocal tract/resonators. The sound from the vocal folds is had to pass through

by vocal tract, or else humans can't hear the sounds from the vocal colds on their own. The

resonators are responsible for producing a unique voice for every individual. By applying

Fast Fourier transform (FFT) to a participant's voice recording, the fundamental frequency

has been observed for each participant and noted in the Table B.1.

Table 4.2 Analysis of Fundamental Frequency of People's Voices

Participant
Mean. Freq

(Hz)

Median. Freq

(Hz)

Min Freq

(Hz)

Max Freq

(Hz)

1 223.16 231 192 239

2 580.83 587 520 604

3 533 533 515 558

4 441 441 434 448

5 128.83 128.83 121 142

6 118.16 120 109 126

7 136.5 136.5 133 139

8 130.33 129 123 139

9 571.66 575 534 616

10 213.66 213.66 179 235

11 162.66 163 156 167

12 214 220 184 225
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13 119.83 119.83 101 141

14 120.16 120.16 110 130

15 138.33 140 110 155

16 452 452 403 479

17 221.83 223 200 237

18 265.33 259 243 293

19 225.33 225.33 203 251

20 224.16 224.16 199 240

21 227.16 227.16 191 249

22 261.16 259 252 275

23 177.16 177.16 143 223

24 144.5 144 140 156

25 240.33 240.33 228 252

26 258.66 249 225 339

27 262.16 262.16 245 286

28 111 113 90 119

29 141.33 142 119 160

30 126.83 126.83 110 142

31 335.5 335.5 311 369

32 335.16 335.16 314 378

33 376.83 376.83 330 402

34 241.5 241.5 220 261

35 251.16 251.16 227 285

36 226.83 226.83 201 256

37 224.83 224.83 191 268

38 149.5 137 113 260

39 431.33 408 403 486

40 129.66 127 139 123

41 180.66 170 142 223

42 142.66 145 109 164

43 163.66 163.66 131 198

44 247.83 247 217 288

45 166 160 149 196

46 430.66 430.66 420 440
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47 518.83 520 472 552

48 545 545 504 591

49 255.33 255 247 266

50 421 453.5 421 488

4.4 Potential Characteristics for Speaker Recognition

So far researchers have been explored the possibility of recognising a person from their

fundamental frequency, but what if two participants have the same frequency range? What

are the other parameters that one has to consider to identify a person?

4.4.1 Fundamental Frequency

Frequency range values have been observed from Spectral analysis. Each person has a speci�c

frequency range for their Fundamental frequency, by looking at the frequency range, one can

eliminate people whose Fundamental frequency falls outside of any observed readings.

Minimum and maximum fundamental frequencies for all participants shown in Figure

4.4. For example, let say a participant frequency is 100 Hz, one can eliminate the people who

do not fall under the 100 Hz frequency range, with this one can eliminate on average 40 to

50 % of the population from a database.

4.4.2 Speech Rate

Speech rate is another factor to be considered to identify a speaker. People communicate with

each other at different speech rates [84]. An experiment was conducted where participants

(speaking in the English language) were recorded 6 times, in a noiseless room.

100 participants were requested to read a script as mentioned in the 4.3. Their speech

rate was calculated as the number of words per minute, as shown in Table B.2

Table 4.3 Participants Speech Rate was Observed

Participant
Min SR

(WPM)

Max SR

(WPM)

Mean SR

(WPM)

Median SR

(WPM)

1 98 110 104 103

2 110 120 113.83 113

3 106 118 113 113
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Table 4.3 continued from previous page

4 118 134 126.83 127.5

5 110 135 121.33 120

6 92 100 96.66 97

7 110 135 121.11 120

8 126 135 129.83 128.5

9 100 120 112.5 112.5

10 140 142 140.83 140.5

11 110 135 111.83 111

12 108 120 113.83 112.5

13 106 118 111.66 111

14 125 134 129.83 129

15 110 135 121.33 120

16 126 134 129.5 128.5

17 145 150 148.83 150

18 135 140 137.16 136.5

19 125 126 125.16 125

20 115 130 121.33 120

21 90 95 92 91

22 135 138 136.66 136.5

23 126 150 144.83 149

24 128 132 129.66 130

25 140 140 140 140

26 90 98 93.33 93.5

27 115 120 117.66 116.5

28 128 132 130 130

29 100 106 101.83 100

30 110 115 111.83 111.5

31 140 145 141.5 141

32 124 135 129.33 129.5

33 120 140 128.83 127.5

34 90 100 94.66 95

35 110 140 121.16 117.5

36 100 105 101.5 101

37 145 150 148.16 149.5
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Table 4.3 continued from previous page

38 110 118 114.16 115

39 130 140 136.66 137.5

40 125 135 129.33 128.5

41 120 133 127.66 129

42 100 140 110 100

43 124 129 125.5 125

44 130 138 132.83 133

45 125 130 127.83 128.5

46 130 137 132.5 131.5

47 140 143 141.5 141.5

48 90 96 93.16 93.5

49 121 130 125.33 125

50 110 120 115.33 115

Speech rate involves both physical and psychological characteristics of a person, such as

their: gender, age, emotional state, and movement of lips, and tongue, etc [17]. Speakers can

change their speaking rate if they would like to do so. However, changes in speech rate can

happen without a speaker's knowledge, because speakers cannot always control the way they

are speaking. The following factors impact the speech rate of a speaker and perception of a

listener as shown in Figure 4.5.

Natural (relaxed) Speaking Rate:

This is the rate of speech that people use to communicate with their family, close friends, and

people with whom they spend more time. Culture plays an important role and it is where

a person's natural speaking rate develops. Even geographical locations can have a major

impact on the speaking rate. For example, different locations within the same country often

have different speaking rates.

Impact of Behaviour:

The most common impact of behaviour on speech rate is when strangers communicate with

each other. Individuals present emotions such as nervousness, and reluctance when they

converse with unfamiliar people. For example, presenting in front of an audience for the �rst

time is always nerve-wracking, causing speech rate to be faster or slower rate than usual.
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