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ABSTRACT Diabetic Retinopathy (DR) is a highly prevalent complication of diabetes mellitus, which
causes lesions on the retina that affect vision which may lead to blindness if it is not detected and diagnosed
early. Convolutional neural networks (CNN) are becoming the state-of-the-art approach for automatic
detection of DR by using fundus images. The high-level features extracted by CNN are mostly utilised for the
detection and classification of lesions on the retina. This high-level representation is capable of classifying
different DR classes; however, more effective features for detecting the damages are needed. This paper
proposes the multi-scale attention network (MSA-Net) for DR classification. The proposed approach applies
the encoder network to embed the retina image in a high-level representational space, where the combination
of mid and high-level features is used to enrich the representation. Then a multi-scale feature pyramid is
included to describe the retinal structure in a different locality. Furthermore, to enhance the discriminative
power of the feature representation a multi-scale attention mechanism is used on top of the high-level
representation. The model is trained in a standard way using the cross-entropy loss to classify the DR
severity level. In parallel as an auxiliary task, the model is trained using the weakly annotated data to detect
healthy and non-healthy retina images. This surrogate task helps the model to enrich its discriminative power
for distinguishing the non-healthy retina images. The proposed method when implemented has achieved
outstanding results on two public datasets: EyePACS and APTOS.

INDEX TERMS Diabetic retinopathy, image classification, artificial intelligence, multi-scale, convolutional
neural network (CNN), attention mechanism.

I. INTRODUCTION
In the healthcare field, early diagnosis of many diseases
results in more effective treatment. Recently, diabetes and its
impediments are becoming a widespread disease all over the
world. In the body of a diabetic person, impairment of insulin
secretion and resistance to the action of insulin causes an
increasing amount of glucose in the blood [1]. This disease
affects different parts of the human body such as the heart,
nerves, kidneys, and retinas [1]. The retina is the innermost
layer of the eye which lines the posterior part of the eye
excluding the area of optic nerve. The function of the retina is
to process visual information by transferring the light through
neural signals and coordinating with the brain [2]. The retina,
like all parts of the human body, receives blood nourishment
through the micro blood vessels. It is necessary to retain the
level of blood sugar with the uninterrupted blood flow [3].
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The tiny blood vessels can be damaged by the high blood
sugar level, even in the prediabetes stage. A complication of
diabetes may cause the blood vessels of the retina to swell and
leak fluids and blood, which is called Diabetic Retinopathy
(DR) [4], [5]. DR is a diabetic eye disease that is the most
prevalent microvascular complication among patients with
diabetes mellitus. DR can be classified into two groups of
non-proliferative (NPDR) and proliferative (PDR). NPDR is
characterised by lesions such as microaneurysms (MAs) and
exudates, while neovascularization of weak blood vessels is
the hallmark of PDR. DR may lead to loss of vision and it is
known as one of the most common aetiologies of permanent
blindness of humans [6], [7]. As per statistics cited in 2019
[8], there were about 463 million diabetic patients in the
world and almost 30% of them are suffering from DR. The
blindness rate of DR is increasing each year, which makes it
one of the leading causes for blindness in near future. With
early diagnosis and treatment, it is possible to prevent further
progression and savemany people from permanent blindness.
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DR can be detected by examining the appearance of some
types of lesions of the retina, i.e., microaneurysms (MA),
haemorrhages (HM), soft and hard exudates (EX).

DR is divided into five different grades: no DR (Class 0),
mild DR (Class 1), moderate DR (Class 2), severe DR
(Class 3), and proliferative DR (Class 4). Figure 1 shows the
sample retina images for each class.

The early stage of DR is mild DR in which the formation of
MA can be detected. In the moderate stage, swelling of blood
vessel can be observedwhich results in blurred vision. During
the severe stage, the abnormal growth of blood vessels can be
found and a large number of blood vessels are blocked. The
advanced stage of DR is proliferative. In this stage, retinal
detachment along with a large retinal break can be detected.
This stage results in complete vision loss. It is essential to
screen the retina of a diabetic patient regularly since there are
no early warning symptoms for DR. Nevertheless, the manual
grading of DR needs a laborious and is a time-consuming
task, i.e., fundus examination after mydriasis of the patient,
and it is quite expensive.

By employing some automatic DR identification, many
people can benefit from early diagnosis of this disease. In the
past years, Computer-aided diagnosis (CAD) systems have
been widely studied in healthcare applications. To reduce
the cost of regular screening, the technology of capturing
colour fundus images is exploited. Many machine learning-
based methods have been proposing to address issues in
DR Classification. These approaches help the expert to dis-
tinguish patients who require a further referral from those
who are classified as low-risk by an automatic screening
of retina images. Early work in this field of research was
based on handcrafted features. In those approaches, retina
features such as vessel enhancement, optic disk detection,
and lesions segmentation have been extracted from the input
images and a classifier (e.g., Support VectorMachine (SVM))
was utilised to categorise the images [9], [10]. Recently,
deep learning-based neural networks, particularly convolu-
tional neural networks (CNN) have achieved great success
in all areas of medical image processing [11]–[13]. These
networks are able to detect complex patterns by extracting
powerful features. These features have been extracted by
utilising many filters which exploit the natural structure of
the data. Among all deep networks, CNN based ones have
been most successful for DR grade classification [14], [15],
[17], [19]. Noushin et al. [14] proposed a two-step CNN for
segmenting MAs in the input retinal scans. Li et al. [15]
proposed a method based on Deep CNN (DCNN) for the
identification of DR, in which fractional max-pooling was
employed to derive more discriminative features. The fea-
tures were then classified by SVM. Tan et al. [16] employed
CNN to detect exudates, MAs, and HEMs. For detecting
MAs and filters false positives, Hatanaka et al. [17] utilised
a two-step DCNN. Gargeya and Leng [18] exploited CNN
for extracting features from images, which were then fed
to a tree-based model that classifies binary DR. Gulshan
et al. [20] used inception-v3 to detect DR grades. A main

challenge on the fundus images is that most parts of the
retina images are irrelevant to the DR while some parts
of the input image have more influences on the final label
of an image. Most of the CNN approaches employed for
DR classification, process the input data without considering
this fact. To address this problem, this paper proposes using
a Multiscale Spatial Attention network (MSA-Net) for DR
classification in which a multi-scale attention mechanism is
inserted on top of the high-level representation. The multi-
scale helps the network to learn where to look for retina dam-
ages and scale the representation space. To produce multi-
scale representation, the idea of Atrous convolution has been
employed. Then the attention maps produced by the attention
mechanism have been utilised to focus on more informative
parts of the multi-scale feature representation. The model
has been trained using both supervised data and weakly
annotated data to boost the classification performance. The
proposed method has been evaluated on the EyePACS and
APTOS public datasets. The experimental results demon-
strate the effectiveness of the proposed method compared
to other methods. The proposed method has the following
contributions:

1- Multi-level feature encoding structure is considered to
include both local and semantic features.

2- A deep neural network architecture with multi scale
attention mechanism on top of the high-level fea-
ture representation is proposed to improve and
scale the discriminative power of the representation
space.

3- Boosting performance with multi-task learning.
4- State-of-the-art performance on two public datasets.

The remainder of this paper is structured as follows.
An overview of the related work is discussed in Section II.
The proposed method is presented in Section III. Section IV
shows the experimental results and evaluates the proposed
method with respect to different metrics. Finally, the conclu-
sions are presented in Section V.

II. RELATED WORK
Manual detection of DR images had many problems. Lack
of expertise (professional ophthalmologists) and expensive
experiments cause many problems for patients in undevel-
oped countries. Therefore, automated processing techniques
have been developed to simplify access to accurate and rapid
diagnosis and treat the patients at early stages to prevent
blindness. In recent years, machine learning models that
focused on analysing eye fundus images, have managed to
attain accurate automatic DR classification. Many efforts
have been made to establish faster and cheaper automatic
approaches [18]. Therefore, these approaches have become
more efficient than manual ones for all human beings. The
research background of DR classification can be divided into
two groups of old handcrafted approaches and modern deep
learning-based ones. These methods are discussed in more
detail as follows.
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A. HANDCRAFTED APPROACHES
Previous automatic DR frameworks strongly depend on
the variables manually measured, i.e., handcrafted features.
Akram et al. [21] proposed a hybrid structure of Gaussian
MixtureModel (GMM) and Support VectorMachines (SVM)
for DR classification. The authors then improved that method
by augmenting the feature set with shape, intensity, and
statistics of the affected region [22]. Adal et al. [23] utilised
several intensity and shape features to capture the changes
in red lesions and then classify the DR grade by employing
SVM. K-nearest Neighbour (KNN) algorithm classifies test
data based on their distance in the feature space to the K
training samples. Tang et al. [24] utilised KNN for classifying
the haemorrhages candidate from DR. To do that, the author
first segmented the retinal images into splat partitions, and by
applying some filters, they then selected some optimal fea-
tures. These features were used as the input to the classifier.
KNN has worked well in many cases, however, this algorithm
has some computational efficiency and generalisability prob-
lems. Random forest is another classifier that has been used in
many DR classification approaches. It includes an ensemble
of trees that are trained based on random subsamples of
the training set. In each node of a tree, an optimum feature
is selected based on its entropy to classify the remaining
training samples. Zhang et al. [25] exploited random forest
as a binary classification to separate lesions from non-lesions
in retina images. The random forest has been successful in
many classification approaches, nevertheless, when there is
not a clear class distinction in data (e.g. mild and moderate)
the algorithm may fail. A genetic algorithm-based feature
extraction method [26] and AdaBoost [27] have been also
employed in this field of research. The main problem with
all the handcrafted features that they need a heuristic feature
extraction stage. The manual feature extraction may not work
well in more complex tasks. Therefore, with the emergence of
deep learning-based approaches, researchers moved to utilise
deep feature-based models for DR classification.

B. DEEP LEARNING APPROACHES
Deep neural networks are a new branch of machine learn-
ing tools. These networks consist of a set of consecutive
convolutional layers to learn both features and classifiers
together. In medical image analysis, the most popular and
effective deep learning methods are convolutional neural net-
works (CNN). The performance of these networks signifi-
cantly depends on the size of the training data. CNN includes
three kinds of layers, i.e., convolutional, pooling, and fully
connected layers. Each convolutional layer contains several
filters that are convolvedwith the input data to extract features
from the input data. Pooling layers are used to reduce the
input data size. The fully connected layers are also employed
to produce compact feature sets. Quellec et al. [28] utilised
a heat map optimization scheme to introduce a system for
identifying DR by employing a deep convolutional neural
network (CNN) and automatically detect lesions in retinal

images. Zeng et al. [29] trained inception-V3 with met-
ric learning techniques to classify the colour retinal fun-
dus photographs into two grades. In [18] a residual CNN
was used for the assessment of glaucoma. For classifying
DR, after a pre-processing step, the fundus images are fed
to the network to learn discriminative features, similar to
[30]. Gulshan et al. [20] introduced a fundus image dataset
with about 128 thousand images and utilised inception-V3 to
detect DR and diabetic macular edema. Bodapati et al. [31]
proposed a multi-modal fusion module by combining multi-
ple pre-trained CNNs a multi-modal fusion module to extract
discriminative features. The authors employed the VGG16
model to learn the lesions, and Xception to learn the global
representation of the images. Kassani et al. [32] introduced a
modified version of the Xception model for classifying DR.
They insert a deep layer aggregation that receives multilevel
features from different convolutional layers in the Xcep-
tion model. The extracted features were then classified by
a multi-layer perceptron (MLP). Jain et al. [33] evaluated
the performance of three networks: VGG16, VGG19, and
InceptionV3 for both binary and 5-class DR classification.
The authors employed different data augmentation strategies
to balance the input data. Their results demonstrate that the
best performance was achieved by the network with a larger
number of convolutional and pooling layers, i.e., VGG19.
Hagos et al. [34] exploited the idea of transfer learning with
the InceptionV3model for small dataset. The authors used the
cosine loss function with an SGD optimiser. A Siamese-like
structure was employed for DR classification by receiving
binocular (two fundus images corresponding to the left eye
and right eye) fundus images as inputs [29].

Pratt et al. [35] utilised different data augmentation
approaches to enrich the size of input data to about
80,000 samples for training a CNNmodel. A microaneurysm
detection system was introduced by Haloi et al. [36] for DR
detection. The authors used a deep neural network (DNN)
to identify microaneurysm from the original input without
any pre-processing steps. The OCTD-Net [37] was proposed
for DR detection in its early stages. OCTD-Net consists
of two networks. The first network extracts features from
the original optical tomography (OCT) images and the sec-
ond one is used for extracting retinal layer information.
Poplin et al. [38] proposed a DNN model for predicting car-
diovascular risk factors from the retinal fundus photograph.
Mateen et al. [39] first extracted features from different lay-
ers of a pre-trained VGG19 model, and then in order to
avoid overfitting, the authors applied Principal Component
analysis (PCA) and singular value decomposition (SVD)
to reduce the feature dimension. Vo et al. [40] introduced
a DR detection model by combing kernels with multiple
losses network (CKML Net) and VGG Net with Extra Ker-
nel (VNXK). Dai et al. [41] integrated a multi sieving CNN
framework with an image-to-text mapping scheme to detect
microaneurysms from fundus images. The authors used the
image-to-text mechanism as a clinical report. A challenge
in retina images is that these images contain more irrelevant
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information rather than relevant ones (microaneurysmswhich
are critical for ophthalmologists). Wang et al. [42] proposed
Zoom-in-Net to classify DR. The Zoom-in-Net generates sus-
picious areas by employing an attention mechanism. Another
bilinear learning strategy [43] with an attention mechanism
was also utilised for DR classification. The authors employed
an attention approach to boost the meaningful features while
suppress the weak ones.

III. PROPOSED METHOD
In this section, the proposed method is presented in more
details. The general diagram of the proposed architecture is
depicted in figure 2. In the proposed architecture, first, the
pre-processing approach applied to the input image to nor-
malise the retina image and reduce the illumination and intra-
class variation effect. The pre-processed images were then
fed to the MSA-Net to estimate the DR severity level. The
MSA-Net consists of four blocks: the encoder block which
encodes the input retina image into a high-level representa-
tion space, multi-level and multi-scale feature representation
block, a Multi-scale attention mechanism, and finally the
decoder block to generate the DR score. In the following sub-
sections, each block is discussed in more details.

A. PRE-PROCESSING
The retina fundus images are usually collected from differ-
ent clinics, captured by different devices. Therefore, they
have considerable intensity variation. Like [32], in order to
optimise the training process, a pre-processing step was per-
formed in this approach. The input images were first resized
to 512×512 based on their aspect ratio by using bicubic inter-
polation. These images were then cropped from the centre to
320 × 320 pixels such that each retinal circle is located at
the centre of the image. The approach introduced by Graham
[44] was employed to improve the clarity of blood vessels and
lesion areas. To do that, the black pixels of the input images
were first removed. Next, a min-pooling filtering approach
was employed to normalise the images as [44] (1):

Ic = αI + βG (ρ) ∗ I + γ (1)

where ∗ is the convolution operation, I denotes the input
image, and G (ρ) denotes the Gaussian filter with a standard
deviation of ρ. Pre-defined parameters are also used: α; β;
γ . to remove feature bias and achieve uniform distribution
across the dataset, the intensity values of cross channels of
all images of the dataset have been normalised to [−1, 1].
Figure 3 shows the sample of pre-processing results, which
results in the normalised retina images.

B. RESNET AS ENCODER
The first part of the network is the encoder part. As it can
be seen in Figure 2 the ResNet architecture was used as the
encoder in the proposed network. Hypothetically, by increas-
ing the number of layers in a deep network, the performance
of the network should be improved. However, there is a
problem in the deep networks, called vanishing gradients. The

FIGURE 1. Sample of retinopathy images for different grades. In order
from the top left to the bottom right, grade 0-4.

ResNet has been proposed to solve this problem by using
short connections, i.e., direct connections between the output
of each layer with the input of the adjacent layer. The network
learns the residuals. Since this network is relatively easy
to optimise, the accuracy can be increased by adding more
layers. The first layer of the network is a 7∗7 convolutional
layer. The network then consists of 4 stages. The first to the
fourth stages include 3, 8, 12, and 3 residual blocks, respec-
tively. At the end, the network has an average pooling layer.
It is worth mentioning that the ResNet structure was used
without any fully connected layers as the encoder of MSA-
Net. Mathematically the encoder model G with parameters
θ1 in the proposed network takes the retina image I and
generates the representation tensor Fenc (equation 2):

Fenc = G (θ1; I ) (2)

C. MULTI-LEVEL & MULTI-SCALE REPRESENTATION
The encoder part extracts features through a consecutive
residual blocks. The extracted features close to the input
images have higher resolution and therefore they have
more information about the local features while the features
close to the last layer include more semantic information.
To include both kinds of information in the next steps, multi-
level features were combined, i.e., mid-level and high-level
features. Since these features have different spatial resolution,
a scaling mechanism was employed to make them evenly
sized (semantic learning in figure 2). A concatenation of these
feature sets was then fed to an Atrous convolution to extract
information with different scales. The Atrous convolution
applies convolutional filters with different field of view sizes.
Using a small field of view for extracting helped the network
to encode more local information. On the other hand, more
global information was taken into account with larger image
context [11]. The produced multi-level and multi-scale repre-
sentation encodes the input image in a compact representation
space, which is capable to learn diabetic signs with different
scales, locality and severities.

D. MULTI-SCALE ATTENTION MECHANISM
Depending on the DR severity level, the structure of the retina
can be deformed. This deformation can cause special damage
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FIGURE 2. Structure of the proposed MSA-Net for DR classification. The MSA-Net utilised the multi-level and multi-scale
representation to encode high-level representation. Further, it applied a multi-scale attention mechanism to scale the
discriminative power of the representation space.

FIGURE 3. The pre-processed retina images resulted from the
pre-processing algorithm.

FIGURE 4. Multi-scale attention mechanism proposed in MSA-Net.

to the retina fundus. In order to classify such damage, the lit-
erature work used the high-level representation achieved by
the deep CNNmodel. Although, the high-level representation
is capable of distinguishing different classes, its effective-
ness for precisely detecting the damage is limited due to the
scarcity of diabetic patterns. To increase the discriminative
power of such representation, the proposed method included
the attention mechanism on top of the multi-scale represen-
tation. The objective of the attention mechanism is to learn
where to look for retina damages and scale the representation
space. In other words, the attention mechanism in the MSA-
Net model highlights the diseased parts in the retinal image
with less emphasis on the normal regions. Figure 4 illustrates
the proposed attention mechanism.

In the proposed MSA-Net structure, the attention mecha-
nism is a series of convolution layers applied to the multi-
scale representation. More precisely, at first, the point-wise
convolution applied between the pyramid representations to
form a compact representation:

AH×W×64 =
(
FH×W×4Call ∗ Kpw

)
(3)

where A shows the attention tensor, F represents the rep-
resentation tensor generated by the multi-scale block and
Kpw shows the point-wise convolution kernel. The gener-
ated compact representation was then fed to the series of
convolution to generate the attention map AH×W×1. The
obtained attention map was then multiplied with the high-
level representationFH×W×C to scale the representation. The
sigmoid σ activation function was included to normalise the
output in range [0, 1]. Finally, the global representation was
obtained using the global average pooling (GAP) of the final
representation. The final representation was normalised using
the GAP information of the attention map. Thus, the model
generated the final representation vector F as:

F1×1024
=
GAP(σ (FH×W×C � AH×W×1))

GAP(AH×W×1)
(4)

where� shows the point wise multiplication. It is worthwhile
to mention that the learnable parameters for the multi-scale
and attention blocks were determined as θ2. The atten-
tion mechanism implemented in the MSA-Net architecture
improves the model learning and contributes towards boost-
ing the accuracy of retinal images classification based on DR
severity level, since it considers the outputs of the previous
layers with varying importance. This distinguishes the pro-
posed model from standard neural network models that do
not consider variation.

E. DECODING AND TRAINING
The decoder block in the proposed method consists of fully
connection layers for mapping the features vectors to the

54194 VOLUME 9, 2021



M. T. Al-Antary, Y. Arafa: MSA-Net for DR Classification

desired outputs. In this paper, two objectives are defined as
follows:

DR classification: The main objective of the proposed
network is to classify the retinopathy images; thus, the loss
function is defined L(θ, ϕ.) as a classification loss for model
with encoder + attention parameters θ = θ1 ∪ θ2 and the
classification branch parameters ϕ. The cross-entropy loss
is utilised between the predicted class and the true class.
In addition, in the loss function L(θ, ϕ; .), the non-trainable
weight is included to scale the importance of each class loss
on the final loss values. The objective of this weighted loss
is to control the effect of unbalanced samples on the training
process.

Healthy and non-healthy retina: as an auxiliary task, the
model was trained to classify the retina fundus images as
either healthy or non-healthy. Since the ultimate objective of
automatic retinopathy detection is to assist the ophthalmolo-
gist/hospitals and reduce the monitoring burden, this objec-
tive is designed to help the doctor in recognising retinopathy.
Besides that, annotating the healthy and non-healthy without
precise DR score is much easier than precise scoring for the
doctors. Thus, this weak annotation can be provided in easier
fashion. Given the fact that such a dataset can be available,
it is aimed to include this dataset in the training process
to increase the main objective’s performance. The auxiliary
task was trained with parameters L(θ, ω; .) using the cross-
entropy loss function.

The network was trained for 100 epochs with Adam opti-
misation with batch size 4 and learning rate 10−4. Also,
the geometrical data augmentation techniques like flipping,
rotation and scaling were included in the training process to
avoid overfitting.

IV. EXPERIMENTAL RESULTS
The proposed network was evaluated on two public datasets,
namely EyePACS, APTOS. This section discusses further
the details of the datasets, performance measuring metrics,
experiment setups, and visual results.

A. DATASET
Two public datasets EyePACS and APTOS were utilised in
the experimental results. In the following subsection more
details about these datasets and the used setting are provided.

1) EYEPACS KAGGLE
EyePACS published Kaggle dataset [45] for a competi-
tion and to facilitate the researchers without any cost. This
dataset is a well-known dataset that has been widely used
for the detection of DR. The data is a challenging one since
the images vary by camera, eye polarity (left/right), inver-
sion or view, and noise-like artifacts and exposure issues.
It includes a total number of 88,702 retinal fundus pho-
tographs. The train set contains 33,566 fundus photographs
with 5 classes, where 0 represents no disease and 4 represents
the highest severity level of the disease. Kaggle EyePACS
test set has more than 50,000 retinal images for which there

FIGURE 5. A sample of retinopathy images from EyePACS data set [36].

FIGURE 6. A sample of retinopathy images from APTOS data set [37].

are no ground truth labels. In experiment, similar to [29],
the annotated dataset was divided into a training and test set,
where the test set contains 10% of each class. Figure 5 shows
sample of retina images from this dataset which shares a high
variation inside the dataset.

2) APTOS KAGGLE
The APTOS dataset [46] is a large dataset of retinal images
which have been taken using fundus photography under
different imaging conditions. The dataset consists a total
of 3662 retina images collected from multiple clinics from
Aravind Eye Hospital in India. The fundus images included
in this dataset are categorized into five classes: No DR (Class
0), Mild DR (Class 1), Moderate DR (Class 2), Severe DR
(Class 3), Proliferative DR (Class 4). Figure 6 shows sample
of images from the APTOS dataset. In this dataset, the class
distribution is highly imbalanced, i.e., 49%, 10%, 27%, 5%,
and 8% of images belong to normal, mild, moderate, severe,
proliferative DR, respectively. The same setting was followed
as in [32], which used 10% of the labelled samples as a test
set and the rest for the training purpose.

B. METRICS
The performance of the proposed method is compared to
other approaches using the following metrics: accuracy, sen-
sitivity, specificity, area under ROC curve, F1 score, and
Kappa score. These metrics are mathematically calculated as
follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

Sensitivity =
TP

TP+ FN
(6)

Specificity =
TN

TN + FP
(7)

F1 =
TP

TP+ 1
2 (FP+ FN )

(8)
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Kappa = 1−

∑
i,j
wi,jOi,j∑

i,j
wi,jEi,j

(9)

where true positive (TP) shows the number of samples that are
correctly classified as the positive class, true negative (TN)
indicates the number of samples that are correctly classified
as the negative class, false positive (FP) is the number of
samples which has the original negative label while they are
classified as positive class, and false negative (FN) shows the
number of instances belonging to the positive class, but are
predicted as negative class. In the Kappa equationO,EandW
are the N × N matrices where the O is the confusion matrix,
E shows the expected rating and W is the weight matrix
calculated based on the difference between the ground truth
and the predicted value. The ROC curve is plotted with true
positive rate (as x-axis) against the false positive rate (as
y-axis). AUC is calculated as the area under this curve.

C. EVALUATION
The proposed deep model was evaluated on both EyePACS
and APTOS datasets for DR classification. The model was
trained to classify the DR score in form of multi-class classi-
fication. Accuracy, sensitivity, specificity, Kappa and F1met-
rics were utilised to compare the proposed method with the
literature work. The performance of the proposed method on
healthy and non-healthy retina classification is also reported.

1) APTOS KAGGLE RESULTS
Following the literature work onDR classification onAPTOS
dataset, the labelled samples were divided into a training and
test set using the same setting mentioned in [32]. In order
to provide a comprehensive comparison results, the well-
known deep structures such as Inception v3, MobileNet,
VGG and Resnet models were also trained with transfer
learning. To this end, in each model we modified the last fully
connection layer to the five nodes and themodels were trained
for 100 epochs on the same setting. The baseline models’
results are similar to the results mentioned in [32]. Table 1
shows the comparison results for the APTOS dataset.

According to table 1, the proposed method outperformed
literature work under the same setting. For the best base-
line model (VGG) the accuracy metric was improved by
4.59% and comparing to the recent method modified Xcep-
tionmethod [32] 1.51% accuracy improvement was achieved.
In addition, the proposed method outperformed both blended
[31] and hybrid [47] methods where these methods used a
combination of different deep models while the proposed
model used a single model. The proposed method was also
evaluated using Kappa score where it achieved Kappa score
0.896. This fact reveals the robustness of the proposedmethod
in precise DR classification. In figure 7, the normalised con-
fusion matrix is provided to further analyse the model accu-
racy on classifying each particular DR level. The confusion
matrix was obtained by applying the proposed method on the
test set.

TABLE 1. Performance comparison between the proposed method and
Previous WORK for DR classification on Aptos.

FIGURE 7. Normalised confusion matrix of the proposed method on
APTOS dataset.

According to the confusion matrix, the proposed method
is able to recognise healthy retina (no diabetic retinopathy)
with 98% accuracy, which is highly desirable in real-world
application. Furthermore, the confusion matrix reveals that
the MSA-Net misclassified the samples between moderate
class and other diabetic classes. In fact, this happened because
of the high correlation between diabetic classes. In table 2, the
experimental results in term of healthy and non-healthy retina
classification are provided. To do so, the proposed method
and the baseline models were applied on the APTOS test set
to classify the retina either as healthy or non-healthy.

It is clear from table 2 that the proposed method outper-
formed the baseline methods in all F1, accuracy, sensitivity
and specificity scores. To further analyse the true positive
rate against the false positive rate, the ROC curve is provided
in figure 8. The ROC curve in figure 8 demonstrates the
trade-off between the sensitivity and the specificity of the
model. In other words, with increasing the number of FPR
the model is able to recognise non-healthy retina with high
probability. This matter is highly useful when our objective
is to drop patients with healthy retinas while keeping all the
patients with non-healthy retinas for further analyses by the
ophthalmologist.
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TABLE 2. Performance of the proposed method for healthy and
non-healthy retina classification on Aptos dataset.

FIGURE 8. ROC curve of the proposed method on APTOS dataset.

TABLE 3. Performance comparison between the proposed method and
Previous work for DR classification on eyepacs.

2) EYEPACS KAGGLE RESULTS
To further analyse the effectiveness of the proposed MSA-
Net, the model was also evaluated on EyePACS dataset. The
evaluation setting followed the [29] and divided the labelled
samples into a training and test sets where the test set contains
10% of the labelled samples. Table 3 provides the comparison
results between the proposed method and the previous work
described in Section II. The Kappa score was used for the
comparison.

As it is clear from table 3, the proposed MSA-Net out-
performed both baseline models, Monocular and Binocu-
lar models. The performance improvement (5.5) clarifies
the effectiveness of the multi-scale attention mechanism on
retinopathy recognition. To further analyse the discriminative
power of the MSA-Net for distinguishing different diabetic

FIGURE 9. Normalised confusion matrix of the proposed MSA-Net on
EyePACS dataset.

TABLE 4. Performance of the proposed method for healthy and
non-healthy retina classification on Eyepacs dataset.

classes, the normalised confusion matrix is provided in fig-
ure 9. According to the confusionmatrix themodel has almost
similar classification error for each class. This fact resulted
from the heavy training loss weight that was allocated for the
DR classes than healthy class. The weighted loss may have
reduced the performance on healthy retina classification, but
it improved the overall classification performance.

The proposed method was also evaluated for healthy and
non-healthy retina classification on EyePACS dataset. To do
so, N samples from each class was randomly selected to form
a training set. The test set also contains balanced samples
for each class (M each class). In which, 1000 and 200 for
N and M were chosen, respectively. Repetition was used
if necessary. The main purpose behind this setting was to
analyse the effect of class balance on healthy and non-healthy
classification. Table 4 shows the comparison results.

Among all methods, the proposed MSA-Net provided
more robust classification results for healthy and non-healthy
retina classification. Furthermore, the ROC curve is provided
in the figure 10 to demonstrate the FPR ratio to the TPR.

D. DISCUSSION
In this section, the effect of multi-level multi-scale (MM) rep-
resentation on the MSA-Net performance is discussed. The
generated attention maps were also visualised to discuss its
effectiveness in retinopathy recognition. In order to analyse
the effect of multi-level multi-scale representation, the pro-
posed model was trained with and without multi-level multi-
scale representation. Table 5 demonstrates the experimental
results. In the experimental results, it is concluded that using
MM structure in both datasets improved the performance.
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FIGURE 10. ROC curve of the proposed method for EyePACS dataset.

TABLE 5. Performance measurement based on different model setting.

FIGURE 11. Sample of attention maps extracted by MSA-Net for healthy
and moderate diabetic type retina images.

This fact showed that using multi-scale receptive field can
generate feature representation with different locality. Com-
bining all these local and global representations helped the
model to learn the DR structure with different scales. More-
over, combiningmid and high-level representations improved
feature reusability and consequently resulted in better perfor-
mance.

The attention mechanism in the proposed method aims
to focus more on the informative area and scale the repre-
sentation space. Thus, it is highly effective in recognising
the DR severity level. Figure 11 demonstrates two attention
maps extracted for healthy and Moderate DR. The extracted
attention maps demonstrate the importance of the input area
for recognising the DR. As in our experiment, removing the
multi-scale attention mechanism from the proposed MSA-
Net reduced the kappa score of the proposed method by 2.5%
on APTOS dataset.

E. COMPUTATIONAL TIME
Ophthalmologists take up to five minutes to closely analyse
and grade a retinal image based on the severity level of
diabetic retinopathy [52]. Moreover, in special cases such
as the presence of macular degeneration, the task of manual

TABLE 6. Complexity of the proposed method.

grading and analysis of a retinal image may take longer time
[52]. To automate this process and accelerate the diagno-
sis time, machine learning-based approaches are proposed.
In this section, the complexity and computational time of the
proposed method are reported. To this end, the number of
operations (multiplication and sum) required to execute in the
Graphics Processing Unit (GPU) device is calculated. Fur-
thermore, the number of model parameters is reported in table
6 to demonstrate the complexity of the model. Table 6 shows
the training time per one epoch on APTOS dataset, number
of operations as well as the number of model parameters.

As demonstrated in table 6, the proposed method has
31.5 million operations which can be executed in a single
GPU device (GTX 1080). In our experiments, the classifi-
cation results for a batch of 32 images took only 5 seconds,
which is comparably more efficient than manual grading.

V. CONCLUSION
In this paper, a novel deep learning model (MSA-Net) is
proposed for the classification of the damage caused by DR
on retina images. To improve the representation power of the
network, the multi-scale attention mechanism on top of the
high-level feature representation has been introduced. The
multi-scale mechanism consists of the Atrous convolution
which processed the input feature with different scales. The
attention maps were produced with a series of convolutional
layers. The attention maps were employed to focus on more
informative parts of the multi-scale representation and sup-
press the weak ones. Furthermore, the multi-level and multi-
scale representation layers were included in the network to
boost the performance. Training model in form of multi-
task learning achieved better performance than previous work
described in the literature. The experimental results demon-
strate the effectiveness and efficiency of the proposed model
in diagnosing and classifying the DR disease. Accordingly,
the proposed method has great clinical application potential
in the future.
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