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The Concept, Structure and Mechanism of Industrial

Digital Twin Systems
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Abstract: Digital twin was originally and firstly researched in manufacturing, and is now
widely and maturely used for application in industries. Recent theoretical studies and technical
applications mainly focus on the definition of the digital twin, the integration of design and
manufacture based on digital twin, and the fault diagnosis and operation maintenance of products
on the basis of the digital twin. There are very few studies on the characteristics, system composition,
logical architecture, and system operation mode of digital twin systems applied on industrial
products. To fill the gap above, this paper proposes the concept of industrial Digital Twin System
(iDTS) and summarizes the typical characteristics of iDTS, based on the comparison of different
types of digital twin systems, including people-centered thinking, "human-machine-environment"
mutual fusion, high fidelity of the system and complexity of twin model. iDTS integrates these
characteristics with the functional structure composed of physical layer, perception layer, twin layer,
application layer, and control layer. In addition, the maturity model of iDTS is developed to describe
the maturity stage of iDTS, along with the life cycle progress of products or systems. Lastly, this
paper analyzes four iDTS operation modes and verifies the feasibility of the proposed iDTS with
typical cases for specific industrial application scenarios.
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1 4 Introduction
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With the rapid development in the new generation information technology, such as cloud
computing, Internet of Things (IoT), big data, and 5G technology, various industries are moving
towards digitalization and intelligence, including the emergence of smart cities, intelligent
manufacturing, intelligent agriculture, digital buildings, and digital power grids. As for the
manufacturing industry, its rapid integration with the new-generation information technology
pushes countries around the world to vigorously promote transformation and upgrading, i.e. the
“Industry 4.0” strategy proposed by Germany, the “Industrial Internet” strategy developed by the
United States, the artificial intelligence strategy deployed by the European Union, and the “Made
in China 2025 strategy. Digital Twin (DT), as a key driver for accelerating the speed of the
transformation and upgrading, has rapidly become a research hotspot in industry and academia.
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DT is a virtual replication that mirrors the corresponding physical object. It can simulate the
behavior of the physical counterpart and add or extend new functions to the physical counterpart
through virtual-real interactive feedback, data fusion analysis, and iterative optimization for
decision making ''l. The virtual representation can not only depict the actual behavior of the physical
object in multi-dimension, but also generate the symbiosis between the virtual and the real to provide
the monitoring, simulation, prediction, optimization, and other useful services. As a result, DT has
high value in application and considerable potential for development.
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In the 1960s, the National Aeronautics and Space Administration (NASA) established a
ground-based semi-physical simulation system of actual space missions for astronaut training in the
Apollo program, which essentially embodies the characteristics of virtual-real synthesis in DT. Until
2003, Professor Michael Grieves of the University of Michigan proposed the “Mirrored Spaces
Model” equivalent to the DT in a Product Lifecycle Management (PLM) course and explained it as
“a virtual digital expression equivalent to physical products”. The digital expression can be a virtual
model of a system, process, or service, which consists of real space, virtual space, and the interaction



of involved data and information'”. However, DT has not received extensive attention for a long
period thereafter. In recent years, the rapid development of modeling and simulation technology,
computer technology, network technology, and communication technology has enabled NASA to
build simulation models of various physical entities in space missions and to reflect the real state of
physical entities in function and behavior. Finally, with the continious development in modeling and
simulation industry software, NASA formally proposed the concept of DT in its Area 11 Technology
Roadmap in 2010 and defined it as “an integrated simulation of multiple physical quantities,
multiple spatial scales of a launch vehicle or system., the simulation used the most effective physical
model, sensor data update, flight history at that time, and so on, to mirror the survival state of twin
objects in its corresponding flight” I*- 4l Since then, DT has ushered in rapid development.
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At present, DT has been explored and initially applied in industry, agriculture, education,
healthcare, transportation, energy, and other fields. Numerous studies in application have been
carried out in DT workshop, DT city, DT building, digital healthcare, and digital power grid,
covering various aspects of people’s daily life. However, the emphasis on DT applications in
different areas is not entirely consistent. For example, smart manufacturing focuses on using DT to
achieve multi-physical field simulation, product personalized customization and design, intelligent
production scheduling, and product life cycle operation and maintenance °'. While for the DT city,
it aims to provide a complete set of digital infrastructure for city construction, operation, and
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planning, and ultimately enabling the “city brain” to improve the quality of human life
intelligent buildings, DT can be used to simulate how people interact with the building environment
to improve the living experience !”.. The research object of DT in the power grid is the spatio-
temporal data block with high dimension and long period, which can be used to realize real-time
status monitoring and abnormal cause diagnosis /.
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Based on the characteristics of the function, maturity, and operation mode of DT in the different
scenarios of industrial product life cycle, this paper proposes the concept of the industrial Digital
Twin System (iDTS), which provides fundemental theoretical and technical support for the
development of DT in the manufacturing field. The remainder of this paper is organized as follows.
Section 2 summarizes the current development in DT. In Section 3, the composition of the general
digital twin system (DTS) is clarified and the features of different DTSs are specified. Section 4



explains the definition of iDTS and establishes its functional structure and maturity model. Four
types of operation modes of iDTS and their typical application cases are discussed in Section 5.
Finally, conclusions are drawn and directions for future work are indicated in Section 6.

2 EHWNAMIIR State of the art
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The technical development and engineering applications of DT are originated in the
manufacturing industry and can be divided into three typical stages: germination stage, development
stage, and explosion stage, as shown in Figure 1. In the germination stage, NASA first recognized
the significance of establishing the DT in engineering practice and formally introduced the DT
concept in 2010. Then it moves to the second stage when the DT embraced new development
opportunities. In 2011, when studying fatigue and life prediction of airframes, models developed by
the U.S. Air Force Research Laboratory formed a low-fidelity DT, and the fidelity of it gradually
improved with the raising of advanced technologies °!. In 2012, NASA and the U.S. Air Force
Research Laboratory cooperated and described the DT paradigm for future air force vehicles. The
flying DT was proposed, which integrated ultra-high fidelity simulation with the on-board health
management system, maintenance records, and all available historical and fleet data to ensure
unprecedented levels of safety and reliability ', Then, in the top-level science and technology
planning document “Global Horizons: Global Science and Technology Vision”, the DT and digital
thread were considered as a subversive opportunity to ‘change the rules of the game” in 2003 I''. In
2014, Professor Grieves published the DT white paper, in which he categorized DT into DT
Prototype, DT Instance, DT Aggregate, and DT Environment, and identified typical engineering

issues that DT can solvel® 12,
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Figure 1. Three stages of digital twin development
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DT ushered in the explosion stage around 2017, when more and more research institutions and
manufacturing companies regarded DT as an essential enabler for future development. Particularly,
in November 2017, Lockheed Martin, the world’s largest arms producer, described DT as one of the
top 6 technologies in the future defense and aerospace industries. Next month, at the World
Intelligent Manufacturing Summit (WIMS), the Chinese Intelligent Manufacturing Alliance of
CAST Member Societies (IMAC) considered DT as one of the world's top 10 scientific and
technological advances in intelligent manufacturing. Besides, DT was recognized as one of the top
10 future strategy technologies for four continuous years in 2016, 2017, 2018, and 2019 by Gartner,
the world's leading research and advisory company, which predicted that hundreds of millions of
DTs will emerge and be used for product design, manufacturing, operating factories, fault prediction
and operation and maintenance by companies in the future '*/. In addition, in February 2020, the
VDI/VDE of Germany published the report “Simulation and Digital Twins in the Equipment Life
Cycle”. Moreover, in September 2020, most industry associations of Germany recognized that the
Industrial 4.0 platform was difficult to bear their benefits and thus decided to promote the “Industrial



Digital Twin Association” (IDTA) outside the frame of the Bundesministerium fiir Wirtschaft und
Energie (BMWI) system "4,
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So far, the development of DT is still in the explosion stage. Because the initial definition of
DT presented by Professor Michael Grieves left aside the specific engineering background ['°/, the
theoretical research and technical applications of DT expands rapidly from the manufacturing
industry to agriculture, cities, construction, electricity, and medical industries, etc., involving more
than 50 applications, covering almost every aspect of people’s daily lives, as revealed in Figure 2.
Furthermore, the DT development is stepping into the initial planning and implementation period
with well-established industrial software companies such as Siemens, Dassault, GE, PTC, and
ANSYS, which have carried out an in-depth study on the technical application architecture of DT.
For instance, Siemens of Germany implemented lifecycle DT applications based on the open IoT
system MindSphere, Dassault Corporation of France has established DT-driven 3D EXPERIENCE.
The American corporation GE has established the Genix DT framework under the Predix cloud
computing environment. ANSYS has built system-level multi-physical field DT platform Twin
Builder. PTC modeled DT with Twin Builder through the IoT platform Thingworx. Alibaba Group
of China established the Alibaba Cloud Industrial Brain DT platform!'®),
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Figure 2 DT application fields and application scenarios ")
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Various DT systems (DTSs), such as DT cities, DT construction, DT power grid, medical DT,
and manufacturing industrial DT, have different characteristics, as their application priorities are not
completely consistent in each industry. Particularly, in the field of the manufacturing industry, the
application of DT started the earliest and was studied more deeply. In short, DT technology plays



an increasingly crucial role in the life cycle of an industrial product from conceptual design, detailed
design, manufacturing, operation, and maintenance to end-of-life recycling. For example, Victor et
al. proposed a mathematical definition of DT in product design for design decisions making '],
Farid et al. described the personalized design of automatic pipelines relies on DT ['?l, To bridge the
gap between design and manufacturing, a comprehensive reference model based on the concept of
Skin Model Shapes was developed by Benjamin et al., which serves as a DT of the physical product
in design and manufacturing *’l. Redelinghuys et al. constructed a six-tier DT architecture
supporting the application of cyber-physical production systems (CPPS) [?!l. Aivaliotis et al.
explained the use of DT for predictive maintenance in manufacturing [°%/. To implement shop floor
DTS, Coronado et al. proposed the MES data and MTConnect data integration method based on
mobile and cloud technologies **l. Ghosh et al. addressed the construction of DT using hidden
Markov models for the futuristic manufacturing systems known as Industry 4.0 **/. Fei Tao et al.
put forward the concept of DT workshop (DTW), and presented the five-dimensional DT model >
%01, Haoran Zhao et al. provided a 3D visual real-time monitoring approach for the DT workshop
7], Qiang Liu et al. proposed a Digital twin-driven rapid individualized designing of an automated
flow-shop manufacturing system [°®), Tianliang Hu established a multi-domain virtual prototype of
Computer Numerical Control Machine Tools (CNCMTs) on a unified platform and introduced the
concept of DT into the prototype to achieve real-time and accurate mapping between the virtual
world and the real world*’'. Jinsong Bao et al. proposed a manufacturing-oriented DT modeling and
operation method %, Hao Li et al. analyzed the connotation of complex product design and
illustrated the ring design framework of complex products on DT, and proposed a unified DT model
via SysMLPPIE1,

All the aforementioned DT studies provide some insights into the development of DT in the
manufacturing industry, however, most of them are limited to a certain industrial scene, a single
product function, or a single stage of the product life cycle. There is a lack of research on the
characteristics, system composition, logical architecture, and system operation mode of the digital
twin system (DTS) for industrial products. To provide fundamental theoretical and technical support
for the application of DT in the manufacturing industry, we propose the industrial digital twin system
(iDTS) in this paper.
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A typical DTS includes physical objects, measurement perception and terminal controller,
communication network, DT operating platform, and user domain. In Figure 3, it is shown that the
five parts are related to each other, which complete forward data collection and transmission analysis,
control the reverse data feedback and decision control, and then complete the closed-loop of

information transmission.
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Figure 3. The composition of the DTS
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(1) Physical objects: Physical objects have different entity forms in different application fields,
such as labour, equipment, materials, and environment in manufacturing industries; buildings,
transportation infrastructure, urban energy, water conservancy, and electrical facilities in urban
infrastructure; crops, water conservancy, farmland ecosystems, agricultural machinery in the
agricultural field; and building structure, air-conditioning system, lighting, water supply, air supply,
elevators in construction.
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(2) Measurement perception and terminal control: Measurement perception mainly helps
the DTS to realize the digitization of physical objects. On one hand, static data related to physical
objects is usually measured manually at the beginning stage when the DTS is established. On the
other hand, for the data related to the dynamic changes of physical objects, the corresponding analog
quantity is converted into electrical signals via sensors. The electrical signals are then converted
into digital signals by the transmitter, to achieve the digitalization of the necessary data for the



computer in the upstream to process the result. In terms of the terminal controller, it firstly receives
the control signal from the upstream computer and then acts on the utility of the controller to change
the relevant state of the physical object. For example, to modify the motion track parameters of the
machine tool milling cutter, the corresponding code is developed through the upper computer
software. The code is then transmitted to the internal control system of the machine tool. Finally,
the control system drives the motor to control the operation of physical objects.

(3) BEMS: CRBTFHFAERGEEHANE ). BT ERG T EE &R K
SIS o 45 G S I B 2R A AR S BN R AT H . BRI, B AR RGO R 45
0, AP CEA R BN, ERA RGBT, 2 2 A R ST
BORNG—25E, DSBS METEENE . b, EAUERJ7IH, 72 EMS BAE
FOTERE, BIRHA] 5G % HIEAE 5B 8 ] 2 2l S K .

(3) Communication network: Communication network is an essential part of the DTS, by
which the DTS can interact data and information between the DT and the physical object with a
high speed and low latency. Therefore, the DTS has an urgent requirement on the physical network,
network interfaces, and communication protocols. For example, in the network of heterogeneous
systems, it is necessary to implement a unified agreement on communication interfaces for various
systems to provide access to different data platforms. In addition, regarding to the low latency,
higher speed requirement is important for communication networks, which pushes the adoption of
5G dedicated communication and satellite communication.
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(4) DT operating platform: Significant functions like data management, model simulation,
model-based learning prediction, calculation optimization, and decision-making autonomy, etc., can
be provided by the DT operating platform. For instance, the data management function provides
data services for the simulation model, including receiving the data uploaded by the data acquisition
system, processing the analysis, compression, and pattern recognition of various data, as well as
providing data servo for driving the simulation model. At the same time, the data management
function can store the intermediate data and historical records of the model running. Particularly,
simulation is the core enabler of DTS, which involves digital modeling and display of physical
objects, synchronous driving and operation management of physical objects, etc. Moreover, the DTS
needs to build different types of system mechanism models for specific engineering issues, and carry
out self-learning, system state prediction, process optimization, structure optimization, and
independent decision-making through artificial intelligence algorithms. In addition, as the effective
operation requires higher computing power, the powerful computing platform is a critical
infrastructure for the DTS.
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(5) User domain: The user domain includes man, human-machine interface (HMI), Apps, and
human-computer interaction based on virtual reality (VR) or augmented reality (AR). In the DTS,
humans play a central role in the overall control of the system. In addition, knowledge and decisions
from engineers and managers are the input to the DT through HMI, which are key parameters for
the simulation, learning prediction, and optimal decision-making. Hence, advanced HMIs are more
and more significant for the efficient implementation of DTS. For example, VR technology is able
to present the visual model to people in an immersive 3D environment, where the data of human
movements is collected by the handle and wearable sensors for the human-computer interaction.
Similarly, the information about the surrounding physical objects of the user becomes interactive
and digitally manipulated through AR.

3.2 NEIBEZAE RS R S a0 Analysis of the characteristics of different DTSs
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Although general DTSs have common features of precise mapping, virtual-real interaction,
intelligent feedback, and optimization iteration, they vary greatly in terms of research objects,
application scenarios, data sources and categories, and dominant factors of operation in different
areas, which leads to differences in critical issues to be solved and key technologies of research, as
depicted in Table 1. The following is a comparison of urban DTS, building DTS, power grid DTS,

medical DTS, and iDTS.
Table 1. Comparison of the characteristics of typical DTSs

The research Application IR . Data sources Oper.atmg
Type . . Critical issues key technologies . dominant
object Scenarios and categories
factor
City information model
Infrastructure (CIM) repeated
such as water, Traffic diversion, construction, massive
electricity, and energy dispatch, data transmission and Geographic Source:
transportation, major project aggregation, inadequate Information ubiquitous Man-
Urban . . .
DTS and municipal cycle data expression, System (GIS), cameras. environment
resources such as management, unreasonable allocation CIM modeling, Category: Video dominated
police, medical infrastructure site | of computing resources, urban brain, etc. data.
care, and selection, etc. and space analysis
firefighting, etc. capabilities need to be
improved, etc..
Architectural 'G'ap bftween the Building .
. building “information — . ) Source: camera,
planning and physics”, energy control information sensor, terminal
. s . 2
Water, HVAC, des1gn3 depends on manual, the Model} ng (BIM), auxiliary
construction .. building safety o
o power supply, . . prediction accuracy of . facilities, power .
Building L implementation o A state warning Environment
key facilities, building safety risks is supply and .
DTS o and control, based on DT, T dominated
building . . low, and the early I distribution
intelligent . . building energy .
structure, etc. . warning and analysis . equipment.
operation and o o consumption L.
. ability of building Category: video
maintenance of . . > control based on
o equipment failure is data, sensor data.
buildings, etc. g . DT, etc.
insufficient, etc.




equipment for .
quip . Power grid DT Source: power
power Power grid state L s
. . . Lo modeling, power | transmission and
transformation, Power grid information is difficult . .
s . . grid state transformation
transmission, and design, power to master, power grid . U
e : analysis based on | and distribution | User profiles
distribution, system operation and . .
Power o . . DT, intelligent control system, and
. voltage, energy, monitoring and maintenance efficiency . . .
grid DTS ) . . patrol, DT — inspection environment
electricity costs analysis, power needs to be improved, .
. . . . based load system. dominated
and other power grid operation power grid operation .
. L prediction and Category: power
consumption, optimization, etc. strategy depends on . .
. . user behavior data, few video
and power grid manual experience, etc. .
. analysis, etc. date.
operation, etc.
Construction of
mechanism
Personalized o model of man- .
. Inaccurate description . . Sources: medical
medical care, . . machine fusion .
. of patient and medical . cards, medical
. medical and b . DT, real-time 3D ’
. Patients, doctors, . device mechanisms, and | . . equipment, Man-
Medical . surgical program . image navigation b .
medical LE dependence of medical medical records. machine
DTS validation, R of surgery, X
resources, etc. A and surgical protocols . Category: dominated
optimization of i optimal A
. on physician medical images,
medical resource . management of
experience, etc. . tables.
management, etc. medical
resources based
on DT, etc.
DT modeling and
evaluation
technolo Sources: Man-
Multi-physical The classification of . Y . centered,
. . X multi-physical Manufacturing
field simulation, DTs is fuzzy, the co- . . . Man-
Products, . . . . field simulation equipment, .
. personalized simulation of different R - machine-
equipment, . P and integration Sensors, cameras, .
. . customized models is difficult, the . . environment
iDTS materials, X . . . of complex industrial . .
design, full life life cycle of DT is . . integration,
personnel, . industrial software . .
cycle operation changeable, and the . high fidelity,
energy, etc. X . ! systems, DT life systems.
and maintenance, | iDTS has many security complex
. cycle Category: .
etc. risks, etc. . mechanism
management, multimodal data. model
security control,
etc.

(D) WHHBFFERS Urban DTS
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The proposal and construction of “smart cities” have brought earth-shaking changes to the city.
The urban DTS has provided an effective way for it to land. For example, the China Academy of
Information and Communications Technology released the “White Paper on Digital Twin Cities
(2020 Edition)”, which comprehensively analyzed the typical characteristics, overall architecture,
core capabilities, common issues, and implementation strategies of urban DTS *?). The urban DTS
recreates a matching twin city in the cyberspace through the one-to-one correspondence, mutual
mapping, and collaborative interaction between the city's physical world and its virtual space, which
achieves the digitization of all elements of the city, the visualization of the entire state of the city,
and the coordination of urban management decision-making.
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The main research objects of the urban DTS include the infrastructure such as water, electricity,
and transportation, and municipal resources like police, medical care, firefighting, and natural
disasters such as floods, typhoons, and earthquakes. In terms of applications, the urban DTS is
usually used for traffic diversion, energy dispatch, and epidemic monitoring, etc. Most of the data
of the system come from the massive video data collected by intensive cameras arranged on the
road. The operation of the system is dominated by people and the urban environment. At present,
the research of the urban DTS has issues such as repeated construction of the City Information
Model (CIM), massive data transmission and aggregation, inadequate data expression, and
unreasonable allocation of computing resources. It is critical to developing geographic information
system (GIS) modeling, city information model (CIM) unified modeling, and “Urban Brain Project”
and other researches to address the issues above. Among them, the “Urban Brain Project” is the core
enabling approach for the effective application of the urban DTS, which requires the study of
sophisticated visual cognitive computing and digital retina architecture [**,
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In recent years, studies on urban DTS have been carried out. For example, the DT city of
Xiongan New Area in China, the virtual Singapore platform, the 3D city of Rennes in France, and
the high-tech community of Toronto are typical urban DTSs [*4],

(2) BRBFFERS Building DTS
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According to PWC's forecast on “Global Construction Industry in 20307, the global
construction industry output value will increase by 85%, reaching 15.5 trillion dollars, of which
China, the United States, and India are in the leading position, accounting for 57% by 2030 “~). The
application of the building DTS already has a huge impact on commercial real estate buildings at
the organizational level and has offered occupants more control over their working areas and
environmental conditions. Compared with the city, the building DTS focuses on the building itself,
which is considered as the simulation process of using various sensors in the physical building to
obtain data in all aspects, which is used to represent the full life cycle process of the corresponding

physical building in the virtual space *°/.
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The research objects of the building DTS mainly include water, heating, ventilation, power
supply, key facilities, building structures, etc. The data of the system comes from the video and



sensor data collected by cameras, sensors, and terminal auxiliary facilities. The operation of the
system is led by the environment. The goal of the building DTS is to realize the integrated
management and control of building planning, design, construction, and operation. However, there
are research issues outstanding, such as the gap of “information-physical” of buildings, the reliance
on labor for energy management and control, the low accuracy of predicting building safety hazards,
and the insufficient capacity for early warning analysis of building equipment failures °’). Therefore,
it is worth to note that there are significant differences in DTS and building information modeling
(BIM). BIM focus on building safety state warning, and building energy consumption management
and control based on DT.
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For example, the new headquarters smart building built by Bee'ah in the United Arab Emirates
adopts the concept of the building DTS. The headquarters building’s artificial intelligence-based
forecasting and automated control system realizes zero friction in the use of internal resources in
the building. The goal is to achieve a reduction of energy consumption by 5% and water
consumption by 20%, with zero net carbon emissions within two years of operation **/. In addition,
“Digital Paris” is also a building with DTS that can completely restore the original appearance of
Notre Dame de Paris and the construction process of hundreds of years through digital modeling
and simulation, and reproduce a brick in the digital world, a door, a window of the installation
process. At the same time, it perfectly constructed the DT of Notre Dame de Paris *°/. In China,
during the design and construction process of Wuhan Leishenshan Hospital, the building DTS
helped designers to achieve design visualization, streamline analysis, pipeline synthesis, assembly
design, indoor and outdoor computational fluid dynamics (CFD) simulation, etc., finally help
Wauhan Leishenshan Hospital to be quickly completed [“7,

(3) BMHFIEERS Power grid DTS
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In China’s State Grid’s benchmarking of world-class management improvement actions,
“digitalization” has played a crucial position, and companies have to collaborate and carry out joint
innovations in an open ecosystem. The DT technology promotes the digital upgrade of the power
grid. The power grid DTS digitally maps the physical power grid to the virtual space, and evolves
synchronously by receiving the status information from the physical power grid, to realize
comprehensive and accurate detection of the real statues. According to the state information of the
physical power grid, the power grid DTS performs a series of calculation analyses such as diagnosis



and prediction, and feeds back the analysis results to the physical power grid, thereby promoting
the optimization strategy '/,
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The power grid DTS has been able to flexibly scarify the needs of different scenarios and
various scales in the digital power grid. For example, for a single power distribution cabinet, the DT
supports 3D scanning, visual presentation, and digital delivery. For a single power distribution
station and switch station, the DT can alleviate the complex connection of all-element data of the
site equipment, realize digital operation and maintenance management. For regional power
distribution stations, the DT can realize intelligent power distribution management and on-demand
power distribution. For the digitization of the ring network, the DT provides functions of site
connectivity and rapid detection [“*l. Accordingly, research objects of the grid DTS involve
equipment, power transformation, transmission, distribution, voltage, electric energy, electricity
cost, and other electricity consumption and grid operation status. The data of the system mainly
comes from the power transmission, transformation distribution control system. the inspection
system. Its operation is greatly affected by the distribution of users and the environment. However,
at present, in the study of the power grid DTS, it is difficult to represent the real-time status
information of the power grid accurately. The efficiency of power grid operation and maintenance
needs to be improved, while the power grid operation strategy still relies on manual experience. To
this end, the development of technical researches on power grid DT modeling, power grid state
analysis, intelligent inspection, load forecasting, and user behavior analysis based on DT has
practical significance.
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In 2021, the China Digital Twin Alliance released the “Digital Twin Power Grid White Paper—
The Road to Digital Transformation of Power Enterprises”, which describes the definition, reference
architecture, and typical cases of the power grid DTS [**]. With the continuous improvement of the
understanding of the operation mechanism of the power system, the future prediction of the power
grid DTS will be extremely close to the changes in the real physical world 4],

(4) BITHTEFEERS Medical DTS
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In 2019, the National Health Commission of China first proposed the concept of “smart
healthcare”, pointing out the necessity to apply cloud computing, big data, artificial intelligence,
and IoT technologies to medical services to comprehensively improve its efficiency and quality in
three aspects: patient experience, clinical diagnosis and treatment level and hospital management.
Similarly, in 2020, Genome Medicine published a report entitled “Digital twins to personalize
medicine” by the Swedish Digital Twins Association (SDTC) and scientists from multiple countries,
which affirmed the vision of “smart healthcare” based on the DT technology [+,
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The medical DTS can obtain data information based on digital medical records, disease registry
and wearable sensors to construct different DTs, such as patients’ digital virtual status and hospital
virtual environment. The it can realize personalized medical care, medical treatment and surgery
programs verification and optimization of medical resource management, etc. The research objects
of the medical DTS include patients, doctors, and medical resources. The data of the system comes
from emergency cards, medical equipment, and patient cases. However, there are still issues when
using the system, for example, inaccurate description of the mechanism of patients and medical
equipment and the limitation that the medical and surgical plans rely on the experience of doctors.
Therefore, it is necessary to conduct technical research on the construction of a DT mechanism
model of human-machine fusion of medical systems, in-hospital guidance based on DT, real-time
3D image navigation for surgery, and optimal management of medical resources based on DT *°],
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The research and application of the medical DTS are currently in their infancy. A typical
example is the Unlearn. Al company, which collects participants’ physical data and creates a medical
DT model to act as a control group, to allow as many participants as possible to join the experimental
group to improve the efficiency of the experiment. In addition, Dassault Systemes of France has
developed a DT model via Magnetic Resonance Imaging (MRI) and Electrocardiography (ECG)
measurements. It can simulate the structure and some physiological functions of the human heart
and visualize the anatomical structure that is difficult to observe and to develop safer and more
effective cardiac treatment equipment and instruments. Moreover, OnScale and LEXMA
Technology have jointly developed a “digital lungs” model to help clinicians predict the ventilation
needs of patients with new coronary pneumonia 7/,
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Compared with the above fields, the research of DT technology in the manufacturing industry
is the in the leading position. Nevertheless, the theoretical research and technical application of
iDTS made some achievements in the expression of DT, i.e. design and manufacturing integration
based on DT, product fault diagnosis and operation, and DT-driven maintenance. There is a lack of
research on the connotation, architecture design, and operation mode of iDTS for different stages of
the industrial product life cycle.
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As illustrated in Table 1, the study objects of iDTS are mainly industrial products,
manufacturing equipment, materials, personnel, and energy, etc. The data mainly includes multi-
modal data collected by equipment, sensors, cameras, and etc (See section 4.1 for the definition and
characteristics of iDTS). The iDTS is a human-centered, named as “human-machine-environment”
interactive system. Fundamental issues in the research of iDTS include the fuzzy division of
maturity of DTs, difficulty in a fusion of different DTs, and the analysis of diverse system operation
modes. Thus, it is necessary to research DT modeling and evaluation technology, complex industrial
system multi-physics simulation fusion, and DT life cycle management [+,

4 iDTS K58 X ThEEZ#4 Definition and functional structure of iDTS

4.1 iDTS HIE X A4 ;5 Definition and characteristics of iDTS
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iDTS is built based on Digital Twin (DT), Digital Twin Technology (DTT), and Digital Twin
System (DTS). These concepts are different but interrelated. A DT, as described in Section 1, is the
virtual representation, which serves as the real-time digital counterpart of a physical object.
Compared with DT, the DTT refers to technical approaches for modeling DTs, which can simulate
and reflect the attributes, behaviors, and rules of the physical object. In terms of DTS, it stands for
the application of DTT in different areas such as cities, construction, automobiles, aerospace,
electric power, and etc. Moreover, a DTS is a functional system that combines physical objects with
DTs for continuous optimization °!. Therefore, iDTS is a special type of DTS, which is defined in
the following.
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Definition of iDTS: An iDTS is a software-hardware integrated system constructed by using
DDT to establish DTs with all elements, entire processes, and full services, oriented to mirror the
industrial product’s lifecycle from the demand analysis, scheme design, manufacturing, operation,
and maintenance to recycling, to achieve the product optimization design, production line planning
simulation, manufacturing process optimization and service operation control and other functions
through the bidirectional mapping and the real-time interaction between physical objects and the
corresponding DTs. An iDTS have certain characteristics that distinguish it from other DTSs. In
addition to the general DTS’s four features of accurate mapping, virtual-real interaction, intelligent
feedback, and optimization iteration, an iDTS has four more typical characteristics: human-centered
operation, “human-machine-environment” mutual integration, high-fidelity requirement, and
complex fusion of twin models.
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(1) Man-centered operation
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With advanced technologies such as personalized biometrics, omni-directional emotion
perception, and vision-based motion capture, VR/AR/MR are widely applied in iDTS. The system
will be primarily driven by human behaviors instead of automated programs and programmatic
processes. Although significant factors for successful completion of engineering tasks of industrial
products throughout the entire product life cycle are software and machines, they should be
controlled by human decisions, operated to meet human needs, and restricted by a different culture.
As a result, the working status, proficiency, and even emotions of every operator contribute to the

normal and efficient running of the iDTS*”).

(2) “N-BL-3A85” HEBE

(2) “Man-machine-environment” mutual integration
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As defined in Section 4.1, iDTS is a complex software-hardware integrated system coordinated
by human, machine, and environment. In the iDTS, ‘human’ refers to the subject (designers, workers,
system engineers, managers, users, and etc.) who issues engineering decisions and proposes
demands in the workplace. In terms of ‘machine’, it represents general objects (tools, machines, and
computers) that can complete the design and manufacturing tasks according to the decisions issued
by ‘human’. As for ‘environment’, it describes the specific working conditions under which ‘human’

and ‘machine’ interact, such as temperature, noise, vibration, lighting, chemicals, and hazardous



gases, and etc. The working environment creates a wider or narrower set of factors that guarantee
safety, high efficiency, and stable interaction and collaboration among ‘human’ and ‘machines’.
(3) RERRAEEER

(3) High-fidelity requirement

AR Tl 75 22, M7 22 A AR G0 7 B 2 i IR 2R DTS R R 2R A i
ARG AR LIRS BN RAESII . ST MR PERE. AT NSRS A, RAs
LR PT R A T R AR 2 AN ZRE L I AR AR R . A PR 2 K SR R A, B A
FISRBE AT MR DR, RARBE| 7RI EESR, DTS A4 BeM#Em b 2 2% )
BN B HSIBATIRES

According to the requirement of industrial applications, an iDTS needs to satisfy the high
fidelity requirement. The twin data, twin model, or twin environment in iDTS should be in its closest
resemblance to the final physical object in terms of appearance, size, material, performance, and
behavior under the consideration of the non-linear and linear, time-varying and time-invariant
characteristics. For example, the influential equipment in the production line or crucial parts of the
equipment has high-fidelity requirements. iDTS can accurately reflect the sophisticated operating
status of complex physical objects, only when the high-fidelity requirement is satisfied.

(4) Complex fusion of twin models
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Typical twin models in an iDTS include 3D structural models, process models, multi-physics
models, and mechanism models of different domains. These models established by engineers from
different disciplines (machinery, electronics, control, and software) vary largely in the type,
structure, and function, which increases the complexity when engineers integrate them. Hence an
iDTS should enable users to collaboratively associate, merge, drive and evaluate different twin
models.
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Based on the above analysis, systems represented by scholars already have the characteristics
of an iDTS, such as the digital twin workshop (DTW) [°*/and DT-based product service system (PSS)
511, The DTW is a new paradigm for future workshops composed of physical workshops, virtual
workshops, workshop service systems, and workshop twin data. Through the bidirectional mapping
and the real-time interaction between the physical workshop and the virtual workshop, the DTW
aims to promote the iterative operation of workshop production management, production activity
planning, production process control, and etc., to achieve optimal production and control under the



specific requirements and constraints °), DT-based PSS is also a typical iDTS. Rapid personalized
configuration, periodical optimal decisions, and rapid supply, etc. can be obtained via aggregating
real-time data from physical warehouse PSS and then mapping it to the cyber model '],

4.2 iDTS IR G IHEESE M Functional structure of iDTS
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The functional structure of an iDTS includes the physical layer, perception layer, twin layer,
application layer, and control layer, which interact with data and information through certain logical
interfaces, as illustrated in Figure 4. For example, the physical layer exchanges data with the
perception layer through the data perception interface. The multi-source, heterogeneous and real-
time data is transmitted to the twin layer via data/model transmission interfaces and protocols. The
design, manufacturing, operation, and maintenance services from the twin layer are provided to the

application layer by the application service interface.
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Figure 4. Functional structure of iDTS
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(1) Physical layer: It includes all physical objects involved in production at the industrial site,
such as personnel, manufacturing equipment, processing materials, and production environment.
According to the characteristic of the “man-machine-environment” mutual integration, the
personnel is in a dominant position. Manufacturing equipment performs specific production tasks,
such as CNC machine tools for turning, robots for welding, and Automated Guided Vehicle (AVG)
for carrying workpieces, etc. Processing materials, such as raw materials, semi-finished products,
and finished products, are processed by manufacturing equipment. Production environment refers
to the industrial site where the production operation is completed, including equipment layout,
inventory status, and safe environment, and other environmental factors. On top of that, various
physical objects are distributed in multiple workshops in the industrial site, completing multi-scene
tasks and generating heterogeneous and multi-modal data.
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(2) Perception layer: By collecting, processing and transmitting multi-source, heterogeneous,
and real-time data from the physical layer, the perception layer is equipped with the ability of
environmental intelligent perception, on-demand interconnection of all production elements, and
high-reliability end-to-end data transmission. There are various approaches to perceive different
data according to actual needs, such as a) collecting video data via cameras, b) getting operating
status data of manufacturing equipment through sensors, c¢) acquiring production line operating data
using radio frequency identification (RFID), d) obtaining product geometry data through scanners,
e) collecting control data based on external access protocols like the OPC-UA and MODBUS TCP,
as well as f) obtaining production data by integrating with existing systems like the Supervisory
Control and Data Acquisition (SCADA) system and the Manufacturing Execution System (MES).
Due to the different sources and various structures of the data, the perception layer needs to have
functions of data processing, storage, uploading, and protocol conversion. A consistent perception
interface and communication protocol need to be established to achieve unified encapsulation of
these data. In addition, it is necessary for the layer to coordinate the tasks of each perceptron to
achieve distributed information aggregation and acceptable fault tolerance.
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(3) Twin layer: It includes twin data, twin model, and twin environment, which are virtual
objects corresponding to the whole elements and processes of production and manufacturing in the
physical layer. Specifically, the twin data coming from the perception layer can ensure the high
fidelity of the twin model and twin environment, and guarantee dynamic evaluation and
optimization of the industrial process. Correspondingly, twin models include 3D structural models,
process models, multi-physics models, simulation models, and mechanism models, etc. The
geometric structure of twin models is not only consistent with the physical object, but also can
mirror the temporal and spatial state, behavior, and function of the physical object °?). The twin
environment is a virtual mapping of the actual production environment, and the realistic 3D
environment can improve the user's immersion feel. Moreover, the twin layer plays a pivotal role as
a data center or a business center, thus it can complete data management, model modification, model
fusion, and environment configuration.
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(4) Application layer: Based on the twin layer, the application layer provides application
services for the product design, manufacturing, operation and maintenance, and recycling, including
simulation optimization, analysis and warning, and quality traceability, etc. For example, in the
product design stage, cross-layer collaboration and protocol design of complex products is carried
out by simulation analysis of twin models with multi-precision and multi-scale features, and
deviation between the ideal design and real design can be distinguished via the precise mapping and
co-evolution of the twin layer and the physical layer. Finally, the twin layer helps designers
effectively verify the product prototype design. In the manufacturing stage, the twin data is used to
optimize the process, to realize the dynamic evaluation of the multi-scenario processing, and the
optimal scheduling of distributed resources under dynamic disturbances. In the product operation
and maintenance stage, the layer can provide application services such as fault detection, life
prediction, and operating status monitoring based on the twin model. In the recycling stage, services
like scrap guidance and product life cycle archiving and other applications are furnished.
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(5) Control layer: The control layer is an abstraction layer that realizes virtual control of
physical objects in the physical layer by online, real-time intelligent control. The control layer is
mainly composed of decision-makers, control programs, control equipment, control methods, and
control systems. The decision-makers issue control instructions according to application



requirements and transmit the control instructions to MES, DCS, and other control systems remotely
or locally, and finally pass PLC, industrial computer and other control units execute control
commands to complete on-site process control. On top of it, the execution of control commands
must be premised on ensuring industrial safety, which is related to remote control security, man-
machine cooperation control security, environmental uncertainty security, network security, and

security situation awareness, detection and early warning, etc. [+”]

4.3 iDTS IR EHEA Maturity model of iDTS
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According to whether the twin model is interconnected and controlled with the physical model,
iDTS can be mainly categorized into two subclasses, as the simulation-oriented iDTS and the
control-oriented iDTS.
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(1) Simulation-oriented iDTS: Through the establishment of twin models corresponding to
the physical system, the iDTS can realize the precise mapping between the twin environment and
physical objects in appearance, size, material, performance, behavior, etc., and can accurately
simulate the dynamic characteristics of the running system. This type of system is generally based
on simulation rather than being interconnected with the physical system, nor will it form a closed-
loop system. In practice, it is usually applied in industrial scenarios such as product design
simulation, production line design simulation, virtual assembly simulation, virtual prototype
debugging, and operation training simulation.
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(2) Control oriented iDTS: In order to achieve real-time synchronization, data feedback, and
iterative optimization between the iDTS and the physical system, it is important for the iDTS to
establish twin models of the system based on digital modeling and to realize real-time interactions
between the twin model and the physical system via dedicated software or tools. In practice, this
type of system can be used in industrial scenarios like production line operation monitoring and
control, equipment operation status monitoring and control, performance prediction of key
components or systems, etc. generally use control-based iDTS.
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As the life cycle of a product or system progresses, iDTS will continue to evolve and be



enriched as well. Before the concept of DT is formally produced, the simulation-oriented iDTS
already exists. With the application of advanced technology and tools, it is continuously promoted.
In contrast, after the concept of DT is proposed, control-oriented iDTS quickly becomes a hot
research direction. Different types of iDTS have specific functions and characteristics in certain
application stages and industrial scenarios, with values in application. Therefore, to address real
industrial needs, this paper proposes a maturity model for the development of iDTS, which is
divided into a simulation phase, a twin phase, a “human-machine” interaction phase, and a “human-
machine-environment” integration phase (as exhibited in Figure 5). It is observed from Figure 5 that
both of the simulation-oriented iDTS and the control-oriented iDTS appear at different maturity

stages.
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(1) Simulation phase: This phase is mainly oriented by the simulation-driven iDTS. At this
phase, the virtual simulation model of the physical object is established. Since the iDTS only exists
in a virtual space, its function is equivalent to a traditional digital prototype or virtual production
line. DTs are mainly used for product optimization design, production line planning, and virtual
commissioning, etc. The decision-making part of conceptual design and preliminary design is
completed by iDTS, which can recognize or improve technical risks in engineering activities.
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(2) Twin phase: Based on the simulation-driven iDTS, in this phase, the iDTS can realize the
interaction between virtual objects and physical objects. Through the perception layer, the iDTS can
receive data from physical objects in real-time, and realize real-time synchronization between the

digital twin system and the physical system. Moreover, the iDTS can realize iterative optimization



via the control layer. Thus, the system in this phase has the functional characteristics of the control-
driven iDTS.

(3) “A-PL” ZEBB: (ELMGECAE [ DTS FILAEE S 3 (1 iDTS B EEAL -, B
TEE AN B TIRESL, R B RGBT, BESCRF AN B, B4, VR/AR/MR %4
AREGREE A, DTS BEMgEL Y BN BT R RE TR S 00, SKBANE RS
RS AT 52 T,

(3) “Man-machine” interaction phase: According to the application of the simulation-driven
iDTS and the control-driven iDTS, this stage not only includes the functions of the twin phase but
also supports man-machine interaction while the product or system is running. For example, with
the application of technologies like VR/AR/MR, iDTS can perform intelligent calculation and
analysis through physical rules and mechanism models, and realize the collaborative operation and
safety warning of humans and systems ],
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(4) “Man-machine-environment” integration phase: Based on the application of the
simulation-driven iDTS and the control-driven iDTS, this stage can provide functions like human-
computer interaction, environment perception, and intelligent prediction, and finally form a
complex system that coordinates the operation of human, machine, and environment. In addition,
iDTS can comprehensively apply artificial intelligence technologies such as intelligent perception,
model simulation, and decision-making optimization through historical and real-time data and
models. Particularly, the system has feedback control and unsupervised self-learning capabilities to
achieve intelligent dynamic performance and safety prediction.

5iDTS K247\ 524 Running mode and architecture of iDTS

5.1 A[F iDTS 24T Analysis of different iDTS running modes
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There are four kinds of iDTS running modes: (1) the localized configuration mode, (2) the
“cloud-end” mode, (3) the “cloud-edge-end” mode, and (4) the distributed computing mode.
Among them, the localized configuration mode deploys and configures the iDTS in a local area
network (LAN). As for the “cloud-end” mode, it is a cloud computing-centered iDTS running mode.
In terms of the “cloud-edge-end” mode, it is a running mode with a cloud platform as the center and
relies on the cloud edge-end collaborative computing, storage, and business collaboration. On top
of that, the “cloud-edge-end” mode is the mainstream mode of deployment and operation of the

iDTS in the future. For the last one, the distributed computing mode is supported by a unified



distributed IoT operating system.
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The four kinds of iDTS running modes have typical running characteristics and different

industrial scenarios. Table 2 shows the differences in the computing efficiency, storage methods,

deployment and operation costs, and applicable scenarios of them, which guides iDTS system

implementation.

Table 2. Characteristic analysis of different iDTS running modes
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5.2 AHALECE ¥ iDTS 847, Localized configuration mode
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The localized configuration mode iDTS usually relies on various LANs and computing
resources within the factory area for deployment and operation. In the mode, physical objects,
measurement perception, equipment control, communication network, DTs, and user domain of
iDTS are all in the same geographical space.
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Figure 6. Running architecture of the localized configuration mode
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Figure 6 reveals the architecture of the iDTS running mode under a localized configuration.
The communication network of iDTS is industrial Ethernet within the factory area. The specific
type of the Wide Area Network (WAN) can be a ring network, a bus network, or a star network
according to the distribution of access points that need to get access into the network. Among them,
the ring network and bus network pull the network trunk along with the access point. The star
network routes radially from the center to each access point. Physical objects and DTs of iDTS, such



as personnel, equipment, and materials, are connected to WAN via certain communication interfaces.
In addition, the localized configuration mode requires certain local computing power. The twin
parallel to the physical object runs on the computing platform. Moreover, the local running physical
objects and the local running twins exchange information based on WAN, and the data from the
physical objects drives DTs. The simulation results of DTs and the user's decision instructions can
feedback to the physical objects to realize the closed-loop of information and achieve the optimized
running of the system through the information interaction.
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The localized configuration mode is suitable for the iDTS that requires seldom connection
between factories and need weak remote computing power when the system is running. This kind
of mode has the following advantages.

(1) Low cost: No necessary to access dedicated high-speed fiber-optic lines when the iDTS is
running, so it saves the cost of Internet access.

(2) Low latency: The local network can set up generous bandwidth resources to provide
broadband and low latency communication for various production factors that need access to the
network.

(3) High security: With iDTS deployed and running locally, the internal data flow is limited
to the factory domain, which facilitates the confidentiality of factory data and information security
work.

However, the localized configuration mode needs to be equipped with sufficient computing
resources locally to support the requirement of big data and intensive model simulation. As a result,
the local deployment of running servers and supercomputers will generate certain power costs.
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Figure 7. Example of iDTS operation mode with localized configuration

WAL 7 PR AR Tk K22 FroF R — B A2 AT B0/ iDTS. fEiZ ARG, b
ABB TAVALES A NXS R, ] Unity 3D 257 5 2 0 B2 8072 . %%, il ABB #l
A NP RS 10 15 FASEIRLES N AR E AN i 4. S8, R CoB BT &K%
P XRS5 A, T =) Ju X 52 AL SR R 38 OB A% i 22 A s (R BB AEL 7T By 3R S5 AL
w5, EARMAKIZ R G EIZT Unity 3D R REANLES N, W H P SR e i 55 .

Figure 7 represents an iDTS of a set of localized running modes developed by Zhengzhou
University of Light Industry. It takes the ABB industrial robot as the object and uses Unity 3D to
establish the corresponding DT model. Firstly, the sensing measurement and equipment control of
the robot is realized through the IO signal board of the ABB robot control system. Then, we use C#
to develop the data-driven service interfaces and transmit the sensed data to the local Lenovo blade
service host through LAN switches. Finally, the virtual robot in Unity 3D runs on the localized
computing platform, which provides a remote control service for users.
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The “cloud-end” mode iDTS runs mainly on cloud computing. As shown in Figure 8, the
running architecture of the mode is composed of intelligent devices, network transmission, cloud
computing, and users, with user services, business logic, models, and data all running on the cloud
platform. It is necessary for intelligent devices to have great computing power and storage support.
The cloud computing platform includes the basic management platform, data center, business center,
and business forefront service, which can process twin data and models corresponding to different
intelligent devices in real-time. Different user groups logging in through certain APP can monitor
the running status of devices in real-time, and sending control instructions as needed. The iDTS
running mode based on "cloud-end" is a low-cost, highly scalable, and highly reliable mode, which
is suitable for scenarios with low real-time computing and a long period. The intelligent terminal
equipment is generally lightweight industrial products. The number of operating parameters for
condition monitoring and control is small. For example, Predix, an industrial internet platform of
GE Company, is a system supporting the “cloud-end” running mode, which has successfully realized
the remote monitoring and diagnosis of engines and has the functions of online monitoring,
predictive maintenance and optimized operation °*), In addition, Didi Taxi system is a one-stop
travel platform covering many businesses such as taxis, special cars, express, hitch, designated
driver and buses, and etc. It has a variety of services such as car reservation, intelligent allocation,
real-time vehicle location query, service demand exchange, online payment, order evaluation. It is

a typical iDTS running based on the “cloud-end” mode %),
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Figure 8. iDTS running architecture based on the “cloud-end” mode
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The characteristics of the “cloud-end” running mode are as follows.

(1) Centralized management: The cloud has high-performance computing and storage
capabilities to realize centralized management of the business, models, and data of the iDTS, with
system analysis, computing, control, storage, and other service functions. In terms of processing or
storage, the resources can be integrated to avoid duplicate computing and storage.

(2) Cost saving: Cloud computing runs without interruption, as well as updates components
centrally. Moreover, cloud computing does not require the purchase of redundant servers and their
expansion spare parts, nor does it require repeated installation of server system environments,
repeated updates, and repairs.

(3) Heterogeneous resource operation and maintenance: At the bottom, it is necessary to
face all kinds of numerous basic hardware and software resources. Using cloud computing can
realize resource coordination and optimization in a heterogeneous environment and support
dynamic resource expansion. It is effectively compatible with various kinds of hardware and several

different types of business at the same time.
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The “cloud-edge-end” mode is a kind of edge cloud computing mode. It is a flexible cloud
computing platform based on the core of cloud computing technology and the capability of edge
computing, and forms “cloud-edge-end” collaboration. The running architecture adds edge
computing capability on the basis of the “cloud-end” running architecture illustrated in Figure 8.
The edge position has computing, network, storage, security, and other capabilities. Compared with
the “cloud-end” running mode, the “cloud-edge-end” mode is a low-latency, high-reliability, and
safer one, which is suitable for real-time computing and short-cycle scenarios. Moreover, it puts
network forwarding, storage, calculation, intelligent data analysis, and other work on edge



processing, which can reduce response delay, cloud pressure, and bandwidth cost, and provide cloud
services such as scheduling and computing power distribution for the whole network, as shown in
Figure 9. For example, Siemens regards MindSphere as an open loT operating system based on the
cloud. It is an open architecture based on “cloud-edge-end” collaboration. In addition, MindSphere
can create a real-time feedback loop between physical machines and their corresponding digital
twins. In this way, operational data such as energy utilization, operational status, and performance
can be monitored. Operational data can also support product production through energy
optimization, predictive maintenance, performance adjustment, etc., so as to improve the future
iteration of the design. Similarly, the Hangzhou City Brain Project in China is an iDTS running on
the “cloud-edge-end” architecture of Alibaba Cloud Computing Platform. Alibaba Cloud edge
computing includes four layers of the technology stack, which are edge hardware and chips, edge
computing platform, edge computing operating system, edge middleware, and edge-oriented
applications and services. Another example is the urban brain, and it includes 11 systems and 48
application scenarios, such as police affairs, transportation, cultural travel, and health, with an

average daily data of over 80 million.
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The characteristics of the “cloud-edge-end” running mode are as follows.

(1) Edge computing: It provides an IT service environment and computing capacity at the
edge of the mobile network, and emphasizes proximity to mobile users. Thus, it can reduce the delay
of network operation and service delivery, and enhance users’ experience.

(2) “Cloud-edge” collaboration: It can collaborate with the central cloud, edge computing,
and IoT computing power, thus giving full play to the advantages of cloud center scale, localization
and low cost of edge computing, and IoT terminal awareness. Moreover, it can make full use of the
intelligent heterogeneous resources in the whole path of cloud, edge, and end to process multimedia
in real-time, to maximize data information. At the same time, based on the flexible deployment of
algorithm warehouse and service warehouse, it can effectively achieve the full pull-through of
computing and storage resources. Taking the Al scene as an example, the reasoning is carried out at
the edge, then data is collected from the edge for training in the center, and the trained model is
distributed to the edge. In addition, the capabilities in the cloud need to be linked. For example,
useful data is collected at the edge, and then in turn is presented and reprocessed on the cloud. In
addition to cloud edge collaboration, there are edge collaboration and end-edge collaboration as
well.

(3) Resource scheduling: In the edge computing scenario, resources are scattered, and loads
vary greatly with time and space. It is significant to adjust resources reasonably and effectively
according to the difference of time and space, to make the best use of resources. Thus, reasonable
resource scheduling can make the system more efficient, stable, and low-cost.
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In the distributed computing running mode of iDTS, people, equipment, materials, and
workplaces in physical space are dispersed, and computational resources in digital space are

distributed as well. This kind of running mode is suitable for cases where the production elements



are scattered, the enterprise has a large number of plants. The resources scattered in various places
need to be coordinated and managed to achieve the interconnection in various places. The cloud
servers or computing resources need to be called to achieve complex model simulation operations.
Distributed computing iDTS has various technical solutions in terms of implementation. One
solution is to implement the distributed iDTS at the application layer. In this mode, the splitting and
integration of the system occur at the application layer. The corresponding communication software
and other functional software realize the decentralized deployment of the whole system. Another
solution is to implement distributed iDTS at the operating system layer. Thus, the iDTS application
development is deployed on an operating system without considering the specific details of
distributed implementation. The operating system is responsible for the unified scheduling of
decentralized resources in various places. As a whole, the distributed operating system running on
various hardware carriers constitutes a large virtual operating system on which all functions of iDTS
run, thus realizing the logical integration of the system and the distribution of the specific operation.
Moreover, this implementation requires a distributed operating system to deploy the iDTS.
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As shown in Figure 10, the whole system uses WAN as a data transmission link to connect
various decentralized systems. The distributed iDTS has a decentralized physical space, which is
distributed in different geographical areas and can be expanded infinitely. Various physical objects
in the physical space need to be built on top of a unified operating system platform. The sensing
measurement and control functions of the physical objects are supported by the operating system.
The computing platforms running the various iDTS software are also distributed, and managed by
a unified distributed operating system, and communicate with other distributed resources in the
network. In addition, the computing platforms can be expanded indefinitely. Each computing
platform is integrated by the distributed operating system into a logically unified virtual computing
platform. In the distributed iDTS running mode, user domains are also decentralized and need to be
deployed and logically unified based on a unified operating system platform.
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Figure 10. iDTS running architecture based on distributed computing
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The features of the distributed computing running are as follows.

(1) Information physics is highly distributed: The underlying operating systems of physical
entities and digital models all adopt a unified operating system platform, and all devices can form a
“super virtual device”. Furthermore, physical functions, resource computing power, models, data,
and applications do not need to be bound, and they will be distributed and deployed flexibly
according to different tasks.

(2) Information physics is highly coordinated: Based on 5G, satellite links, and P2P
networks, the whole system is no longer a tree-like vertical pyramid structure, but a flat structure
that enables connections between information and physics through high-speed networks to promote

high-speed information-physical collaboration and rapid data interaction.



(3) Physical sharing of information: It can realize the dynamic expansion of manufacturing
resources based on hardware mutual assistance, and can also achieve the high sharing of functions,
computing power, data, models, and applications in the information physical space.

(4) Information physics is highly modular: Based on the highly distributed, collaborative,
and shared characteristics of the iDTS, the future generation of DT-based devices, units, and systems
should be highly modular, and they can be integrated, mutually supportive and shared through the
“building blocks” approach.

(5) Information physics is highly intelligent: Base on that distributed task schedule of the
underlying operating system, the iDTS has powerful distributed computing capability and remote
start-up, call, and migration capability, and thus it enables the small hardware devices without
powerful functions, computing power and algorithms to have the capability of large intelligent
devices.

filn, %7 HarmonyOS (HMS) F4unl LLSEHLUIE 10 Fros 534 2N ol B 72842 &
GizAT . HMS J&— A AN A R 48, HMS RA AU 2. 0 A ik
REAUAL 73 A1 B BN AT ST SR LR, P SB 2 e4 IA) R e ) LB A B 3L =2
It A 2223 HMS WA #R T 58— BOHESR RN AL BR, 45 0 RS PP IO AR I AR A 8L %7
&, SCHRERFE O 2R M IRE D AN, HMS SR T RN R 28 Bt £/
WE T 2 WA AT AE 24, RN SR A E I ZE S A P RE IPC 2R (Inter-Process
Communication) SEIL T SEILRGEPE TG« BT SRR AT DD REMIHRAE R GEF- 5 AT DA
e A DTS 8474,

For example, the HarmonyOS (HMS) based system can realize a distributed iDTS running
mode as represented in Figure 10. HMS is a distributed IoT operating system. The distributed soft
bus, distributed device virtualization, distributed data management, and distributed task scheduling
technologies used by HMS can realize mutual assistance and resource sharing among multiple
devices in terms of capabilities. All installed HMS devices use a unified framework and component
technology, which makes the development and application of user programs independent of device
form and supports program development at once, multi-terminal deployment, and flexible
deployment [°°]. In addition, HMS uses a microkernel-based architecture design to ensure the trusted
security of end devices, while the use of a deterministic latency engine and high-performance IPC
technology (Inter-Process Communication) enables the realization of a fast and smooth system.
Therefore, this type of operating system platform supporting distributed functions can perfectly
support distributed the iDTS running mode.
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The theoretical research and technical application of DT have been expanded from the initial
manufacturing industry to many fields such as agriculture, cities, construction, electricity, and
medicine. Comparing with other fields, DT technology was first applied in the manufacturing
industry, with mature application at present. However, its theoretical research and technical
application focus on (1) the expression of digital twins, (2) the integration of design and
manufacturing based on digital twins, and (3) the fault diagnosis and operation maintenance of
products based on digital twins. Few research addresses the characteristics, system composition,
logic architecture, and system operation mode of digital twin systems involving industrial products.
To tackle this problem, this paper proposes the concept of iDTS, establishes the composition
architecture model, logic function model, and maturity model of iDTS, and analyzes the typical
operation modes of iDTS for different industrial scenarios.

According to the research and application of DT technology in different fields, the paper firstly
presents the composition structure of a generic DTS. Then the paper summarizes the characteristics
of iDTS and defines iDTS by comparing different digital twin systems. The iDTS not only has four
common features of digital twin systems, namely accurate mapping, virtual-real interaction,
intelligent feedback, and optimized iteration, but also has the characteristics of human-centered,
human-machine-environment mutual integration, system fidelity, and a complex twin model. The
iDTS meets these characteristics through the functional structure composed of physical layer,
perception layer, twin layer, application layer, and control layer. In addition, with the life cycle of
products or systems progressing, iDTS will be constantly enriched ro generate a model with a
specific maturity. Lastly, for specific industrial application scenarios, the paper analyzes four iDTS
operation models and verifies the feasibility of the proposed iDTS by typical cases.

In the future, our research will focus on solving key technologies for iDTS operation, including
digital twin modeling and evaluation technology, multi-physics field simulation fusion technology,
digital twin lifecycle management technology, iDTS security control technology and etc.
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