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Abstract.
We analytically solve the two dimensional, nine-velocity, lattice Boltzmann model in planar channel flow and determine its deviatoric stress tensor. The shear component of its stress takes the expected Navier-Stokes form but the tangential component contains second order in Knudsen number contributions that one finds in solutions to the Burnett equations. Boundary conditions that neglect this Burnett contribution cause spurious grid-scale oscillations in the computed stress field within the computational domain. A moment-based boundary condition which considers the non–zero deviatoric stress is analysed and shown to completely eliminate the spurious oscillations seen in solutions using other boundary conditions. The analysis offers an explanation of previously reported optimal relaxation times in terms of the recurrence relation for the tangential stress and gives them an interpretation in terms of compact finite difference schemes.
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The lattice Boltzmann equation (LBE) is a numerical algorithm derived from a velocity–space truncation of Boltzmann’s equation for monatomic gases [23]. Despite being an algorithm that computes at each discrete point in space and time a discrete velocity distribution function it is primarily used to numerically solve the Navier-Stokes equations, the variables of which are obtained from moments of the distribution functions. The kinetic heritage of the LBE has encouraged boundary conditions for the algorithm to be formulated in terms of this particle basis, where the unknown distribution functions are usually found by “bounce–back” [11, 25] - a reversal in the velocity distribution functions that hit a boundary - or an adaptation of Maxwell’s combination of diffuse and specular reflection [32] to a discrete velocity space. Bounce-back methods have been successful extended to complex geometries of engineering importance where physical boundaries are not necessarily aligned with lattice gridpoints, usually by combining them with spatial interpolations to ensure macroscopic conditions on the velocity are satisfied [5, 13, 48, 52]. Diffuse boundary conditions were first applied to discrete velocity Boltzmann models by Broadwell [6] and studied in detail by Gatignol [15] before being discussed in terms of the lattice Boltzmann method [2]. Another popular method is “non–equilibrium bounce–back” [53] which, unlike bounce-back and Maxwell-Broadwell conditions, explicitly imposes a macroscopic wall velocity condition.

The supposed simplicity of “particle-based” boundary conditions is often regarded as one of the LBE’s major advantages over traditional (macroscopic) numerical methods, yet it has been a source of much debate. This is due, in part at least, to the indirect approach of using a discrete kinetic–based model to solve the hydrodynamic flow equations: on the one hand, boundary conditions are needed for the particle velocity distribution functions; while on the other, accurate solutions of the macroscopic flow variables are usually sought. Moreover, the flow behaviour in the vicinity of solid boundaries is considerably different in kinetic flows compared with hydrodynamic flows when the Knudsen number ($Kn$) is appreciable. For example, kinetic theory can accurately predict the Knudsen layer in the slip–flow regime - an $O(Kn)$-wide boundary layer in the vicinity of the wall [7, 41] - whereas Navier–Stokes theory cannot [21]. The lattice Boltzmann equation with either bounce–back or Maxwell-Broadwell conditions usually predicts a non–vanishing fluid velocity at wall boundaries. This apparent slip - sometimes presumed to be a kinetic effect - has stimulating much interest in the applicability of the LBE - primarily a hydrodynamic flow solver - to the rarefied flow
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regime, but equally as much controversy [2, 50, 29, 44, 43, 38, 37, 25, 46].

The numerical and physical nature of the lattice Boltzmann equation can be elucidated with simple, analytically tractable, flows from which we can obtain exact solutions. He et al. [25] analytically solved the D2Q9 BGK lattice Boltzmann equation for the velocity field in planar channel flow. They showed that the LBE reduces in this flow to a three-term recurrence relation for the flow velocity, the solution of which is a perfect parabolic profile, as in Poiseuille flow, with a constant numerical (artificial) slip velocity, $U_s$, that is determined by the boundary conditions. More specifically, the position where the tangential velocity vanishes only asymptotically coincides with the point halfway between grid points; its precise location depending on the kinematic viscosity. The general form of the solution is valid for all boundary conditions and all Knudsen numbers, and hence one concludes that the D2Q9 lattice Boltzmann equation does not predict kinetic effects in the velocity field. We remark briefly that the numerical slip velocity stems from the particles moving tangentially along the wall and will be present in any boundary condition implementation that does not fully account for them. Complications from so-called ‘grazing’ molecules have been known to exist in discrete kinetic theory for some time [15].

The D2Q9 numerical slip may be eliminated with two relaxation time (TRT) models provided the so-called “magic relation” between the relaxation times for the odd and even moments is satisfied, $\Lambda = 3/16$ [16, 18, 10, 34, 46]. d’Humieres and Ginzburg [10] analysed the lattice Boltzmann recurrence equation with two relaxation times in steady flows and showed also that the numerical errors and stability of the algorithm are controlled by the product of odd and even relaxation times, rather than on each individually. Thus the “magic parameter” $\Lambda$ is more than just a fix for the slip artefact in a simple flow. Unfortunately, the choice of $\Lambda$ which eliminates the numerical–slip does not coincide with the most stable or apparently optimal set of relaxation times [17, 10, 26, 12].

The inability of the D2Q9 LBE to predict Knudsen boundary layers in the velocity field does not preclude more subtle kinetic effects. In classical kinetic theory one can obtain the Burnett equations from the Chapman-Enskog expansion at $O(K n^2)$ with a fixed Mach ($Ma$) number [8, 14] and equations of Grad–type are obtained from a Hermite polynomial closure [20]. Neither the Burnett nor Grad 13 equations (which are both formally of second order in Knudsen number) can capture kinetic boundary layers in the velocity field, but rarefaction effects manifest themselves in these models as an $O(K n^2)$ (or $O(\tau^2)$) contribution to higher moments [42]. Interestingly, Yudisiawan [49] observed some kinetic effects in the stress field of the D2Q9 discrete Boltzmann model: solutions of the truncated PDE moment system suggested a non zero tangential stress in planar (force–driven) Poiseuille flow; something which is characteristic of Burnett and non–Newtonian behaviour. More recently, Dellar [9] took inspiration from [27] and [45] and showed the constitutive equation for stress embedded within the moments of the D2Q9 discrete Boltzmann equations is not that of the Navier-Stokes equations and resembles the upper convected Maxwell model for viscoelasticity. Reis [36] also noticed that the LBE predicted non-Newtonian behaviour in the stress field and used the work of Dellar [9] to develop suitable boundary conditions for the tangential component of stress. Although Yong and Luo [47] showed that the D2Q9 lattice Boltzmann equation predicts the Newtonian viscous stress tensor with second order accuracy, their calculations assume a diffusive scaling where the timestep is proportional to the square of the grid spacing, $\Delta t \propto \Delta x^2$. This suppresses acoustic behaviour and kinetic effects at $O(\tau^2)$.

The kinetic or non-Newtonian effects that appear to be embedded in the lattice Boltzmann equation can manifest near the boundaries, as well as in the flow, implying that boundary conditions for the LBE may need to be informed of the $O(\tau^2)$ terms in the stress. Most existing lattice Boltzmann implementations of boundary conditions do not have the freedom to do this, as will be discussed in Section 2. An exception is the moment-based method of
Most existing work using this approach assumes the stress is of Navier-Stokes form [36, 37, 1, 22, 33], which may be inconsistent with the underlying PDE moment system, but this can be adjusted. Reis [36] showed numerically that the Navier-Stokes assumption in the boundary conditions causes spurious oscillations in the tangential component of the deviatoric stress and proposed a consistent constraint, but no further analysis of the algorithm was provided.

In this article we take the view that the lattice Boltzmann equation is a direct space-time discretisation of the discrete velocity Boltzmann equation with a truncated (closed) moment PDE system, and is thus computing solutions to this moment system. The moment system has embedded within it a non-Newtonian constitutive equation for the deviatoric stress. We hypothesise that standard local lattice Boltzmann boundary conditions that prescribe hydrodynamic conditions but do not fully account for the stress embedded within the moments are inconsistent with the underlying PDE and produce spurious oscillations in the numerical solutions to simple flows. We build on the work of He et al. [25], D’Humieres and Ginzburg [10], Dellar [9], and Reis [36], and solve the BGK and TRT lattice Boltzmann equation analytically for the three components of the stress tensor in force driven Poiseuille flow in an infinitely long channel (no inflow/outflow conditions). This allows us to see precisely how the LBE is behaving and illuminates some physical and numerical aspects of the algorithm. That is, we determine what stress the LBE is computing, the stencil it uses to compute it, the role of the relaxation times on the numerics, and the consistency of boundary conditions. The remainder of this article is organised as follows. Section 1 discusses the discrete Boltzmann PDE and the lattice Boltzmann implementation. Section 2 reviews commonly used boundary conditions and reveals their inconsistencies with the Boltzmann stress. In Section 3 we obtain the analytical solution of the lattice Boltzmann stress field in planar channel flow and discuss the Burnett boundary condition in Section 4. The significance of two-relaxation-time models is addressed in Section 5 and concluding remarks are made in Section 6.

1. The discrete Boltzmann equation and its moment PDE system. The discrete Boltzmann equation
\[ \frac{\partial f_i}{\partial t} + \xi_i \cdot \nabla f_i = -\frac{1}{\tau_i} \left( f_i - f_i^{(0)} \right) + S_i, \]
describes the spatial and temporal evolution of the distribution of particles in a monatomic gas with velocity restricted to a discrete, finite, set. For the remainder of this article we focus our attention on the D2Q9 lattice [35] shown in Figure 1. The left hand side of equation (1.1) models the advection of \( f_i \) with discrete velocity \( \xi_i \) and defines a linear, constant coefficient, hyperbolic, system of equations with characteristic velocities equal to \( \xi_i \). Boundary conditions should supply values of \( f_i \) along these characteristics and into the domain. The first term on the right hand side is algebraic and approximates the repeated action of particle collisions, which is an assumed relaxation to the local equilibria \( f_i^{(0)} \) with a single relaxation time \( \tau \) (BGK operator). The source term \( S_i \) can account for an additional body force. Macroscopic quantities are defined through the discrete moments of \( f_i \). The first six of these correspond to the hydrodynamic quantities of density (a scalar), momentum (a vector), and the symmetric moment flux tensor,
\[ \rho = \sum_i f_i, \quad \rho u_\alpha = \sum_i f_i \xi_\alpha, \quad \Pi_{\alpha\beta} = \sum_i f_i \xi_\alpha \xi_\beta, \]
where the Greek subscripts refer to the Cartesian coordinates of space. The 9 dimensional particle velocity basis permits 9 independent moments. The remaining three are often called kinetic moments, but for the D2Q9 model they may also be dubbed “ghost” moments since
they do not have a direct physical interpretation:

\[ Q_{xy} = \sum_i f_i \xi_{ix} \xi_{iy}, \quad Q_{xyy} = \sum_i f_i \xi_{ix}^2 \xi_{iy}, \quad R_{xxyy} = \sum_i f_i \xi_{ix}^2 \xi_{iy}^2. \]

The most commonly used equilibria \( f_i^{(0)} \) are given by [35, 23]

\[ f_i^{(0)} = w_i \rho \left( 1 + \frac{\xi_i \cdot \mathbf{u}}{c_s^2} + \frac{(\xi_i \cdot \mathbf{u})^2}{2c_s^4} - \frac{|\mathbf{u}|^2}{2c_s^2} \right), \]

where the sound speed \( c_s \) and weights \( w_i \) are constants. The D2Q9 discrete velocity set is defined by

\[ \xi_i = \begin{cases} (0, 0), & i = 0, \\
(\cos \alpha_i, \sin \alpha_i) \, c, & i = 1, 2, 3, 4, \\
\sqrt{2} (\cos \alpha_i, \sin \alpha_i) \, c, & i = 5, 6, 7, 8,
\end{cases} \]

where \( \alpha_i = (i - 1) \pi/2 \) for \( i = 1, \ldots, 4 \) and \( \alpha_i = (i - 5) \pi/2 + \pi/4 \) for \( i = 4, \ldots, 8 \) and the weights are

\[ w_i = \begin{cases} 4/9, & i = 0, \\
1/9, & i = 1, 2, 3, 4, \\
1/36, & i = 5, 6, 7, 8.
\end{cases} \]

These \( w_i \) and \( \xi_i \) correspond to a 5th-order Gauss–Hermite quadrature [23, 39]. In these units, \( c_s = 1/\sqrt{3} \). The first three moments of \( f_i^{(0)} \) give the mass and momentum, \( \text{i.e.} \) they are conserved under collisions:

\[ \sum_i f_i^{(0)} = \sum_i f_i = \rho, \quad \sum_i f_i^{(0)} \xi_\alpha = \sum_i f_i \xi_\alpha = \rho u_\alpha, \]

and the equilibrium momentum flux tensor is

\[ \Pi^{(0)}_{\alpha\beta} = \sum_i f_i^{(0)} \xi_\alpha \xi_\beta = c_s^2 \rho \delta_{\alpha\beta} + \rho u_\alpha u_\beta, \]

where the first term on the right–hand side is an ideal equation of state for the (thermodynamic) pressure. The three remaining equilibrium moments are

\[ Q_{xy}^{(0)} = c_s^2 \rho u_y, \quad Q_{xyy}^{(0)} = c_s^2 \rho u_z, \quad R_{xxyy}^{(0)} = c_s^4 \rho + c_s^2 \rho (u_z^2 + u_y^2). \]

### 1.1. Constitutive equation from the discrete Boltzmann equation

Taking successive moments of the discrete Boltzmann equation (1.1) leads to a truncated system of partial differential equations. If we ignore the force term \( S_i \) for the time being (this will be addressed in Section 1.2), the zeroth, first and second order moment equations correspond to the mathematical statements of mass and momentum conservation, and the evolution of the momentum flux, respectively:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot \rho \mathbf{u} = 0, \]

\[ \frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{\Pi} = 0, \]

\[ \frac{\partial \mathbf{\Pi}}{\partial t} + \nabla \cdot \mathbf{Q} = -\frac{1}{\tau} \left( \mathbf{\Pi} - \mathbf{\Pi}^{(0)} \right). \]
The nine particle propagation velocities $\xi_0, \ldots, \xi_8$ in the D2Q9 integer lattice.

The macroscopic equations of motion are most commonly obtained from the Boltzmann equation using the Chapman–Enskog expansion [8], which seeks solutions which vary slowly over timescales much longer than the collision time $\tau$. Alternatively, one may obtain an equation for the stress deviator $T = \Pi^{(0)} - \Pi$ from Maxwell’s equations of transfer by taking moments with respect to the peculiar velocity $c_i = \xi_i - u$ [27]. The left hand side of equation (1.12) becomes

$$\partial_t \Pi_{\alpha\beta} + \partial_\gamma \mathcal{Q}_{\alpha\beta\gamma} = \partial_t \left( \Pi^{(0)}_{\alpha\beta} - T_{\alpha\beta} \right)$$

$$+ \partial_\gamma \left( \mathcal{Q}_{\alpha\beta\gamma} + u_\alpha \left( P\delta_{\beta\gamma} - T_{\beta\gamma} \right) + u_\beta \left( P\delta_{\gamma\alpha} - T_{\gamma\alpha} \right) 
+ u_\gamma \left( P\delta_{\alpha\beta} - T_{\alpha\beta} \right) + \rho u_\alpha u_\beta u_\gamma \right),$$

(1.13)

where $\mathcal{Q}_{\alpha\beta\gamma} = \sum_i f_i c_{i\alpha} c_{i\beta} c_{i\gamma}$ and $P = \rho/3$ is the pressure. We use the conservation equations for mass (1.10) and momentum (1.11) to evaluate the temporal derivative,

$$\partial_t (\rho u_\alpha u_\beta) = -u_\alpha \partial_\gamma \left( \Pi^{(0)}_{\beta\gamma} - T_{\beta\gamma} \right) - u_\beta \partial_\gamma \left( \Pi^{(0)}_{\alpha\gamma} - T_{\alpha\gamma} \right) + u_\alpha u_\beta \partial_\gamma (\rho u_\gamma).$$

(1.14)

The equilibrium part of the third order moment with respect to the peculiar velocity is

$$\mathcal{Q}^{(0)}_{\alpha\beta\gamma} \propto \mathcal{O}(Ma^3).$$

If we assume $\mathcal{Q}_{\alpha\beta\gamma} \approx \mathcal{Q}^{(0)}_{\alpha\beta\gamma}$, which is justifiable with a suitable collision operator that has a short relaxation time for $\mathcal{Q}$ then we find the evolution equation of the deviatoric stress $T_{\alpha\beta}$ from equation (1.12):

$$T_{\alpha\beta} + \tau \left[ \partial_t T_{\alpha\beta} + u_\gamma \partial_\gamma T_{\alpha\beta} + T_{\alpha\beta} \partial_\gamma \frac{\partial u_\beta}{\partial \gamma} + T_{\beta\gamma} \partial_\gamma \frac{\partial u_\alpha}{\partial \gamma} \right] = \tau \rho \left( \frac{\partial u_\alpha}{\partial \beta} + \frac{\partial u_\beta}{\partial \alpha} \right),$$

(1.15)

where we have neglected terms of order $\mathcal{O}(Ma^2)$ (and the Mach number $Ma = |u|/c_s \ll 1$).

For the case of steady unidirectional channel flow, which is the primary focus of the remainder of this article, the three components of equation (1.15) simplify to

$$T_{xx} = -2\mu \tau (u'_x)^2, \quad T_{xy} = \mu u'_x, \quad T_{yy} = 0,$$

(1.16)

where $\mu = \rho \nu = \rho \tau c_s^2$ is the dynamic viscosity and primes denote differentiation with respect to $y$. 

---

**Fig. 1. (colour online)** The nine particle propagation velocities $\xi_0, \ldots, \xi_8$ in the D2Q9 integer lattice.
Equation (1.16) highlights the behaviour of the deviatoric stress found from the D2Q9 discrete Boltzmann equation. At first order in Knudsen number (or $\tau$), $T_{xx} = T_{xx}^{(0)} = 0$, giving the isothermal Navier–Stokes equations, but at the next order (the Burnett level) the tangential component of $T$ is proportional to the square of the shear rate.

1.2. Lattice Boltzmann implementation. Equation (1.1) may be fully discretised by integrating along a characteristic for time $\Delta t$:

\begin{equation}
(1.17) \quad f_i(x + \xi_i \Delta t, t + \Delta t) - f_i(x, t) = \int_0^{\Delta t} C_i(x + \xi_i s, t + s) ds,
\end{equation}

where $C_i$ represents the collision operator and body force on the right-hand side of (1.1).

Approximating the right hand side of (1.17) using the trapezoidal rule gives

\begin{equation}
(1.18) \quad f_i(x + \xi_i \Delta t, t + \Delta t) - f_i(x, t) = \Delta t \left( C_i(x + \xi_i \Delta t, t + \Delta t) + C_i(x, t) \right) + O(\Delta t^2).
\end{equation}

Equation (1.18) is a second order accurate but implicit system of algebraic equations, since $C_i$ depends on $f_i$ through $\rho$ and $u$. For an explicit algorithm we follow He et al. [24] and introduce the change of variables

\begin{equation}
(1.19) \quad \tilde{f}_i(x, t) = f_i(x, t) + \frac{\Delta t}{2}\left( f_i(x, t) - f_i^{(0)}(x, t) \right) - \frac{\Delta t}{2} S_i(x, t).
\end{equation}

The lattice Boltzmann equation for $\tilde{f}_i$ at the new timestep is

\begin{equation}
(1.20) \quad \tilde{f}_i(x + \xi_i \Delta t, t + \Delta t) - \tilde{f}_i(x, t) = -\frac{\Delta t}{\tau + \Delta t/2} \left( \tilde{f}_i(x, t) - f_i^{(0)}(x, t) \right) + \frac{\tau \Delta t}{\tau + \Delta t/2} S_i.
\end{equation}

The source term $S_i$ included to introduce a body force $F$ to the flow is required to fulfil the following moment conditions:

\begin{equation}
(1.21) \quad \sum_i S_i = 0, \quad \sum_i S_i \xi_\alpha = F_\alpha, \quad \sum_i S_i \xi_\alpha \xi_\beta = F_\alpha u_\beta + u_\alpha F_\beta.
\end{equation}

The first constraint in (1.21) is a statement of mass conservation and the second accounts for an additional acceleration. The third condition ensures $F$ does not appear in equation (1.15).

A suitable form of $S_i$ based on a truncated expansion in Hermite polynomials is [31]

\begin{equation}
(1.22) \quad S_i = w_i \left[ \frac{\xi_i - u}{c_s^2} + \frac{\xi_i \cdot u}{c_s^2} \xi_i \right] \cdot F.
\end{equation}

For planar channel flow we assume a constant body force in the horizontal direction, $F = (\rho G, 0)$.

The density is obtained directly form the zeroth order moment of $\tilde{f}_i$:

\begin{equation}
(1.23) \quad \rho = \sum_i f_i = \sum_i \tilde{f}_i;
\end{equation}

and the momentum from the first order moment of (1.19):

\begin{equation}
(1.24) \quad \rho \mathbf{u} = \sum_i \tilde{f}_i \xi_i = \rho \mathbf{u} - \frac{\Delta t}{2} \mathbf{F}.
\end{equation}
Moments

\[ \rho, \rho u_x, \Pi_{yy} \]

\[ f_2 + f_5 + f_6 \]

\[ \rho u_y, \Pi_{xy}, Q_{xxy} \]

\[ f_5 - f_6 \]

\[ \Pi_{xx}, Q_{xyy}, R_{xxyy} \]

\[ f_5 + f_6 \]

**Table 1**

Moment groups at a southern boundary

Expressions for the non-conserved moments must be found by taking moments of the transformation (1.19). For example, the momentum flux tensor is

\[ \Pi = \frac{2\tau \Pi^{(0)} + \tau \Delta t (F u + u F)}{2\tau + \Delta t}, \]  

where \( \Pi = \sum_i f_i \xi_i \xi_i \). From (1.25) we can find the deviatoric stress \( T = \Pi^{(0)} - \Pi \) in terms of the moments of \( f_i \):

\[ T = \frac{2\tau (\Pi^{(0)} - \Pi) - \tau \Delta t (F u + u F)}{2\tau + \Delta t}. \]

**2. Boundary conditions.** At a straight wall the D2Q9 lattice has three unknown “incoming” (unknown) distributions which need to be supplied by the boundary conditions. To solve the lattice Boltzmann equation one usually imposes boundary conditions directly upon the distributions \( f_i \). Due to the invertible relationship between the discrete velocity distribution function and its moments, an alternative method would impose constraints on three judiciously chosen moments and then translate these into the particle basis [3]. Since this methods is used in the Sections that follow, it is discussed in some detail here. To illustrate the moment-based approach, let’s consider a horizontal solid wall at a southern boundary. The three incoming (unknown) distribution functions are \( f_2, f_5 \) and \( f_6 \), as shown in Figure 2. Table 1 shows how these three unknowns appear in each of the nine moments at the wall [3, 37].

The three rows of Table 1 are linearly independent. Therefore we may impose a boundary condition on one moment from each row of Table 1 and solve for the incoming distributions. All other wall moments can be expressed in terms of known \( f_i \) and the imposed constraints. It is logical to choose the moments that correspond to the hydrodynamic quantities: density, momentum, and momentum flux, rather than the higher-order moments \( Q \) and \( R \). For
Navier–Stokes flow with no-slip walls, a possible set of constraints would be

\begin{equation}
\tag{2.1}
\rho u_x = \rho u_y = 0, \quad \Pi_{xx} = \Pi_{xx}^{(0)} = c_s^2 \rho.
\end{equation}

The condition on \( \Pi_{xx} \) follows from the zero wall velocity constraint and the commonly held assumption that \( \Pi_{xx} = \Pi_{xx}^{(0)} + \tau \Pi_{xx}^{(1)} \), where \( \Pi_{xx}^{(1)} \approx \partial u_x / \partial x \). These are the conditions used in the original moment method \[3\] and most subsequent work \[4, 37, 1, 22, 40, 33\]. Note that this is not a condition on the pressure or density. It is a condition on the tangential component of the momentum flux, saying that non-equilibrium parts much vanish at the boundary. The density (and thus pressure) is not imposed; it is computed from known values and dependent moments at the boundary, as shown in equation (2.3), for example.

The second-order discretisation (1.20) requires us to find the unknown (incoming) \( \bar{f}_i \), rather than \( f_i \). In the absence of a body force, the conserved moments may be calculated from \( \bar{f}_i \) in precisely the same way as from \( f_i \). However, if a source term \( S_i \) is included, one must be careful to respect equation (1.24). Conditions on the stress must be re-expressed using equation (1.25). Conveniently, the simple Navier–Stokes stress boundary condition becomes \( \Pi_{xx} = \Pi^{(0)} \). In terms of the incoming distribution functions, the conditions (2.1) are

\begin{align}
\tag{2.2}
\bar{T}_2 &= \bar{T}_1 + \bar{T}_3 + \bar{T}_4 + 2 (\bar{T}_7 + \bar{T}_8) - \frac{\rho}{3}, \\
\bar{T}_5 &= -\bar{T}_1 - \bar{T}_8 + \frac{\rho}{6} - \frac{G \rho \Delta t}{4}, \\
\bar{T}_6 &= -\bar{T}_3 - \bar{T}_7 + \frac{\rho}{6} + \frac{G \rho \Delta t}{4},
\end{align}

where the wall density is given by

\begin{equation}
\tag{2.3}
\rho = \bar{T}_0 + \bar{T}_1 + \bar{T}_3 + 2 (\bar{T}_4 + \bar{T}_7 + \bar{T}_8).
\end{equation}

Similar expressions can be found for the incoming \( \bar{f}_i \) at other boundaries.

We now use the moment method with Navier–Stokes conditions to simulate Poiseuille flow in an infinitely long 2D planar channel (the computational domain is periodic in the streamwise direction). The flow is driven by the force \( F = (F_x, F_y) = (\rho G, 0) \), where \( G \) is a constant mimicking the pressure gradient. The relevant non-dimensional number is the Reynolds number, \( Re = U_c H / \nu \), where \( U_c = H^2 G / 8 \nu \) is the centerline velocity. \( H = (n - 1) \Delta x \) is the channel height and \( n \) is the number of grid points in the vertical direction. The spanwise velocity \( u_y \) and the normal component of the extra stress \( T_{yx} \) are zero and the shear stress given by a simple linear profile. This will be proven analytically in Section 3. The density was confirmed to be constant in all cases and the spanwise velocity zero - this is verified theoretically in the Section 3 but previously known from He et al. \[25\].

Figure 3 plots the non–dimensional streamwise velocity and tangential stress when \( Re = 100, \ Ma = 0.1 \sqrt{3} \) and \( n = 33 \). We emphasise that the numerical solution for \( u_x \) is exact to floating point round-off error. Moreover, the exact solution is still obtained when using the minimum number of grid points, \( n = 3 \), required to define the characteristic length, \( H \), with the moment-method. The plot of tangential stress \( T_{xx} \), however, shows large spurious oscillations, as first noticed by Reis \[36\]. These are generated at the boundary but can infect the flow in the bulk. Doubling the resolution allows us to capture the correct behaviour away from the walls but the spurious oscillations, although smaller in magnitude and rapidly decaying, remain, as shown in Figure 4. Lowering the Mach number by an order of magnitude, on the other hand, reduces the Knudsen number and thus \( \tau \) (note that \( Kn \propto Ma / Re \)), which emphasises the inconsistency between the Navier-Stokes stress boundary condition and the
Fig. 3. Plot of the streamwise velocity (left) and tangential stress in an infinitely long two dimensional planar channel flow using the original moment–based boundary conditions (2.2) when $Re = 100$, $Ma = 0.1\sqrt{3}$ and $n = 33$.

Fig. 4. (colour online) Plot of the analytical and computed solutions of the tangential stress in an infinitely long planar channel flow using Navier–Stokes boundary conditions (2.2) when $Re = 100$. Left: $n = 65$, $Ma = 0.1\sqrt{3}$. Right: $n = 33$ and $Ma = 0.01\sqrt{3}$.

lattice Boltzmann equation, as observed in Figure 4. Further explanation will be given in Section 3. The deviatoric stress is approaching the Navier–Stokes solution ($T_{xx} \rightarrow 0$ as $Kn \rightarrow 0$), but the numerical oscillations, although small in magnitude, can infect the entire domain.

Microscale flows typically operate in the small Reynolds number (diffusion dominated) regime. Figure 5 plots the deviatoric stress at $Re = 0.1$ when $Ma = 0.01\sqrt{3}$ ($Kn = \mathcal{O}(10^{-1})$) and $Ma = 0.001\sqrt{3}$ ($Kn = \mathcal{O}(10^{-2})$). Grid scale oscillations are no longer present, which we will show later is due to a larger value of $\tau$ (c.f. Section 3). However, the computed stress for the $Kn = \mathcal{O}(10^{-1})$ case is completely incorrect over the whole channel while the $Kn = \mathcal{O}(10^{-2})$ is correct in the interior but deviates substantially from the analytical solution near the boundaries. We now investigate the LBE computations of the stress in the same flow with some commonly used boundary conditions.

2.1. Bounce–back. The bounce–back method generally places the wall between grid points; its precise location is a function of the kinematic viscosity and, with the BGK collision operator, only asymptotically coincides with the point halfway between nodes. The offset of
the wall from the midway point is $O(\Delta x^2)$ [16]. The bounce–back method is defined by

\[ f_i(x, t + \Delta t) = f_i^* (x, t), \]

where $i$ is the incoming direction and opposite to $\vec{i}$ ($\xi_i = -\xi_i$) and $f_i^*$ denotes the post-collision distribution function. We note that for a second order in time implementation one should generally transform between $f_i$ and $f_i^*$ (equation (1.19)) before applying the bounce–back rule, but this is not necessary for steady, constant body force, flow. Note also that we do not consider variations to bounce-back that use interpolation techniques to prescribe conditions at specific locations (on or off node), such as Bouzidi et al. [5].

Figure 6 plots the tangential component of the deviatoric stress using bounce–back boundary conditions with $Ma = 0.1\sqrt{3}$ and $Ma = 0.01\sqrt{3}$. In both examples $n = 32$ and $Re = 100$ (this number of grid points is chosen to ensure the same grid spacing as the computations using “on–node” boundary conditions). Although some oscillations are visible, they are a lot smaller in amplitude than in those with the original moment-based conditions. This is because bounce-back does not explicitly impose an inconsistent condition on the stress
Figure 7 plots the deviatoric stress at $Re = 0.1$ when $Ma = 0.01\sqrt{3}$ and $Ma = 0.001\sqrt{3}$. The bounce–back method also predicts qualitatively incorrect behaviour when $Ma = O(10^{-1})$. Reducing $Ma$ by an order of magnitude predicts the stress correctly in the bulk but deviation from the analytic solution is observed at the boundary. The computations with bounce–back are more accurate than the original moment method because no constraints have been placed on $T_{xx}$ explicitly.

2.2. Non–equilibrium bounce–back. Like the moment method, non–equilibrium bounce–back [53] places conditions precisely on grid points. It insists on the exact satisfaction of the no-slip condition ($u = 0$) at boundary points. To close the system it is assumed that the non–equilibrium part of velocity distribution functions normal to a boundary is “bounced–back”. For example, at a south wall it is assumed that $f_2 - f_2^{(0)} = f_4 - f_4^{(0)}$. If a no–slip condition is imposed, the resulting incoming distribution functions at such a wall are found to be

$$f_2 = f_4,$$

$$f_5 = f_7 - \frac{1}{2} (f_1 - f_3),$$

$$f_6 = f_8 + \frac{1}{2} (f_1 - f_3).$$

(2.5)

The non–equilibrium bounce–back scheme may be given an entirely equivalent interpretation in terms of the velocity moments. The conditions (2.5) can be obtained by imposing the moment constraints [3]

$$\rho u_x = 0, \quad \rho u_y = 0, \quad Q_{xxy} = 0.$$

(2.6)

The two velocity conditions are useful in defining the problem, but the condition on a component of the third order (non–hydrodynamic) moment seems somewhat arbitrary. In terms of the second order ($\mathcal{F}_j$) discretisation, the non–equilibrium bounce–back method becomes

$$\mathcal{F}_2 = \mathcal{F}_4,$$

$$\mathcal{F}_5 = \mathcal{F}_7 - \frac{1}{2} (\mathcal{F}_1 - \mathcal{F}_3) - \frac{G\rho}{4},$$

$$\mathcal{F}_6 = \mathcal{F}_8 + \frac{1}{2} (\mathcal{F}_1 - \mathcal{F}_3) + \frac{G\rho}{4}.$$

(2.7)
Figure 8 plots the tangential component of the deviatoric stress using non–equilibrium bounce–back boundary conditions with $Ma = 0.1\sqrt{3}$ and $Ma = 0.01\sqrt{3}$. In both examples $n = 33$ and $Re = 100$. Although we notice the spurious behaviour near the wall with the larger Mach number, they are not as severe as the Navier–Stokes stress boundary conditions. This is because no explicit condition has been imposed on $\Pi_{xx}$. However, when we reduce the Mach number, the oscillations infect the entire flow domain and are larger in magnitude than those observed in Figure 4.

Figure 9 plots the deviatoric stress at $Re = 0.1$ when $Ma = 0.01\sqrt{3}$ and $Ma = 0.001\sqrt{3}$. Non–equilibrium bounce–back is shown to predict behaviour similar to the moment method with Navier–Stokes stress conditions when $Ma = O(10^{-1})$. The simulation with the smaller $Ma$ fails to predict the correct wall behaviour. We notice the error is smaller than the computations with the moment method, but larger than with bounce–back.

2.3. Diffuse reflection. Maxwell’s kinetic boundary conditions for Boltzmann’s equation [32] express the incoming distributions as

$$f(x, \xi, t) = (1 - \alpha)f(x, \xi - 2mn \cdot \xi, t) + \alpha f^{(0)}_w(x, \xi, t), \quad \xi \cdot n > 0,$$
where $\alpha$ is the accommodation coefficient and $f_w^{(0)}$ is the Maxwell-Boltzmann distribution evaluated at the wall. The first term describes a specular reflection and the second the emission of an $f_w^{(0)}$ distribution of particles from the wall. Setting $\alpha = 1$ gives the diffuse reflection condition. These conditions were adapted to a finite particle velocity set by Broadwell [6] and analysed in further detail by Gatignol [15]. More recently, Ansumali and Karlin [2] applied this method to the lattice Boltzmann equation. For the D2Q9 velocity set with zero wall velocity, the purely diffusive Maxwell-Broadwell conditions on the south wall are

$$f_i = f_i^{(0)} \frac{f_4 + f_7 + f_8}{f_2^{(0)} + f_5^{(0)} + f_6^{(0)}}, \quad \text{for } i \in \{2, 5, 6\}.$$  

These are translated into the moment basis as [37]

$$\rho u_y = 0, \quad Q_{xxy} = \frac{1}{3} \Pi_{yy} - R_{xxyy}, \quad Q_{xyy} = -\Pi_{xy},$$  

and the Maxwell–Braodwell conditions in terms of the $T_i$ variables are

$$T_2 = \frac{2}{3} (T_4 + T_7 + T_8),$$

$$T_5 = \frac{1}{6} (T_4 + T_7 + T_8) + \frac{\rho G}{24},$$

$$T_6 = \frac{1}{6} (T_4 + T_7 + T_8) - \frac{\rho G}{24}.$$  

Figure 10 plots the tangential component of the deviatoric stress using Maxwell–Braodwell boundary conditions with $Ma = 0.1 \sqrt{3}$ and $Ma = 0.01 \sqrt{3}$. In both examples $n = 33$ and $Re = 100$. Strong oscillations are once again observed near the walls. The computed stress approximates the analytical solution well in the bulk when the Mach number is large. When $Ma$ is reduced (smaller Knudsen number), the magnitude of the stress is smaller but spurious the oscillations infect the entire domain. They are stronger with the Maxwell–Braodwell boundary condition than with the original moment method.

Figure 11 plots the deviatoric stress at $Re = 0.1$ when $Ma = 0.01 / \sqrt{3}$. The purely diffusive Maxwell–Braodwell condition predicts behaviour very similar to bounce–back when $Ma = O(10^{-1})$; the only noticeable difference being the location of the wall (recall the
3. Discrete solutions for unidirectional planar channel flow. We now follow closely He et al. [25] and find the discrete solution of the lattice Boltzmann equation (1.20) for time–independent planar channel flow in an infinitely long channel subject to the boundary conditions (2.1). The flow is driven by a force that mimics the constant pressure gradient, \( F = (F_x, F_y) = (\rho G, 0) \), where \( G \) is a constant. To ease notation we write the velocity components as \( \mathbf{u} = (u_x, u_y) = (u, v) \) and work in so–called lattice units with \( \Delta x = \Delta t = 1 \). The flow domain is a channel of height \( H \) consisting of \( n \) computational nodes in the vertical direction with solid walls located at \( j = 1 \) and \( j = n \). Since there is no time nor \( x \)–dependence, the components of equation (1.20) are
\[ T^j_0 = \frac{4\rho}{9} \left( 1 - \frac{3}{2} (u^2_j + v^2_j) \right) - \frac{4\tau \rho G}{3(\tau + 1/2)} u_j, \]
\[ T^j_1 = \frac{\rho}{9} \left( 1 + 3u_j + 3u^2_j - \frac{3v^2_j}{2} \right) + \frac{\tau \rho G}{3} (2u_j + 1), \]
\[ T^j_2 = \frac{\rho}{9(\tau + 1/2)} \left( 1 + 3v_{j-1} + 2v^2_{j-1} - \frac{3u^2_{j-1}}{2} \right) - \frac{\tau \rho G}{3(\tau + 1/2)} u_{j-1} + \frac{\tau - 1/2}{\tau + 1/2} T^{j-1}_2, \]
\[ T^j_3 = \frac{\rho}{9} \left( 1 - 3u_j + 3u^2_j \right) + \frac{\tau \rho G}{3} (2u_j - 1), \]
\[ T^j_4 = \frac{\rho}{9(\tau + 1/2)} \left( 1 - 3v_{j+1} + 3v^2_{j+1} - \frac{3u^2_{j+1}}{2} \right) - \frac{\tau \rho G}{3(\tau + 1/2)} u_{j+1} + \frac{\tau - 1/2}{\tau + 1/2} T^{j+1}_4, \]
\[ T^j_5 = \frac{\rho}{36(\tau + 1/2)} \left( 1 + 3u_{j-1} + 3v_{j-1} - 3u^2_{j-1} - 3u^2_{j+1} + 9u_{j-1}v_{j-1} \right) \]
\[ + \frac{\tau \rho G}{12(\tau + 1/2)} (1 + 2u_{j-1}) + \frac{\tau - 1/2}{\tau + 1/2} T^{j-1}_5, \]
\[ T^j_6 = \frac{\rho}{36(\tau + 1/2)} \left( 1 - 3u_{j-1} - 3v_{j-1} + 3u^2_{j-1} - 9u_{j-1}v_{j-1} \right) \]
\[ - \frac{\tau \rho G}{12(\tau + 1/2)} (1 - 2u_{j-1}) + \frac{\tau - 1/2}{\tau + 1/2} T^{j-1}_6, \]
\[ T^j_7 = \frac{\rho}{36(\tau + 1/2)} \left( 1 - 3u_{j+1} - 3v_{j+1} + 3u^2_{j+1} + 3u^2_{j+1} + 9u_{j+1}v_{j+1} \right) \]
\[ - \frac{\tau \rho G}{12(\tau + 1/2)} (1 - 2u_{j+1}) + \frac{\tau - 1/2}{\tau + 1/2} T^{j+1}_7, \]
\[ T^j_8 = \frac{\rho}{36(\tau + 1/2)} \left( 1 + 3u_{j+1} - 3v_{j+1} + 3u^2_{j+1} - 3u^2_{j+1} + 9u_{j+1}v_{j+1} \right) \]
\[ + \frac{\tau \rho G}{12(\tau + 1/2)} (1 + 2u_{j+1}) + \frac{\tau - 1/2}{\tau + 1/2} T^{j+1}_8. \]

The notation $T^j_i$ denotes the distribution function at node $j$; similarly for $u_j$ and $v_j$.

At this stage it is worth noting the special case $\tau = 1/2$. With this choice of relaxation time the recurrence in $T^j_i$ is removed and each distribution function only depends on $u_j$ and $v_j$. Equivalently, the moments of $T^i_j$ at node $j$ only depend on the equilibrium function, $f^{(0)}_i$, at $j$ and at its nearest neighbours. This specific choice corresponds to the lattice kinetic scheme of Inamuro [28].

As in He et al. [25], the velocity in the bulk, $2 \leq j \leq n - 1$, is found according to the first order moment of $T^i_j$,

\[(3.1) \quad \sum_i T^i_j \xi_a = \rho \mu_j = \rho u_j - \frac{1}{2} \sum_i S^i_j = \left( T^j_1 - T^j_3 + T^j_5 - T^j_6 + T^j_8 - T^j_7 \right). \]
which, upon using the above recurrence relation for \( \mathcal{F}_i \), becomes

\[
\rho u_j - \frac{\rho G}{2} = \frac{2u_j}{3} + \frac{2\tau \rho G}{3} + \frac{1}{\tau + 1/2} \left( \frac{u_{j-1}}{6} + \frac{u_{j-1}v_{j-1}}{2} \right) + \frac{1}{\tau + 1/2} \left( \frac{u_{j+1}}{6} - \frac{u_{j+1}v_{j+1}}{2} \right) + \frac{\tau \rho G}{3(\tau + 1/2)} + \frac{\tau - 1/2}{\tau + 1/2} \left( \mathcal{F}_5^{j-1} - \mathcal{F}_6^{j-1} + \mathcal{F}_8^{j+1} - \mathcal{F}_7^{j-1} \right).
\]

(3.2)

We use the recurrence relations for \( \mathcal{F}_i \) to find expressions for \( (\mathcal{F}_5^{j-1} - \mathcal{F}_6^{j-1}) \) and \( (\mathcal{F}_8^{j+1} - \mathcal{F}_7^{j-1}) \).

\[
(3.3) \quad (\mathcal{F}_5^{j-1} - \mathcal{F}_6^{j-1}) = \rho u_{j-1} - \frac{\rho G}{2} - (\mathcal{F}_1^{j-1} - \mathcal{F}_3^{j-1}) - (\mathcal{F}_8^{j-1} - \mathcal{F}_7^{j-1});
\]

(3.4) \quad (\mathcal{F}_8^{j+1} - \mathcal{F}_7^{j+1}) = \rho u_{j+1} - \frac{\rho G}{2} - (\mathcal{F}_1^{j+1} - \mathcal{F}_3^{j+1}) - (\mathcal{F}_5^{j+1} - \mathcal{F}_6^{j+1}).

(3.5)

Substituting these into (3.2) and using the recurrence again to eliminate the \( \mathcal{F}_i^{j+1} \) in favour of \( \mathcal{F}_i^j \) yields

\[
(3.6) \quad \frac{u_{j+1}v_{j+1} - u_{j-1}v_{j-1}}{2} = \nu (u_{j+1} + u_{j-1} - 2u_j) + G,
\]

and we remind the reader that \( \nu = \tau/3 \). Equation (3.6) is the second order finite–difference form of the incompressible Navier–Stokes equations with a constant body force:

\[
(3.7) \quad \frac{\partial(uv)}{\partial y} = \nu \frac{\partial^2 u}{\partial y^2} + G.
\]

The recurrence relations for \( \mathcal{F}_i \) show also (as in [25], likewise) that

\[
(3.8) \quad v_{j+1}^2 - v_{j-1}^2 = 2\tau (v_{j+1} - 2v_j + v_{j-1})
\]

and

\[
(3.9) \quad v_{j+1}^2 - 2v_j^2 + v_{j-1}^2 = -2\tau (v_{j+1} - v_{j-1}).
\]

Adding and subtracting these two equations tells us that \( v_j \) must be independent of \( j \). Since the boundaries impose \( v_1 = v_n = 0 \), we conclude that \( v_j \) is zero for all \( j \). The equation (3.7) with \( v_j = 0 \) is a linear ordinary difference equation for \( u_j \) with solution

\[
(3.10) \quad u_j = \frac{4U_c}{(n-1)^2} (j-1)(n-j) + U_s, \quad j = 1, 2, \ldots, n
\]

where \( U_c = H^2G/8\nu \) is the center-line velocity and \( H = (n-1) \) is the channel height. \( U_s \) is the “numerical slip” which depends on the boundary conditions. It is a constant so the solution, regardless of the boundary conditions, is a perfect parabola off-set from zero at the boundaries by an amount \( U_s \). Thus there are no boundary layers in the velocity for the D2Q9 LBE. For the moment method, \( u_1 = u_n = 0 \), as imposed by equation (2.1). Therefore \( U_s = 0 \) and the exact solution for the velocity in Poiseuille flow is obtained.
3.1. The stress tensor. The recurrence relations for $\mathcal{T}_i$ can also be solved for the three components of the stress tensor. Starting with the normal component of the momentum flux,

$$\Pi_{yy} = \mathcal{T}_1^2 + \mathcal{T}_3^2 + \mathcal{T}_5^2 + \mathcal{T}_7^2 + \mathcal{T}_8^2$$

(3.11) \hspace{1cm} \frac{2\rho}{3(2\tau + 1)} + \frac{2\tau - 1}{2\tau + 1} \left( \mathcal{T}_1^{j-1} + \mathcal{T}_3^{j-1} + \mathcal{T}_5^{j-1} + \mathcal{T}_7^{j-1} + \mathcal{T}_8^{j-1} \right).$$

We can eliminate the distributions at nodes neighboring node $j$ by using the recurrence relations for $\mathcal{T}_i$, which tell us that

$$\mathcal{T}_4^{j+1} + \mathcal{T}_7^{j+1} + \mathcal{T}_8^{j+1} = -\rho u_j^{j+1} + \mathcal{T}_2^{j+1} + \mathcal{T}_5^{j+1} + \mathcal{T}_6^{j+1},$$

(3.12)

$$\mathcal{T}_2^{j-1} + \mathcal{T}_5^{j-1} + \mathcal{T}_6^{j-1} = \rho u_{j-1}^{j-1} + \mathcal{T}_4^{j-1} + \mathcal{T}_7^{j-1} + \mathcal{T}_8^{j-1}.$$

(3.13)

Upon using the recurrence relations again and the fact that $\tau_j = 0$ we see that $\Pi_{yy} = \rho/3$ and thus $\Pi_{yy} = 0$.

For the shear momentum flux,

$$\Pi_{xy}^i = \mathcal{T}_5^i - \mathcal{T}_6^i + \mathcal{T}_7^i - \mathcal{T}_8^i,$$

(3.14) \hspace{1cm} \frac{\rho}{3(2\tau + 1)} (u_j - u_{j+1})

which rearranges into

$$\Pi_{xy}^i = -\frac{\rho}{6} (\tau + 1/2) (u_j - u_{j-1}).$$

Since $\Pi_{xy}^{(0)} = \rho u v = 0$ for unidirectional channel flow, we obtain the exact expression for the shear stress,

$$T_{xy} = \frac{\rho \tau}{6} (u_j - u_{j-1}).$$

This is a consistent second order central finite difference approximation to the Navier-Stokes shear stress $T_{xy} = \mu u'$. To find the solution for the tangential stress

$$\Pi_{xx} = \left( \mathcal{T}_1^2 + \mathcal{T}_3^2 + \mathcal{T}_5^2 + \mathcal{T}_7^2 + \mathcal{T}_8^2 \right),$$

(3.15) \hspace{1cm} \frac{2\rho}{9} + \frac{\rho}{9(\tau + 1/2)} + \frac{2}{3} u_j^2 + \frac{\rho}{6(\tau + 1/2)} (u_j - u_{j+1})^2

+ \frac{\tau - 1/2}{\tau + 1/2} \left( \mathcal{T}_1^{j-1} + \mathcal{T}_3^{j-1} + \mathcal{T}_5^{j-1} + \mathcal{T}_7^{j-1} + \mathcal{T}_8^{j-1} \right)

(3.16) \hspace{1cm} \frac{4\tau}{3} \rho G u_j + \frac{\tau}{3(\tau + 1/2)} \rho G (u_j - u_{j-1})
we must note that

\[
\begin{align*}
(\mathcal{T}_5^{j-1} + \mathcal{T}_6^{j-1}) &= \Pi_{xx}^{j-1} - \left(\mathcal{T}_1^{j-1} + \mathcal{T}_3^{j-1} + \mathcal{T}_7^{j-1} + \mathcal{T}_8^{j-1}\right), \\
(\mathcal{T}_7^{j+1} + \mathcal{T}_8^{j+1}) &= \Pi_{xx}^{j+1} - \left(\mathcal{T}_1^{j+1} + \mathcal{T}_3^{j+1} + \mathcal{T}_5^{j+1} + \mathcal{T}_6^{j+1}\right).
\end{align*}
\]

Upon using the recurrence relations for \(\mathcal{T}\) and respecting the transformation (1.26) we find the discrete solution for the tangential stress \(T_{xx}\):

\[
3 \left(4\tau^2 - 1\right) \left(T_{xx}^{j+1} - 2T_{xx}^{j} + T_{xx}^{j-1}\right) - 12T_{xx}^{j} = 4\tau^2 \rho \left(u_{j-1}^2 - 2u_j^2 + u_{j+1}^2\right) - 16\tau^3 \rho G (u_{j+1} + u_{j-1} - 2u_j) + 6\tau \rho G (u_{j+1} + u_{j-1} + 2u_j).
\]

We seek a quadratic particular solution of the form \(T_{xx}^{j(P)} = \alpha j^2 + \beta j + \gamma\). Substituting into equation (3.19) and using the solution (3.10) for \(u_j\) with \(U_s = 0\) we find

\[
T_{xx}^{j(P)} = \rho G^2 \left(-6j^2 + 6j(n + 1) - 3n - \frac{3}{2}n^2 - 16\tau^2 + \frac{3}{2}\right) = -2\mu \tau \left(\frac{u_{j+1} - u_{j-1}}{2}\right)^2 + \rho G^2 \left(16\tau^2 - 3\right).
\]

The homogeneous solution to equation (3.19) is

\[
T_{xx}^{j(hom)} = Am^j + Bm^{-j},
\]

where \(A\) and \(B\) are constants and

\[
m = \frac{2\tau + 1}{2\tau - 1}.
\]

We can clearly see the inadequacies of the Navier–Stokes boundary condition for the tangential stress, which explicitly sets \(T_{xx} = 0\), requiring \(A\) and \(B\) to be non–zero. We can find the coefficients \(A\) and \(B\) in this case by using the solution (3.10) for the velocity and the boundary conditions \(T_{xx}^1 = T_{xx}^n = 0\). To exploit the symmetry of the solution we write

\[
T_{xx}^{j(hom)} = Cm^j + Dm^{n+1-j}
\]

so that the boundary conditions \(T_{xx}^1 = T_{xx}^n = 0\) determine

\[
C = D = -\frac{T_W}{m^n + m},
\]

where \(T_W = T_{xx}^{1(P)} = T_{xx}^{n(P)}\) is the particular solution (3.20) evaluated at the wall. The complete solution is thus

\[
T_{xx}^j = T_{xx}^{j(hom)} + T_{xx}^{j(P)},
\]

\[
= -\frac{T_W}{m^n + m} \left(m^j + m^{n+1-j}\right) - 2\mu \tau \left(\frac{u_{j+1} - u_{j-1}}{2}\right)^2 - \rho G^2 \left(16\tau^2 - 3\right).
\]
When $\tau < 1/2$, $m^j$ changes sign for odd and even $j$. This causes the solution (3.24) to oscillate near the boundary. This inconsistency becomes more severe as $\tau \to 0$ and $m \to -1$, and is worse when the number of gridpoints, $n$, is even (because in this case the term in the denominator $m^n + m \to 0$). For a fixed Reynolds number, $\tau$ decreases as either $\Delta x$ increases (fewer grid points) or $\Delta t$ decreases (smaller Mach number). This is in agreement with the results reported in Section 2. The discrete solution (3.24) is plotted together with the lattice Boltzmann BGK computation of the tangential component of the deviatoric stress in Figure 12.

### 3.2. Interpretation of the recurrence relation

The left hand side of (3.19) defines a tridiagonal matrix and reveals the numerical scheme used by the lattice Boltzmann method for the deviatoric stress. The special case of $\tau^2 = 1/6$ corresponds to the classic fourth order compact finite difference approximation for second order derivatives at grid points [30]. This value gives precisely the “optimal” collision time reported by Holdych et al. [26] and is similar to that of Zhao [51], as found from a truncation error analysis of the lattice Boltzmann equation. The choice of $\tau^2 = 3/16$ will eliminate the body force error while $\tau^2 = 1/4$ eliminates the recurrence for $T_{xx}$ on the left hand side of equation (3.19). More generally, when $\tau^2 = 1/4$ the moments of $f_i$ only depend on the equilibrium function at nearest neighbours. This corresponds to the lattice kinetic scheme of Inamuro [28]. The above analysis offers further interpretation of the lattice Boltzmann equation in terms of finite difference stencils. Unfortunately, one does not get much freedom to choose numerically favourable values of $\tau$ with the BGK model, at least not without excessive resolution, because $\tau$ is usually set by the viscosity or Reynolds number. The two-relaxation-time collision operator offers a way forward since parameter that controls the effective stencil of the LBE is the product of two different relaxation times, rather than the $\tau^2$, as will be discussed in Section 5.

### 4. Stress boundary conditions

The previous sections show that the D2Q9 lattice Boltzmann equation has $O(\tau^2)$ contributions to the stress. Thus the model should be accompanied with compatible boundary conditions for $T$. We follow Reis [36] and seek a wall stress condition that is consistent with (1.16). As before, we illustrate the procedure with a solid wall at the south of the domain, but the method may be applied to all boundaries aligned with grid points.

For completeness, we write the three components of (1.15) for the deviatoric stress at a
no–slip wall in planar channel flow:

\[ T_{xx} + 2\tau T_{xy} \frac{\partial u_x}{\partial y} = 0, \quad (4.1) \]

\[ T_{yy} = 0, \quad (4.2) \]

\[ T_{xy} - \mu \frac{\partial u_x}{\partial y} = 0. \quad (4.3) \]

Substituting equation (4.3) into equation (4.1) gives the required boundary condition for the tangential component of the deviatoric stress,

\[ T_{xx} = -\frac{2\tau}{\mu} T_{xy}^2. \quad (4.4) \]

To impose the stress boundary condition upon the lattice Boltzmann equation (1.20) we must enforce constraint (4.4) on \( \Pi_{xx} \) and then translate this into conditions for the incoming \( f_i \). \( T \) is related to \( \Pi \) through equation (1.26), and since \( u_x = 0 \) on the boundary,

\[ \Pi_{xx} = \rho \frac{2}{3} - \frac{2\tau + 1}{2\tau} T_{xx}, \quad (4.5) \]

\[ \Pi_{xy} = -\frac{2\tau + 1}{2\tau} T_{xy}, \quad (4.6) \]

The above, together with equation (4.4), defines the boundary condition for \( \Pi_{xx} \) in terms of \( \Pi_{xy} \):

\[ \Pi_{xx} = \frac{\rho}{3} + \frac{12\tau}{\rho (2\tau + 1)} \Pi_{xy}^2. \quad (4.7) \]

We can express the wall shear stress in terms of the known distribution functions at the wall:

\[ \Pi_{xy} = -\frac{\rho G}{2} - \mathcal{J}_1 + \mathcal{J}_3 + 2\mathcal{J}_7 - 2\mathcal{J}_8. \quad (4.8) \]

The appearance of the force \( \rho G \) is due to streamwise momentum moment, equation (1.24). Together with the no-slip condition, the incoming \( \mathcal{J}_i \) at the south boundary are

\[ \mathcal{J}_2 = \mathcal{J}_1 + \mathcal{J}_3 + \mathcal{J}_4 + 2(\mathcal{J}_7 + \mathcal{J}_8) - \frac{\rho}{3} - \frac{12\tau}{\rho (2\tau + 1)} \Pi_{xy}^2, \quad (4.9) \]

\[ \mathcal{J}_5 = -\mathcal{J}_1 - \mathcal{J}_8 + \frac{6\tau}{6} \rho (2\tau + 1) \Pi_{xy}^2 - \frac{\rho G}{4}, \]

\[ \mathcal{J}_6 = -\mathcal{J}_3 - \mathcal{J}_7 + \frac{\rho}{6} + \frac{6\tau}{6} \rho (2\tau + 1) \Pi_{xy}^2 + \frac{\rho G}{4}. \]

Equivalent expressions are obtained for the unknown \( \mathcal{J}_i \) at the north wall. More generally, the boundary condition for the tangential component of the stress is given in terms of the shear stress. If one imposes boundary conditions on the velocity then the wall shear stress can also be formulated in terms of the tangential velocity moment and known (outgoing) distribution functions.

This local method is based on the PDE solutions (4.1,4.2,4.3) of the deviatoric stress at the boundaries but the lattice Boltzmann solution for the stress includes a small error term due to the discretisation of the body force. We can find the analytical solution of the lattice Boltzmann stress with the Burnett boundary conditions by writing

\[ T_{xx}^j = \rho G^2 \left( -6j^2 + 6j(n + 1) - 3n^3 - 3n^3 - 16\tau^2 + \frac{3}{2} \right) + k \left( m^j + m^{n+1-j} \right), \quad (4.10) \]
where the constant, \( k \), that multiplies the homogeneous solution is determined by making the error vanish at \( j = 1 \) and \( j = n \). Thus the analytical solution of the lattice Boltzmann deviatoric stress with consistent Burnett boundary conditions is

\[
T_{xx}^{j} = -2\mu\tau \left( \frac{u_{j+1} - u_{j-1}}{2} \right)^2 + \rho G^2 (16\tau^2 - 3) \left( 1 - \frac{m^j + m^{n+1-j}}{m + m^n} \right).
\]

Equation (4.11) agreed with the computed solutions of the stress to machine precision for all tested parameter values and resolutions. Thus we show instead comparisons with the analytical solution of the partial differential equation for the deviatoric stress. Figure 13 plots the computed and analytical solution of the tangential stress, \( T_{xx} \), when \( Re = 100 \) and \( n = 33 \) using the Burnett boundary condition. The oscillations are no longer visible and an excellent agreement between the numerical and exact solution of the PDE observed. The small error at each grid point is precisely the \( \rho G^2 (16\tau^2 - 3)(1 - (m^j + m^{n+1-j})/(m + m^n)) \) contribution to the discrete \( T_{xx}^{j} \). For completeness we include a plot of the same flow with \( Ma = 0.1\sqrt{3} \).

Figure 14 plots the deviatoric stress at \( Re = 0.1 \) when \( Ma = 0.01\sqrt{3} \) and \( Ma = 0.001\sqrt{3} \) using the proposed stress boundary condition. The method still predicts completely different behaviour to the solution (1.16) when \( Ma = O(10^{-1}) \). This is due to the slow relaxation of the third order moment \( Q \), which violates the assumptions made in Section 3.1 when deriving the constitutive equation for \( T_{\alpha\beta} \). However, the wall behaviour is now predicted precisely and the numerical solutions are free from oscillations. Reducing \( Ma \) (equivalently, \( \Delta t \)) by an order of magnitude allows us to compute the stress very accurately throughout the channel; something which all boundary conditions discussed in Section 2 failed to do.

5. Two relaxation time models. The two-relaxation-time (TRT) discrete Boltzmann equation relaxes the odd and even order moments at different rates and can be written concisely as

\[
\frac{\partial f_i}{\partial t} + \xi \cdot \nabla f_i = -\frac{1}{\tau^+} \left[ \frac{1}{2} (f_i + f_i^0) - f_i^{(0+)1} \right] - \frac{1}{\tau^-} \left[ \frac{1}{2} (f_i^0 - f_i) - f_i^{(0-)} \right],
\]
where $\tau^+$ and $\tau^-$ are the relaxation times for the even and odd order moments, respectively, $\tilde{i}$ is defined by $\xi_{\tilde{i}} = -\xi_i$, and $f^{(0+)}_i$ are the even and odd parts of $f_i^{(0)}$:

\begin{align}
  f^{(0+)}_i &= \rho w_i \left(1 + \frac{9}{2} (\xi_i \cdot \mathbf{u})^2 - \frac{3}{2} u^2\right), \\
  f^{(0-)}_i &= 3\rho w_i \xi_i \cdot \mathbf{u}.
\end{align}

The BGK equation is recovered when $\tau^+ = \tau^- = \tau$. The zeroth, first and second order moments of (5.1) yield the partial differential equations (1.10)–(1.12), with $\tau$ replaced by $\tau^+$. If we do not assume that $Q_{\alpha\beta\gamma} \approx Q_{\alpha\beta\gamma}^{(0)}$, as was done in Section 1.1, then the deviatoric stress take the form

\begin{align}
  T_{\alpha\beta} + \tau^+ \left[ \partial_t T_{\alpha\beta} + u_\gamma \partial_\gamma T_{\alpha\beta} + T_{\alpha\gamma} \frac{\partial u_\beta}{\partial \gamma} + T_{\beta\gamma} \frac{\partial u_\alpha}{\partial \gamma} - \partial_\gamma Q_{\alpha\beta\gamma} \right] &= \tau^+ \theta \rho \left( \frac{\partial u_\alpha}{\partial \gamma} + \frac{\partial u_\beta}{\partial \alpha} \right),
\end{align}

where $Q_{\alpha\beta\gamma}$ is the third order moment with respect to the peculiar velocity.

The third–order moment PDE is

\begin{align}
  \frac{\partial Q}{\partial t} + \nabla \cdot \mathbf{R} &= - \frac{1}{\tau^-} \left( Q - Q^0 \right).
\end{align}

In terms of the peculiar velocity the left hand side of (5.5) becomes

\begin{align}
  \partial_\gamma Q_{\alpha\beta\gamma} + \partial_\delta R_{\alpha\beta\gamma\delta} &= \partial_\delta \left( Q_{\alpha\beta\gamma} + u_\gamma \left( c_s^2 \rho \delta_{\beta\gamma} - T_{\beta\gamma} \right) + u_\beta \left( c_s^2 \rho \delta_{\gamma\alpha} - T_{\gamma\alpha} \right) + u_\alpha \left( c_s^2 \rho \delta_{\alpha\beta} - T_{\alpha\beta} \right) + \rho u_\alpha u_\beta u_\gamma \right) \\
  &+ \partial_\delta \left[ R_{\alpha\beta\gamma\delta} + u_\alpha Q_{\gamma\beta\delta} + u_\beta Q_{\alpha\gamma\delta} + u_\gamma Q_{\alpha\beta\delta} + u_\delta Q_{\alpha\beta\gamma} \right] \\
  &+ u_\alpha u_\beta \left( c_s^2 \rho - T_{\beta\delta} \right) + u_\gamma \partial_\delta \left( c_s^2 \rho - T_{\gamma\delta} \right) + u_\delta \partial_\gamma \left( c_s^2 \rho - T_{\alpha\delta} \right) \\
  &+ \rho u_\alpha u_\beta u_\gamma u_\delta,
\end{align}

\begin{align}
  \partial_\gamma Q_{\alpha\beta\gamma} + \partial_\delta R_{\alpha\beta\gamma\delta} &= \partial_\delta \left( Q_{\alpha\beta\gamma} + u_\gamma \left( c_s^2 \rho \delta_{\beta\gamma} - T_{\beta\gamma} \right) + u_\beta \left( c_s^2 \rho \delta_{\gamma\alpha} - T_{\gamma\alpha} \right) + u_\alpha \left( c_s^2 \rho \delta_{\alpha\beta} - T_{\alpha\beta} \right) + \rho u_\alpha u_\beta u_\gamma \right) \\
  &+ \partial_\delta \left[ R_{\alpha\beta\gamma\delta} + u_\alpha Q_{\gamma\beta\delta} + u_\beta Q_{\alpha\gamma\delta} + u_\gamma Q_{\alpha\beta\delta} + u_\delta Q_{\alpha\beta\gamma} \right] \\
  &+ u_\alpha u_\beta \left( c_s^2 \rho - T_{\beta\delta} \right) + u_\gamma \partial_\delta \left( c_s^2 \rho - T_{\gamma\delta} \right) + u_\delta \partial_\gamma \left( c_s^2 \rho - T_{\alpha\delta} \right) \\
  &+ \rho u_\alpha u_\beta u_\gamma u_\delta,
\end{align}

\begin{align}
  \partial_\gamma Q_{\alpha\beta\gamma} + \partial_\delta R_{\alpha\beta\gamma\delta} &= \partial_\delta \left( Q_{\alpha\beta\gamma} + u_\gamma \left( c_s^2 \rho \delta_{\beta\gamma} - T_{\beta\gamma} \right) + u_\beta \left( c_s^2 \rho \delta_{\gamma\alpha} - T_{\gamma\alpha} \right) + u_\alpha \left( c_s^2 \rho \delta_{\alpha\beta} - T_{\alpha\beta} \right) + \rho u_\alpha u_\beta u_\gamma \right) \\
  &+ \partial_\delta \left[ R_{\alpha\beta\gamma\delta} + u_\alpha Q_{\gamma\beta\delta} + u_\beta Q_{\alpha\gamma\delta} + u_\gamma Q_{\alpha\beta\delta} + u_\delta Q_{\alpha\beta\gamma} \right] \\
  &+ u_\alpha u_\beta \left( c_s^2 \rho - T_{\beta\delta} \right) + u_\gamma \partial_\delta \left( c_s^2 \rho - T_{\gamma\delta} \right) + u_\delta \partial_\gamma \left( c_s^2 \rho - T_{\alpha\delta} \right) \\
  &+ \rho u_\alpha u_\beta u_\gamma u_\delta.
\end{align}
\[ \mathcal{R}_{\alpha\beta\gamma\delta} = \sum_i f_i c_{i\alpha} c_{i\beta} c_{i\gamma} c_{i\delta}. \]

We proceed by considering Poiseuille flow where, in terms of the peculiar velocity, equations (1.12) and (5.7) reduce to

\begin{align*}
-2u'T_{xy} + Q'_{xy} &= \frac{1}{\tau^+} T_{xx}, \\
\mathcal{R}'_{xyyy} &= -\frac{1}{\tau^-} (Q_{xy} - 2uT_{xy}).
\end{align*}

The expression for \( T_{xy} \) remains unchanged and is given in (1.16). If \( \tau^- \gg \tau^+ \), as is likely to be the case for a numerically favourable algorithm (c.f. Section 5.1) we cannot assume \( Q_{xy} \approx Q^{(0)} \) and must instead seek a more general solution to (5.9). This equation involves the fourth-order tensor \( \mathcal{R}_{xyyy} \) which, for planar channel flow, evolves according to

\begin{align*}
-2u'T_{xy} + Q'_{xy} &= -\frac{1}{\tau^-} (\mathcal{R}_{xyyy} - R_{xyyy}^{(0)}). \\
\end{align*}

If we now assume

\[ \mathcal{R}' \approx R^{(0)}_{xyyy} = \frac{2}{3} uu', \]

then equation (5.9) becomes

\[ Q_{xy} \approx \frac{2}{3} (\tau^+ - \tau^-) uu'. \]

Note that \( Q_{xy} \approx 0 \) when \( \tau^+ = \tau^- \). Upon substituting the above into (5.8) we find the tangential component of the deviatoric stress,

\[ T_{xx} = 2\tau^+ \mu uu'' - \frac{2\mu}{3} \left( uu'' + (u')^2 \right), \]

where \( \Lambda = \tau^+ \tau^- \). At a no-slip boundary we still have \( T_{xx} = -2\mu \Lambda (u')^2 / 3 \).

The above analysis sheds further light on the results presented in Section 2. In terms of the moment basis, standard and non-equilibrium bounce-back impose \( Q_{xy} = 0 \) at the walls. This implies \( Q_{xy} = 2uT_{xy} \). Non-equilibrium bounce-back also sets \( u = 0 \), and thus \( Q_{xy} = 0 \), which is consistent with equation (5.12) in the interior. For standard bounce-back, \( u \) is generally small at the walls. This explains why the spurious oscillations are less severe for standard and non-equilibrium bounce back than for the original moment method and diffuse reflection when \( \text{Re} = 100 \) and \( \text{Ma} = 0.1\sqrt{3} \). Note that the diffuse reflection condition places non-zero constraints on the third order moments. In particular, since \( \Pi_{yy} = \Pi^{(0)}_{yy} \), the method imposes \( Q_{xy} = \rho/9 - R_{xyyy} \) at the boundary.

### 5.1. Analysis of a lattice Boltzmann equation with two relaxation times.

The lattice Boltzmann algorithm with two relaxation times can be written concisely as

\[ \mathcal{J}_i (x + \xi_i, t + 1) = \mathcal{J}_i (x, t) - \frac{1}{\tau^+ + 1/2} \left[ \frac{1}{2} (\mathcal{J}_i + \mathcal{J}_i) - f_i^{(0+)} \right] \\
- \frac{1}{\tau^- + 1/2} \left[ \frac{1}{2} (\mathcal{J}_i - \mathcal{J}_i) - f_i^{(0-)} \right]. \]

The discrete solutions of the TRT model for planar channel flow may be obtained in the same manner as the BGK case discussed in Section 3. Precisely the same solutions are obtained for
\[ T_{xx} = -\frac{2\tau^-}{\mu} T_{xy}^2. \]

The boundary condition for \( \Pi_{xx} \) now becomes

\[ \Pi_{xx} = \frac{\rho}{3} + \frac{12\tau^-}{\rho(2\tau^+ + 1)} \Pi_{xy}^2, \]

and the unknown \( \tilde{f}_j \) are found to be

\[ \tilde{f}_2 = \tilde{f}_1 + \tilde{f}_3 + \tilde{f}_4 + 2(\tilde{f}_7 + \tilde{f}_8) - \frac{\rho}{3} - \frac{12\tau^-}{\rho(2\tau^+ + 1)} \Pi_{xy}^2, \]

\[ \tilde{f}_5 = -\tilde{f}_1 - \tilde{f}_8 + \frac{\rho}{6} + \frac{6\tau^-}{\rho(2\tau^+ + 1)} \Pi_{xy}^2 - \frac{\rho G}{4}, \]

\[ \tilde{f}_6 = -\tilde{f}_3 - \tilde{f}_7 + \frac{\rho}{6} + \frac{6\tau^-}{\rho(2\tau^+ + 1)} \Pi_{xy}^2 + \frac{\rho G}{4}. \]

Figure 15 plots the tangential stress \( T_{xx} \) at \( Re = 100 \) and \( Re = 0.1 \) using the TRT stress boundary conditions with \( \Lambda = 1/4 \). The Mach number and grid resolution are \( Ma = 0.1 \sqrt{3} \) and \( n = 33 \), respectively. The PDE solution for the Burnett stress (5.13) and the discrete analytical solution (5.15) are also shown. The numerical prediction is completely free of spurious stress oscillations due to the consistent treatment of boundary values. Moreover, the agreement between the three solutions is excellent, which verifies our analysis and justifies
Fig. 15. (colour online) Plot of the PDE solution (5.13), discrete analytic solution (5.15) and numerical (computed TRT LBE) prediction of the tangential stress in an infinitely long planar channel using the TRT moment-based stress boundary conditions (5.18) with $\Lambda = 1/4$, $Ma = 0.1\sqrt{3}$ and $n = 33$. Left: $Re = 100$; Right: $Re = 0.1$.

the proposed boundary conditions. The computed solution form the LBE and and analytical solution of the LBE agree to machine precision and the difference between the LBE and the PDE solution differ by $\rho G^2 (16\Lambda - 3)(1-(m^2+m^{n+1})/(m+m^n))$ at each grid point. The same trend has been observed when $\Lambda = 1/6$ and all tested parameters. When $\Lambda = 3/16$, the force error is removed.

Note that $Kn = O(1)$ for the right–hand plot of Figure 15, which is usually considered to be outside the realm of D2Q9 lattice Boltzmann models We must interpret this result with caution. The long relaxation time of the third order moment, as set by $\Lambda$, and the resulting negative parabolic profile of $T_{xx}$ may not be physically relevant. Be it a physical model or numerical artefact, the TRT constitutive equation for stress at second order exists and a failure to recognise it may result in a loss of computational accuracy, efficiency, and stability.

6. Discussion. Moment-based boundary conditions for the lattice Boltzmann equation usually assume that the tangential component of the deviatoric stress vanishes at solid no-slip walls, as is the case in the Navier–Stokes equations. However, even though the D2Q9 model cannot capture kinetic effects in the velocity field, the deviatoric stress does include non-zero contributions at $O(\tau^2)$ which coincide with the Burnett stress for isothermal planar channel flow. The neglect of these manifests in prominent oscillations in the computed solution of the stress, jeopardising the numerical stability and accuracy of the algorithm. This article has analysed the stress field as modelled by BGK and TRT lattice Boltzmann equations in planar channel with Navier-Stress and Burnett conditions to better understand the lattice Boltzmann deviatoric stress.

In Section 3 we followed He et al. [25] and analytically solved the BGK lattice Boltzmann equation in planar channel flow for both the velocity and stress fields. The moment-based method was shown to give the exact solution for the velocity using the minimum number of grid points ($n = 3 \implies \Delta x = 1/2$). The analytic solution for the tangential stress highlights the incompatibility of the Navier–Stokes moment-based boundary conditions which, by forcing $T_{xx} = 0$, includes an inconsistent homogenous contribution and causes rapid oscillations in the computations when $\tau < 1/2$. The Burnett boundary condition of Reis [36] for the deviatoric stress was revisited in Section 4 and modified for TRT schemes in Section 5. This method is fully local in space and time and inherits all the computational advantages of the lattice Boltzmann algorithm. Moreover, it eliminates the spurious
oscillations in the stress field and the exact agreement between the solution of the recurrence
relation and the numerical simulations confirmed our analysis. The small discrepancy be-
tween the LBE and discrete Boltzmann PDE solution at $O(\tau^2)$ has been identified and shown
be due to the space-time discretisation of the force term.

The analytical solution reveals further numerical characteristics of the lattice Boltzmann
equation. Equation (3.19) defines a tri–diagonal matrix for the deviatoric stress. For the
specific value $\tau^2 = 1/6$ this difference equation corresponds to a fourth–order compact finite
difference scheme (Padé scheme) for second order derivatives at gridpoints [30]. This is
precisely the apparently “optimal” relaxation time found by Holdych et al. [26]. The choice
$\tau^2 = 1/4$, on the other–hand, can be seen to enhance the numerical stability of the algorithm
since it eliminates the recurrence in equation (3.19). This most stable value of $\tau$ for the BGK
model is the basis of the lattice kinetic scheme of Inamuro [28]. The error due to the force
vanishes when $\tau^4 = 3/16$. In this case, the LBE solution agrees with the PDE solution to
machine precision.

The BGK model with equilibria defined by equation (1.4) does not permit the freedom
to choose the relaxation time based on numerical considerations since $\tau$ is defined by the
Reynolds number. In Section 5 we repeated our analysis with the two relaxation time model
[19, 10]. Here it was shown that the numerical characteristics are governed by the product of
the odd and even relaxation times, $\Lambda = \tau^+ \tau^-$, as discussed in the seminal work [10, 17]. Now
for any Reynolds (and Mach) number, one may eliminate the stress recurrence by choosing
$\Lambda = 1/4$ and adjusting the odd relaxation time accordingly (see also [10]). This may be
useful for high Reynolds number flows on coarse domains. Similarly, setting $\Lambda = 1/6$ yields
a compact finite difference scheme for second order derivatives, which may be advantageous
for diffusion-dominated flows. The error due to the force discretisation vanishes when $\Lambda =
3/16$, and this is likely to be a good choice for flows that are dominated, by the body force.
Moreover, this is the value of the so-called “magic parameter” that eliminates the numerical
slip error of bounce-back and yields a consistent algorithm [16]. However, one does not have
the freedom to adjust the relaxation rate of the dominant contribution to the deviatoric stress
with a favourable value of $\Lambda$. Thus the analysis has shed further light on the structure of the
D2Q9 lattice Boltzmann algorithm, the influence of the relaxation times on the numerics, and
the $O(\tau^2)$ Burnett contributions to the stress at boundaries.
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