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Abstract 

 

Geothermal energy reserves are significantly underdeveloped resources, and field 

experiments have shown the energy produced from this resource is clean and sustainable. 

Deep geothermal resources represent one form of geothermal energy, and the most widely 

used, in terms of commercial viability, are the hot dry rock (HDR) geothermal reservoirs.  

 

The field investigation of HDR systems is costly. The interaction between key rock 

properties during reservoir operation requires clear understanding to predict long-term 

performance. Therefore, there is a need for a numerical modelling tool to capture the coupled 

interactions between the thermal, hydraulic, mechanical and chemical processes operating 

during exploration-exploitation.  

 

A multitude of computational models have been developed over the past two decades, based 

on different modelling approaches; however, there are still some limitations associated with 

their conceptual models concerning their ability to capture the structures present in deep 

subsurface media. To address some of these shortcomings, a fully coupled transient thermo-

hydraulic (TH) model of an HDR geothermal reservoir is developed using the finite element 

method. The model is developed based on the open outlooks of HDR geothermal reservoir 

concepts established in the US, UK and France and is carried out following an intense 

review, with the identification of research limitations and shortcomings. Before that, the 

governing equations are derived based on the conservation laws of mass, energy and 

momentum from modifying the existing equations used.  

 

Moreover, extensive verifications and validations are conducted to evaluate the efficiency 

and reliability of the developed model based on well-established analytical solutions and 

experimental field measurements available in the related literature, and the results obtained 

are in good agreement. Subsequently, additional extensions are examined based on the 

limitations of the previous techniques identified. The aforementioned additions include 

simulation of a field case study, modelling of heterogeneous HDR systems, and the effect 

of multiple pore media in probing the productivity of reservoirs during long-term 

performance. Thus, these three contributions represent a more realistic model of reservoir 

concepts that account for the faults, fractures and rock matrix concurrently. The different 



iv 
 

sets of the results obtained from these models are analysed in-depth, and several 

breakthroughs are identified that advance the knowledge in the field of geotechnical 

engineering and particularly HDR geothermal systems.  

 

This present work has shown the modelling of geothermal systems can be improved by using 

field data selectively with existing methods. The key outcome from this research is new 

insight into the way geothermal energy reserves can be exploited, and modelled. This work 

shows that a computational modelling approach can increase our understanding of complex 

subsurface interactions in geothermal reservoirs, and how they can be simulated effectively.  
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Chapter one – Introduction 

 

1.1 Research background 

 

Energy and the carbon emission crisis are the two main challenges for the twenty-first 

century that many countries are facing (Zhang et al., 2017). The events arising from these 

issues are due specifically to increasingly scarce fossil fuels and the burning of these fuels, 

which generates carbon dioxide (CO2), a contributory factor in the warming of the 

atmosphere (Cheng et al., 2013). The resulting concern for undesired climate change and 

the increase of greenhouse gases in the atmosphere has led many industrialised countries to 

the establishment of an international regulatory framework for the reduction of CO2 

emissions (Karvounis and Wiemer, 2015). As a result, the key to the world’s increasing 

prosperity and economic growth has been access to clean, affordable and reliable energy 

sources (Ghasemi et al., 2014). In addition, there is an increase in pressure to expedite the 

adoption and promote the sustainable development of renewable energy resources 

worldwide in order to protect the environment (Zheng et al., 2015). For instance, the EU 

Directive 2009-28-EN has been accepted by EU member states, introducing the application 

of renewable energy sources (RES) and aiming for the proportion of RES systems used to 

reach 20% by the year 2020 in Europe (Arola et al., 2014). As of 2010, RES have grown to 

supply an estimated 16.7% of total global energy consumption, and of that amount wind, 

solar and geothermal accounted for 8.2% approximately (Li, 2013). The results show that 

the wind, solar and geothermal are the most widely used RES across the globe (Li et al., 

2015). Wind and solar accounted for almost 40% and 30% of the RES capacity, respectively, 

due precisely to their ease and lower cost of development. Unfortunately, the contribution 

of geothermal power is less 10%. However, geothermal energy sources have many 

advantages over solar and wind systems, among which are base loading, being weatherproof, 

high thermal efficiency, and excellent stability (Li et al., 2015).   

 

Geothermal energy is an abundant renewable energy resource that is available 

underneath us. Depending on the temperature gradient and chemistry of the resources, 

geothermal energy can be used for both direct uses and electricity generation (Farghally et 

al., 2014). One of the sources of this energy is hot dry rock (HDR), and if this resource at a 

depth of 10 km can be exploited efficiently, it is estimated it could provide 200,000 times 
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the current world energy demand (Zhu et al., 2017). According to the International Energy 

Agency, by 2050 geothermal power could generate approximately 1,400 TWh/yr, supplying 

about 3.5% of global electricity production, which will reduce the rate of CO2 emission to 

about 0.76 Gt/yr (International Energy Agency, 2013). Thus, to reach this target, more 

research is required in the field of geotechnical engineering, socioeconomics, and natural 

sciences in order to bring geothermal energy to a standard level where it can be accurately 

integrated into the nation’s energy palette (Kolditz et al., 2013).  

 

1.2 Geothermal resources and applications 

 

The term geothermal originates from two Greek words, “geos”, which signifies earth, and 

“thermos”, meaning heat (Blázquez et al., 2016). Thus, the thermal energy generated and 

stored in the earth is called geothermal, and the earth’s volume has temperatures greater than 

1000°C, with only 0.1% at temperatures less than 100°C (Bayer et al., 2013). The internal 

structure of our planet and the physical processes occurring there are linked with the origin 

of this heat (Barbier, 2002) as well as to the decay of naturally occurring radioactive isotopes 

(Brunner et al., 2015). Across the globe, it is estimated that there is 1.45×1026 J of 

geothermal energy, which is approximately equal to 4.95×106 billion tons of standardised 

coal (Huang et al., 2015). Figure 1.1 shows the global map of heat flow in the earth (Hamza 

et al., 2008). 

 

Figure 1.1: Global map derived from spherical harmonic expansion to degree 36 of 

conductive heat flow data (Hamza et al., 2008) 
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1.2.1 Categories of geothermal resources 

 

Table 1.1 shows several categories of geothermal resources according to formation geology 

and temperature (White and Williams, 1975). The temperature ranges from the mean annual 

ambient of around 20°C to over 300°C. In almost all cases, for electric power generation, 

resources above 150°C are utilised; however, it has been reported that power had been 

generated using a 74°C geothermal resource at Chena Hot Spring Resort in Alaska (Lund, 

2007). In addition, resources below 150°C are employed in direct-use schemes for cooling 

and heating. Geothermal (ground-source) heat pumps are also utilised for heating and 

cooling when the ambient temperature ranges from 5–30°C (World Energy Council, 2013). 

 

Table 1.1: Categories of geothermal resources (White and Williams, 1975) 

Resource category Temperature 
range (°C) 

 Natural fluid supply 

 Convective hydrothermal   

 Vapour-dominated ~ 240  Available, not always 
adequate 

 Hot-water dominated   

 High-temperature > 150  Available, not always 
adequate 

 Intermediate-
temperature 

~ 90–150 Available, not always 
adequate 

 Low-temperature  < 90 Available, not always 
adequate 

 Conduction-dominated   

 Sedimentary basin 20–150 Adequate 

 Geopressured  90–200 Generally, inadequate  

 Radiogenic 30–150 Generally, inadequate  

 Hot igneous rock   

 Assumed part still molten 
(Magma) 

> 650 Inadequate  

 Assumed not molten but very 
hot (HDR) 

90–650 Generally, inadequate 
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1.2.2 Overview of installed capacity worldwide 

 

Historically, the international geothermal meetings have provided a window at the World 

Geothermal Congress (WGC) to describe in detail the status of geothermal electric power 

generation worldwide by an in-country geothermist and summarised for the attendees by a 

Rapporteur (Huttrer, 1996). Every five years the meetings are convened to describe the 

geothermal activities carried out in their respective countries, new findings and plans for the 

future (Huttrer, 2001). These pieces of information are documented and published as 

Country Update (UC) papers. Figure 1.2 presents the total installed capacity from 

geothermal power plants worldwide as of 2015 based on the UC gathered from WGC in 

2015 (Bertani, 2016). The current value of 12.6 GWe is a crucial result, and provides hope 

for achieving the short-term forecasting for 2020 of 20 GWe (Bertani, 2015). 

 

 

Figure 1.2: Installed capacity as of 2015 worldwide 12.6 GWe (Bertani, 2016) 

 

1.3 Motivation  

 

Geothermal energy is mined by way of force circulating fluid between injection and 

production wells through a naturally fractured rock mass (i.e. usually granitic or similar 

crystalline basement) to create a reservoir by hydraulic fracturing (Brown and Duchane, 
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1999; Willis-Richards and Wallroth, 1995) as shown in Figure 1.3 (Boyd, 2013). The in situ 

stress condition in the reservoir will perturb as a result of injection/extraction stimulation, 

which may lead to fracture initiation/propagation and activation of joints and faults 

(Ghassemi et al., 2007). Moreover, during reservoir stimulation, the interaction between the 

working fluids and the host rock may result in mineral dissolution/precipitation in the 

fractures, faults and wellbores. Consequently, engineering design is vital to understand the 

response of the fractures, faults and bedding planes to external stresses in HDR reservoirs 

(Taron and Elsworth, 2010).  

 

 

Figure 1.3: How electricity is produced using HDR (Boyd, 2013) 

 

Figure 1.3 shows a typical way of which a geothermal system operates. As can be 

seen, the operation involves injection and extraction of fluid within a closed-loop. As the 

operation continues, different physical phenomena will be triggered in a feedback manner. 

Therefore, there is need to study the effect of such a system that behaves in a multi-physical 

context under a long-term performance. The reservoir represents a heat source of large 

dimensions over an extended period. Thermally induced convection and rock expansion 

effects do not depend directly on the value of temperature rise, but the integrated heat input 

into the system. 
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The assessment of the long-term performance of a geothermal system involves the 

understanding of combined effects of many different processes that may affect the transport 

of fluid and heat. The large perturbations initiate these coupled or combined processes to the 

rock mass due to the injection of fluid under high pressure. The coupled processes induced 

by these drastic changes in the system involves four different effects, namely thermal (T), 

hydrological (H), mechanical (M), and chemical (C). However, in this research, only two of 

those coupled effects will be considered due to the computational challenges involved in 

experimenting the full effects. The coupled effects that will be investigated in this research 

include the thermal (T) and hydraulic (H) processes. 

 

The HDR field experiments are costly to perform for both reservoir circulation and 

stimulation. According to the global survey conducted by the World Bank on geothermal 

energy development, it has been found that a typical exploration campaign and initial test 

drilling program of three to five geothermal wells carries a cost ranging from $20 to 30 

million. Besides, the exploration and drilling stages of a geothermal project averagely take 

three to five years to guarantee the steam supply and to build a power plant. 

 

To demonstrate an understanding of the available experimental results and to extend 

the understanding to other conditions, numerical experimentation and efficient 

physical/mathematical modelling are required to forecast or predict capability, lending 

support to design and operational planning (Cheng et al., 2001; Willis-Richards and 

Wallroth, 1995).   

 

Furthermore, since field experiments are expensive to perform, the nature and 

properties of a geothermal reservoir can be estimated, and its behaviour understood through 

modelling, and the most powerful tool available to the reservoir engineer constitutes the use 

of different modelling approaches (Axelsson, 2003). One of the best instruments for 

predicting the behaviour of a geothermal reservoir is system models and hence ensuring 

sustainable output because they give an insight into what the system is before exploitation, 

the heat sources and much more (Dayan and Ambunya, 2015). An example of system model 

applicable to geothermal energy is the Temperature Control System Model (TCSM). The 

TCSM relies on the application of energy balance principles that assumes energy 
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accumulated by a system is equal to the energy into the system subtracted from the energy 

out of the system. 

 

Accordingly, a conceptual model must be developed before a computer model of a 

geothermal field can be set up (O’Sullivan et al., 2001, 2000), because it is the first model 

of any system, with experimental and computational models essentially serving to prove 

their consistency with available data (Fairs et al., 2015). The purpose of geothermal 

modelling is two-fold:  

 to obtain information on its nature and properties as well as its 

petrophysical conditions, and  

 to estimate its production potential and predict its response to future 

production (Axelsson, 2013).  

 

Nevertheless, the modelling technique is quite demanding, although there have been 

efforts to find some numerical and analytical solution. In some aspects, physical models can 

be complicated, depending on factors including the fracture system, operational conditions 

such as the fluid pressures encountered during high-pressure injection and lack of sufficient 

field data on the features of the rock mass (Cheng et al., 2001; Willis-Richards and Wallroth, 

1995). Thus, numerical modelling is extremely powerful when based on comprehensive and 

detailed data, and is increasingly used to simulate geothermal reservoirs in different parts of 

the world (Axelsson, 2013). 

 

1.4 Aims of this research 

 

This PhD thesis focuses on the development of a numerical model of a HDR geothermal 

reservoir system, the processes that control these long-term system performances, and the 

potential effects of different geological formations on reservoir exploitation. The thesis also 

uses the currently available outlook of concepts developed at the Fenton Hill (US), 

Rosemanowes (UK), and Soultz (France) HDR projects for modelling such systems. The 

fundamental research questions addressed in this thesis are: 
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 What is the pattern of fluid and heat transport in a heterogeneous fractured 

geothermal reservoir?  

To date, the majority of the transport models reported on deep geothermal reservoirs have 

been dedicated to fracture systems as a major pathway, rather than faults or vugs and matrix 

systems. This question will be addressed through a real-life case study of a geothermal field: 

(1) heat and fluid flow in Soultz formation, (2) transport via combined matrix-fracture 

systems, (3) the contribution of multiple pore media in subsurface transport. The research 

examined the effect of complex formation on energy mining of deep geothermal reservoirs. 

The field case studies selected are used as a reference for the implementation of the 

numerical model of the Soultz geothermal reservoir before exploitation, hydrothermal 

alteration, and tectonic activity. The geothermal system configuration in the present-day 

Soultz geological formation is directly studied from well log and borehole data available in 

the literature. Furthermore, thermal exploitation in naturally fractured-faulted media is 

explored in the context of larger-scale active faults, which provide additional pathways 

during extraction.    

 

In addition, four key underlying research questions lead the investigation throughout the 

thesis: 

 

 How can the understanding of transport in deep geothermal reservoirs 

improve?  

 

At the stage of governing equations, to answer the question above, there is a need to modify 

the existing or to develop a more comprehensive mathematical model describing the coupled 

thermo-hydraulic (TH) processes of deep heterogeneous porous media in general, and of the 

geothermal reservoirs in particular. The models should explicitly capture the fluid and heat 

flow processes, and fracture and fault transport phenomena should be treated efficiently, 

beside commonly considered equations on dual-porosity. Transport changes that occur with 

the interfaces of the different media should be explicitly considered according to the mass 

conservation equations of each of the media, instead of only depending on the dual-porosity 

models as often used in other TH models of porous media.   
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 How can the nonlinearity and ill-conditioning challenges caused by the coupled 

processes be solved? 

 

By developing a finite element (FE) model based on the modified or developed governing 

equations for real-life cases; the implementation of process couplings is a major goal of this 

research. As a result, unique solution methods and strategies are required to obtain efficient 

and stable numerical simulations, which are often the most challenging problem for 

modelling coupled transient TH processes with the FE techniques, due to high nonlinearity 

of the coupled equations caused by the coupling and numerical ill-conditioning. These 

numerical issues are a result of the coupling terms such as density and viscosity 

dependencies occurring in the fluid due to thermal gradients. Thus, this thesis prepares the 

basis for the implementation of these coupling effects.   

 

 What are the procedures used to authenticate the numerical results? 

 

To validate and verify the developed numerical code against available experimental data and 

existing analytical solutions, and then apply the code to simulate the full-scale 3-D numerical 

model for evaluating the forecasting capability of the solver for modelling long-term coupled 

transient TH behaviours in deep heterogeneous geothermal reservoirs. Thus, modelling such 

complex formations with multiphysics effects requires a graphical user interface that allows 

for visualisation of the numerical results for accurate and efficient analysis. 

 

 How can the long-term performance of heterogeneous geothermal systems be 

enhanced? 

 

One of the goals of this PhD thesis is to examine the influence of process interaction in a 

multiphysics context. A sufficient understanding of a deep heterogeneous geothermal 

system and its main processes is required, especially if long-term processes are involved. 

The analysis of sensitivities is crucial for the assessment of the long-term energy exploitation 

of dual and triple porosity-permeability systems. Stakeholders or governments need to 

assess the operation criteria as they have to ensure the long-term safety performance of the 

energy mining under different operational conditions before investment. The significance of 

various parameters to system performance and the surrounding media are key to an 
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understanding of deep subsurface media and its coupled processes. Consequently, the 

classification of coupling processes according to their importance is a significant result of 

the application of coupled numerical codes to be developed. In order to accomplish 

sensitivity analysis, it is useful to consider executable process coupling.  

 

1.4.1 Objectives of this research   

 

This thesis is concerned with numerical modelling of deep HDR geothermal energy under 

different geological formations and conditions. Therefore, the objectives set out here are 

based on the research questions raised in section 1.4, which include: 

 

 to develop a 3-D FE model of a deep HDR geothermal reservoir with multiple 

pore media; 

 to model the coupled thermo-hydraulic processes of a HDR geothermal 

reservoir; 

 to carry out a verification and validation study on the developed FE model; 

 to model the effect of heat and fluid transport in complex geological formations; 

 to develop a triple porosity-permeability model of geothermal reservoirs. 

 

1.4.2 Scope of this research 

 

This thesis addresses several key questions in relation to understanding and modelling heat 

and fluid transport in deep HDR geothermal reservoirs. Despite the fact that they are set out 

separately, it is important to recognise that these questions are closely intertwined and that 

research addressing any one problem will affect the others. As a consequence, an overall 3-

D model of a deep geothermal system is developed within a broader context of a complex 

geological formation. These questions are addressed within five interrelated chapters 

developed around the principal idea of developing a unified numerical model and structural 

framework for the geothermal systems. The chapters are written in a form fit for publication 

and are displayed as independent studies. Furthermore, published or accepted versions have 

been amended only slightly regarding style and formatting for inclusion into a consistent 

overall thesis design. 
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1.4.3 Research method 

 

To address the fundamental research question and the underlying questions, an appropriate 

solver is needed because the research is dealing with the mathematical description and 

numerical modelling of subsurface media. It is about a medium that controls the movement 

of fluids, the transfer of heat, the deformation of media, and the transport of chemicals, as 

well as about the physical laws that describe the relationship between stress and strain, the 

flux of fluids, heat and chemicals. Understanding the mechanisms that control the 

occurrence of these processes and their interplay is the ultimate goal of this research. 

Accurate numerical methods are required to make this goal possible: approximating 

efficiently and accurately mathematical descriptions is of ultimate importance. In addition, 

extensive coverage of finite element methods (FEM) used in fluid flows and Lagrangian-

Eulerian approaches best suited to dealing with advection-dominant transport will be 

applied. The major processes that this research is concerned with are fluid flow and heat 

transport. Thus, even though only two major processes are considered in this research, the 

computational models conceived are gigantic.  

 

To solve the processes mentioned earlier, a multiphysics solver is required to couple 

the processes; this is because there are numerous application-dependent variations, 

depending on the type of media, the phase of fluid, and the factors causing these processes. 

For example, solving heat transports requires a dependent variable such as temperature and 

also application-dependent variations such as porous media, conduction or diffusion. Due to 

the complexity mentioned, functions were developed in MATLAB and linked with a 

multiphysics solver. The multiphysics solver is a powerful FEM tool that provides a platform 

for coupling physics and also allows for user-defined variables such as interpolation 

functions, analytic functions and many more. It also has a mathematical model that operates 

on partial differential equations (PDE) and ordinary differential equations (ODE), which 

makes it unique in solving FEM problems. 
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1.5 Thesis outline  

 

Chapter one: presents the need for the research with the motivations behind it and 

introduces the key concepts in the understanding of geothermal resources. The aim of the 

thesis, the key and underlying research questions, and the research scope are also dealt with 

herein. The chapter ends with the research method chosen and the thesis outline.   

 

Chapter two: provides a summary of the literature on geothermal reservoirs starting with a 

brief overview of the history of geothermal reservoirs and followed by the modelling 

approaches used. It also discusses the simulation codes developed previously, and the 

coupled processes considered. Particular problems such as coupled processes and the role 

of critical geomechanical properties such as porosity and permeability models are reviewed. 

Additionally, the limitations of the research available to date and the particular difficulties 

related to the modelling of geothermal reservoirs are presented. 

 

Chapter three:  this chapter introduces the governing equations and develops a finite 

element model for coupled thermo-hydraulic processes of a deep geothermal reservoir, 

based on the conservation laws of mass, energy, and momentum utilised in modelling such 

systems. Furthermore, a solution scheme for the developed FE model is briefly discussed.  

 

Chapter four: this chapter presents verification and validation study to establish the 

practicability and accuracy of the FE model developed in Chapter 3. Several cases are 

presented, starting with the more straightforward and progressing to more complex practical 

problems applicable to HDR systems. The chapter aims to establish the validity and 

reliability of the FE model in solving practical engineering problems. 

   

Chapter five: in this chapter, a field case study of the Soultz geothermal system is 

developed. The system behaviour as result of long-term performance over 60 years was 

modelled and predicted. In addition, sensitivity analyses were also performed using the 

factorial design for determining the suitable operational condition for optimal productivity. 

The outcomes of this chapter had been published in the Energy volume 129 pages 101–113, 

Elsevier, 2017. 
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Chapter six: this chapter presents a new 3-D numerical model of a deep and heterogeneous 

geothermal reservoir with a discrete fracture using the Soultz HDR scheme. The chapter 

addresses the limitations of previous research, which ignored the influence of fractures, 

reservoir representation, open boundaries influence and the inclusion of different operational 

schemes. Moreover, mesh convergence studies were performed and efficiently addressed. A 

solution convergence criterion for error estimation in the results was also investigated to 

confirm the reliability of the model. In the end, the chapter estimates the consequence of 

individual parameters and their corresponding influences on the productivity of a geothermal 

reservoir. This chapter had been published in Renewable Energy, volume 112, pages 151–

165, Elsevier, 2017. 

 

Chapter seven: in this chapter, a novel modelling-based approach of a triple porosity-

permeability technique for a deep geothermal reservoir with multiple pore media is 

presented. Two numerical models of geothermal reservoirs (i.e., doublet and triplet) were 

developed using a computationally efficient finite element method for coupled transient 

fluid and heat transport in a fully saturated porous media. The fluid and heat interaction 

among the fractures, faults, matrix and wellbore components were explicitly incorporated 

into the numerical model, enabling the conversion of the spatial discretisation from 3-D to 

1-D and making the model highly efficient. This chapter has been submitted to the Applied 

Energy, a journal in Elsevier Publishers for publication.   

 

Chapter eight: this chapter presents the concluding remarks made on the thesis, which 

include contributions, findings and limitations. Additionally, it also recommends work that 

is needed to be addressed in future research.  
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Chapter two – Literature review 

 

2.1 Introduction 

 

The problem of modelling deep geothermal reservoirs has been the subject of extensive 

literature over the last four decades. Intensive research on this topic is still ongoing, due 

specifically to the compound nature of the problem which takes place in a multi-physical 

context and involves the coupling of many phenomena. In general, the most important 

aspects that characterise the analysis of a geothermal reservoir consist of a suitable 

modelling technique with appropriate numerical procedures applied to the coupled processes 

taken into consideration.   

 

This chapter outlines the literature on HDR geothermal reservoir modelling, starting 

with a brief overview of the history of geothermal reservoirs, followed by the modelling 

approaches used. The chapter discusses the simulation codes developed previously and 

currently, and the coupled processes that are taken into consideration. Particular problems, 

such as the role of critical geomechanical properties, including porosity and permeability 

models, are also dealt with. Limitations of the research that is available to date and the 

particular difficulties related to the modelling of geothermal reservoirs are also discussed. 

 

2.2 Brief history of HDR geothermal energy 

 

This section focuses on the history and evolution of HDR geothermal energy. It emphasises 

how the idea of extracting heat from hot crystalline rock arose and became a known 

technique with a promising future in the field of renewable energy. Also mentioned and 

discussed in this section are the preliminary works and developments in the field of HDR 

reservoir technology. 

 

2.2.1 The birth of HDR geothermal energy 

 

HDR geothermal energy began as a serendipitous event. The idea was first conceived in the 

Los Alamos Laboratory in the US in the early 1970s during a scientific discussion about 
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developing a rock-melting device (Bowen, 1989; Brown and Duchane, 1999). The drilling 

device notion sparked the interest of one of the active and creative members of the team, 

Bob Potter. Potter had long been interested in a drilling technique that could recover 

geothermal energy from hot crystalline rock found in the deepest part of the earth’s crust 

(Brown et al., 2012). The second event that reinforced Potter’s dream was the article 

published in the Journal of Geophysical Research in 1969 portraying the concept of 

hydraulic fracturing techniques as practised in the petroleum industries (Brown et al., 2012; 

U.S. Department of Energy, 2006).  

 

As the result of these two events, Potter deduced that the hydraulic fracturing method 

could also be applied to hot crystalline rock in the heat recovery of geothermal energy. He 

believed that the hydraulic pressurisation of the hot basement rock could create a colossal 

“hydraulic fracture” that would allow access to the heat contained in a fixed region of the 

rock material, by circulating a pressurised water via a closed-loop to recover the heat (U.S. 

Department of Energy, 2006). 

 

 

Figure 2.1: The original concept for an HDR geothermal system (Adapted from: Brown et 

al., 2012) 
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A conceptual model was developed based on Potter’s deduction, in which the model 

consists of an inlet and outlet that communicates via a single vertical crack at a certain depth 

within the innermost area of the hot crystalline rock as shown in Figure 2.1 (Brown et al., 

2012). In the conceptualised model, the crack was assumed to open as a result of the 

hydraulic fracturing operation.   

 

2.2.2 Preliminary works and developments of HDR geothermal energy 

 

The geothermal research group at the Los Alamos Laboratory started their investigations 

informally, due to inadequate funding at the initial stage of the project (Brown et al., 2012). 

In these investigations they gathered and studied the relevant literature linked to rock 

mechanics, hydraulic fracturing, geology, and geophysics (U.S. Department of Energy, 

2006). In addition, the group went over the hills west of the Los Alamos Laboratory in the 

Jemez Mountains to observe the geological formations and to determine a suitable location 

with an appropriate geothermal gradient (Duchane and Brown, 2002, 1994). They finally 

decided to conduct the experiments in a region near the Valles Caldera due to volcanic 

activity taking place at the scene (Cremer et al., 1980).  

 

Additionally, the drilling of a series of shallow holes was conducted to measure the 

geothermal gradient, and heat flows within the vicinity were recorded (Bowen, 1989). The 

holes demonstrated high values of heat flow measurements as expected due to the ring fault 

present, as shown in Table 2.1 (U.S. Department of Energy, 2006). A 775m-deep borehole, 

GT-1, was drilled in Barley Canyon in 1972, 5 km west of the Caldera (Bowen, 1989). The 

bottom-hole temperature exhibited during the exploration was 100.4ºC with an outstanding 

mean gradient of over 100ºC/km (Cremer et al., 1980). However, due to monsoon season 

difficulties, in particular mud and snow, which led to inaccessibility of the site, a permanent 

test facility was established at Fenton Hill, New Mexico (Brown et al., 2012). As a result, 

the first HDR geothermal system was set up in 1974 at the Fenton Hill site by drilling a 

borehole in a granitic rock to a depth of 2.9 km, which corresponds to a bottom-hole 

temperature of 197ºC (Dash et al., 1983; Smith et al., 1985). 

 

Subsequently, a reservoir was created, and flow testing was conducted between 1978 

and 1980 (Brown and Duchane, 1999). The testing results showed that it was possible to 
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extract heat from HDR reservoirs at reasonable rates. As a result of this outcome, the Fenton 

Hill project set the stage for a worldwide interest in HDR technology (Aguilar et al., 1989). 

Both phases one and two of the Fenton Hill project were successful leading to fully 

operational plants (Brown, 2009). The lessons learned from the scheme expanded to Europe: 

in Britain (Rosemanowes), Germany (Bad Urach), France (Soultz) and other parts of the 

globe (MIT, 2006). 

 

Table 2.1: Heat flow values for the depth test holes (U.S. Department of Energy, 2006) 

Parameter Hole 1 Hole 2 Hole 3 

Completion date 10/04/1972 13/04/1972 16/04/1973 

Distance from ring fault (Km) 3.22 3.86 4.83 

Depth (m) 179.83 198.12 228.60 

Heat flow (cal/cm2-sec) 5.13 x 10-6 5.50 x 10-6 5.88 x 10-6 

 

 

2.3 Geometric representation of reservoir models 

 

In this section, the review will categorise HDR models by their approach to the 

representation of reservoir geometry. Reservoir geometry remains an important part of HDR 

systems in naturally fractured porous media and requires adequate representation for the 

modelling purpose. The geometric representation provides the means to characterise the 

system well enough to determine the actual geometry. In addition, the necessity of 

incorporating many coupled processes into the system demands the use of simple geometric 

models because input data are limited. In this thesis, the HDR models were classified by 

their geometric representation into abstract, reduced, and realistic. 

 

2.3.1 Abstract geometric model 

 

In this class of model, the geometry of the rock mass is simplified into a block parameter to 

determine a length scale for conductive heat transport within the reservoir and the total 

fracture surface area available (Willis-Richards and Wallroth, 1995). Axelsson (1989) 

developed this model type using a system of capacitors and resistors to represent various 
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geothermal fields in Iceland to predict future pressure changes in the systems. However, the 

model does not account for critical parameters in geothermal operations such as temperature, 

enthalpy, and energy prediction. Thus, the model was of limited use in HDR geothermal 

reservoir modelling. 

 

Elsworth (1989) introduced pure abstract geometry for a geothermal reservoir using 

a simplified mathematical model based on spherical element approximations as shown in 

Figure 2.2. The model was employed to investigate the production histories from the 300-

day circulation run segment at Fenton Hill HDR geothermal reservoir. The results achieved 

in the examination showed some correspondence with the data recovered from the 300-day 

circulation test (Elsworth, 1989a). Elsworth (1990) also validated his model with the 1000-

day circulation test conducted at the Rosemanowes reservoir, which was part of the 

Camborne geothermal project development in the UK. The results were in good agreement 

with the observed thermal drawdown of the reservoir (Elsworth, 1990). Other related works 

on this model are available in the literature (Batchelor, 1986; Elsworth, 1989b, 1986). 

 

 

 

Figure 2.2: Abstract geometric model (Adapted from: (Elsworth, 1989a) 
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2.3.2 Reduced geometric model 

 

In this system, the geometry of the HDR reservoir is explicitly simplified to varying degrees, 

and it is formed as a spectrum with one-dimensional flow paths. It can usually be modelled 

with a semi-analytic solution, though efforts or attempts were made to represent distributed 

fractures, which are not realistic in practice due to computational limitations (Willis-

Richards and Wallroth, 1995). The model is grouped according to dimensional 

representation that includes one-dimension (1-D), two-dimension (2-D), and three-

dimension (3-D).  

 

 Robinson & Kruger (1988) first employed 1-D reduced geometry to estimate the 

thermal drawdown of the HDR reservoir at Fenton Hill, US, and the results obtained agreed 

well with the field experiments at certain stages. Kruger et al. (1992) also applied this model 

to evaluate the potential for energy mining and the reservoir life of the hot granitic rock 

massifs in Cornwall, UK. As a result, the model was adopted by many other sites (e.g., 

Kruger, (1995); Kruger et al., (1996), 1988; Kruger and Quijano, (1995)). Figure 2.3 

presents the 1-D reduced geometry model. The drawback of this model is that it is likely to 

predict unrealistically large shear displacements due to the elongated planar crack 

assumptions. 

 

 

Figure 2.3: Reduced 1-D geometry (Modified from: (Willis-Richards and Wallroth, 1995) 
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 Jupe et al. (1995a) grouped the 2-D reduced geometry model into two. The first 

group consists of an elliptical reservoir shape and the second group used a rectangular plate 

model to describe the system geometry. The most common application of the first type is 

the model proposed by Jupe et al. (1995b) in modelling the Soultz geothermal reservoir 

located in France. In the model, the geometry of the reservoir consists of an elliptical fracture 

shape that communicates through the injection and the production wellbores. The concept 

represents a straightforward approach to modelling the HDR reservoir system as shown in 

Figure 2.4 (Jupe et al., 1995b).  

 

The second type of the reduced 2-D geometric model discussed here is the one 

reported by Hicks et al. (1996). The geometry of the reservoir is represented as a system of 

rectangular rock elements that form a grid. The grid cells are separated either by intact and 

impermeable “glued” elements or hydraulically conductive fracture elements as shown in 

Figure 2.5 (Hicks et al., 1996). The model was initially developed by Kohl et al. (1995) and 

it deals with the effects of stress perturbation under fluid flow.  

 

The limitation of the 2-D reduced geometry model in achieving a genuine 

representation of a HDR reservoir is the failure to capture the vertical components of fracture 

fluid transport. 

 

 

Figure 2.4: Reduced 2-D geometry type one (Jupe et al. 1995b) 
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Figure 2.5: Reduced 2-D geometric model type two (Hicks et al., 1996) 

 

 The 3-D reduced geometry model is similar to the 2-D cases because both models 

can be represented as grid-based. However, in this case, a third plane is introduced, and the 

concept of equivalent porous media can easily be used to achieve the solution (Willis-

Richards and Wallroth, 1995). Pruess (1988) developed an idealised double-porosity model 

of a fractured porous medium as presented in Figure 2.6 to study the flow effect in fractured 

media. The model also examined reservoir dynamics, well test design and analysis, and the 

modelling of particular field parameters. Zyvoloski et al. (1999) have provided more details 

on this type of model and are the source of the most primary literature. 

 

Figure 2.6: 3-D reduced geometry model (Modified from: Pruess, 1988) 
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2.3.3 Realistic geometric model 

 

Realistic geometric models are capable of handling more than multiple arbitrary oriented 

fracture elements to start with, without undue computational problems (Willis-Richards and 

Wallroth, 1995). In this model, the reservoir is represented as discrete network models, and 

Lanyon et al. (1993) first applied such models to investigate the HDR systems of 

Rosemanowes phase 2B in the UK. Such investigation aimed to understand the basic thermal 

extraction process of geothermal reservoirs. Three different distributions were used, with 

mean fracture lengths of 24 m, 16 m and 11 m, respectively, to perform flow simulations on 

200 m side cubes of fractured rock block as shown in Figure 2.7 (Lanyon et al., 1993). 

 

 

Figure 2.7: Realistic geometry model for three different distributions of fracture lengths 

(Lanyon et al., 1993) 

 

Kolditz & Clauser (1998) also developed a realistic 3-D geometric model using the 

stochastic fracture network model as presented in Figure 2.8. As seen, the fractured medium 

was simulated in a true 3-D representation that considered the effect of transient coupled 

flow and heat transport. By using this approach, it was easier to predict the thermal 

performance of HDR systems under long-term simulation. 
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Figure 2.8: Realistic geometric model using stochastic fracture network designed from 

data available for the Rosemanowes HDR site (Kolditz and Clauser, 1998) 

 

In summary, this review classifies the HDR geometric representation into abstract, 

reduced, and realistic. Based on the review, a summary of the assumptions and limitations 

of the three models are presented in Table 2.2 as modified from Willis-Richards and 

Wallroth (1996).  
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Table 2.2: Assumptions and limitations of abstract, reduced and realistic HDR models 

(Modified from: Willis-Richards and Wallroth, 1996) 

Features Abstract Reduced Realistic 

Modelling  Analytical solution, only Both numerical and 

analytical solutions are 

solved 

 

Numerical solutions, only 

Coupling Approximate TH 

 

Simplified THM 

 

Simplified THM 

Fracture 

geometry 

 

 

Parameterised into single 

values 

Represented as a porous 

medium 

Allows for individual 

size and orientation to be 

discretised with many 

fractures 

 

Rock 

physics 

May capture essential 

features approximately 

Typically poor Computationally limited, 

but reasonably captured 

 

2.4 HDR simulation methods and codes  

 

The long-term HDR reservoir simulations are crucial for the understanding of reservoir 

behaviour because field experiments are expensive to perform. Despite the fact that 

geothermal modelling tools have existed for over 5 decades, they were not able to cope with 

modern demands, both in resolving scientific and resource-specific questions and in terms 

of computational practicability (Burnell et al., 2015). Thus, it is never too late to establish a 

computational model of the geothermal reservoirs, as long as the model can be rigorously 

tested for consistency with available field data.   

 

This section presents simulation methods and codes applied to the modelling of HDR 

geothermal reservoirs. Simulation methods are paramount in the reservoir exploration, 

stimulation, circulation and heat extraction stages. The present section also discusses the 

various codes applicable to HDR systems and their impact on modelling the reservoir 

lifespan. 
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2.4.1 Overview of HDR simulation codes  

 

The history of geothermal reservoir simulation goes back to the early 1970s with the pioneer 

works of Cheng and Lau (1973) and Mercer and Pinder (1973). Nevertheless, the application 

of computer simulation started to gain acceptance from the geothermal industry during the 

code comparison study of 1980 organised by the US Department of Energy (O’Sullivan et 

al., 2009). In the study, several geothermal simulators were tested on a set of six problems 

to determine the capability of the codes to capture fundamental reservoir behaviour 

(O’Sullivan et al., 2001). The results showed that all the codes tested produced very similar 

outcomes for the six selected geothermal reservoir problems (O’sullivan, 1985). This 

confirms that the main features of the method applied by all the groups participating in the 

study appear to be very similar.  

 

Furthermore, the knowledge gained from the study has led to improvement in the 

capacity of the geothermal reservoir simulation codes to develop site-specific models and 

carry out generic reservoir modelling studies (O’Sullivan et al., 2001). Many developments 

were made in terms of the range of physical phenomena, thus it was possible to include in a 

geothermal reservoir simulator, and there were improvements in the numerical methods 

employed in the reservoir models. Geothermal modellers have easily adopted these advances 

(O’Sullivan et al., 2001). However, despite the advancements, the fundamental studies of 

the required fluid, heat, chemical and physical processes that control the behaviour of 

geothermal systems have been the major thrust of modelling research. 

 

2.4.2 Previous HDR simulation codes and limitations 

 

This subsection reviewed the applicability of two HDR simulators relevant to the finite 

element method: FRACTure and Geocrack2D. The simulators studied for this thesis are in 

no way exhaustive; there exist a few other renowned simulators that may also be applied to 

modelling HDR reservoirs. Thus, each of the codes chosen is discussed based on the method 

applied and the coupled processes addressed. 

 

The simulators selected were able to pass some of the criteria laid by the geothermal 

community in the US. The U.S. Department of Energy (1999) conducted a review of 
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numerical simulators used for HDR reservoir modelling to determine the lack of certain 

capabilities that were hindering the development. As a result, a proposal of the desirable 

features of an HDR reservoir simulator was made that include: 

•    representation of fractures explicitly; 

•    ensuring the fracture conductivity and fracture aperture correspond; 

•    flow channelling in fractures; 

•    to implement the fracture opening as a function of effective stress; 

•    to also incorporate the mineral deposition and dissolution as a function of time; 

•    to implement the thermoelastic effects; and 

•    implementing shear deformations and associated jacking of the fractures. 

 

Although not all the listed characteristics are required for a given simulation effort, 

a complete simulation code would have all of these features (U.S. Department of Energy, 

1999). 

 

2.4.2.1 FRACTure HDR reservoir simulator 

 

FRACTure is a 3-D finite element (FE) code developed to study the coupled interactive 

mechanisms in the subsurface with the specific aim of predicting the long-term behaviour 

of an HDR reservoir (Kohl and Hopkirk, 1995). The code development started in 1988, 

during a conference programme organised by the geothermal community in Switzerland to 

study the coupled processes within operating HDR systems (Kohl et al., 1995). The 

development of multi-purpose finite element code FRACTure was the central idea of the 

project (Kohl and Rybach, 1996). In another version of the literature, the code development 

started in 1988 during a time when the geoscience community was researching for a 

simulator that could handle the effect of thermal shrinkage on an HDR reservoir as reported 

in a workshop organised in France by Elsworth (Kohl and Hopkirk, 1995).  

 

The acronym FRACTure stands for (Flow, Rock, And, Coupled, Temperature 

effects) while at the same time representing the fracture as the dominant hydraulic structure 

in HDR systems (Kohl and Hopkirk, 1995). The code structure was implemented based on 

the finite element code initially developed for teaching linear and dynamic finite element 
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analysis (DLEARN) by Hughes (1987). The programming language used was FOTRAN77 

(Kohl and Hopkirk, 1995).  

 

 The code can simulate basic coupled interactions between hydraulic (H), thermal (T) 

and mechanical (M), as well as individual hydraulic (i.e. laminar, and turbulent), and 

different transport (thermal) and elastic (mechanical) processes (Kohl et al., 1997). The 

steady state and transient simulations of the coupled hydraulic and thermal processes in the 

subsurface are also supported in the software (Kohl and Rybach, 1996). Among other 

features of the code is the capability to model a reservoir in three dimensions to some extent. 

In addition, nonlinear stress-dependent joint aperture laws or linear elastic effects of pore 

pressure perturbations and temperature mechanisms on the stress field developing in the 

bulk rock are also considered (Kohl et al., 2000). Figure 2.9 presents a typical simulation 

results obtained from FRACTure software.  

 

 

Figure 2.9: Detail of temperature and fluid flow field in subsurface obtained from 

FRACTure software (Kohl et al. 2000)   

 

The desired coupling is usually achieved through a primary driver that is linked with 

the three core modules of the thermal, hydraulic and elastostatic fields (Baria et al., 1999). 

The code also has an option that permits the definition of stepwise linear time-flow 
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functions, which helps in modelling the experimental injection steps precisely (Kohl and 

Rybach, 1996). 

 

 In conclusion, the code applies to various analyses of reservoir operations that 

include geothermal, radioactive and oil industry due to the approach and concepts 

implemented in its development (Sanyal et al., 2000). The preceding paragraphs of this 

subsection have already mentioned the major strengths of the FRACTure simulation code. 

Nevertheless, the code also has some limitations as it cannot model the coupling between 

fracture shear displacement and aperture. Likewise, phenomena such as two-phase flow and 

chemical processes were not addressed. 

 

2.4.2.2 GEOCRACK HDR reservoir simulator  

 

GEOCRACK is a finite element code initially developed at Kansas State University (Brown, 

1997) for HDR research at Los Alamos Laboratory (DuTeaux et al., 1996; Swenson and 

Hardeman, 1997). The mathematical formulations contain coupled state of earth stress, 

hydraulic, and heat transfer processes with the mechanisms of discrete fracture behaviour 

(DuTeaux et al., 1996). The GEOCRACK2D model consists of rock blocks with discrete 

fluid paths and nonlinear contact between the blocks. The code assumes that conduction in 

the rock blocks occurs as a result of heat transfer and transport of liquid (Swenson et al., 

1999). 

 

Furthermore, the code permits the user to specify and monitor solution problems by 

providing an interactive graphics environment in a simple and reliable way (Swenson et al., 

1995). A menu and a graphic display allow the user to interact with the analysis to 

specify/modify the geometry, mesh, material properties and boundary conditions and to 

examine results (Swenson et al., 1995). 

 

  The GEOCRACK reservoir simulator is based on a numerical solution scheme that 

requires the user to have an in-depth knowledge of the problem descriptions in the form of 

a finite element mesh, which is necessary as the primary data for the simulation (Hardeman 

and Swenson, 1998). According to the first quarter progress report issued on August 15, 

1997, the effort has been devoted to developing a 3-D version of the code with a goal of 
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allowing the user to work at the geometry level of a problem, while meshing details and 

solutions are handled automatically (Swenson, 1997). The phrase “geometry level” means 

that the user defines the boundary of a reservoir and the geometric features of the model 

such as fractures and wellbores (Swenson, 1998a). Despite many challenges, a 3-D 

geometric representation was accomplished to some extent with the inclusion of fractures 

and wells as reported by Swenson (1998b). Figure 2.10 presents a typical simulation results 

obtained from GEOCRACK reservoir simulator. 

 

 

Figure 2.10: Temperature in reservoir after 720 days of operation (min=70°C, 

max=278°C) obtained from GEOCRACK reservoir simulator (Swenson et al., 1999) 

 In summary, owing to the variety of physical processes that can be coupled and 

simulated, the code has gained popularity as a numerical tool for the analysis of reservoir 

performance, which provides important guidelines for the design of HDR geothermal 

systems. Moreover, validations of field data were also performed on Hijiori and Fenton Hill 

HDR projects by many researchers using the application; for instance, the research results 

of the following authors: Duchane (1995); Okabe et al. (2000); Schroeder et al. (1999, 1998); 

Swenson et al. (2000). The drawbacks of the code include the non-existence of a porous 

medium model and the lack of capability to couple fracture aperture and shear displacement. 
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2.4.3 Current HDR simulation codes  

 

There have been substantial advances in numerical simulators for HDR geothermal 

reservoirs over the past few decades, with the steady increase in computational strength and 

the development of numerical codes that have reduced several simplifying hypotheses. The 

advances include the application of more realistic equations of state for the fluid system, for 

example, in the TOUGH2 and TOUGHREACT codes and the FALCON code (Wong et al., 

2016; Xia et al., 2016a; Xing et al., 2015). There has been extensive progress in the ability 

to represent heterogeneity and geometric complexity in simulation codes; examples include 

GOCAD, FEFLOW and OpenGeoSys (Blöcher et al., 2010; Fischer et al., 2015). 

Computational schemes that are faster and more precise have also been elaborated in 

reservoir modelling.  

 

Other numerical modelling codes are still under development, particularly those by 

the current reservoir modelling working group, initiated with the help of the International 

Partnership for Geothermal Technology (IPGT). The IPGT is an international organisation 

with five member countries (Australia, Iceland, New Zealand, Switzerland, and the U.S.) 

that aims to improve understanding of geothermal potentials and usage across the globe 

(Wall, 2010). The organisation proposed to develop a standard geothermal simulation code 

that would couple the various interactions arising during exploitation by the year 2020 

(IPGT, 2012). Several workshops were held in the member nations with a vision to develop 

a fully coupled thermo-hydro-mechanical-chemical (THMC) reservoir simulation program 

(IPGT, 2012). Subsequently, all the processes required for implementation in the proposed 

code have been identified. These processes comprise the complex nonlinear interactions 

associated with a multiphase hydraulic flow, thermal transport, regional and local scale 

geomechanical deformation (and fracturing) and geochemical interactions between the 

working fluid and host reservoir rock at highly variable time scales (Podgorney et al., 2011). 

 

The Geothermal Technology Office (GTO) under the US Department of Energy has 

also inaugurated a code comparison study programme to enhance the state of the art of HDR 

geothermal simulation codes (White et al., 2015). The programme focused on analysing 

existing codes, identifying differences and demonstrating the modelling capabilities of a 

global collection of various numerical simulators for evaluating geothermal technologies. 
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Six benchmark problems were suggested, and the programme commenced in 2014 (Bahrami 

et al., 2015). According to White and Phillips (2015), 12 groups took part in the challenge, 

and each group had a unique numerical simulator and analytical methods, providing a 

thorough mechanistic approach, modelling process and solution scheme. Ghassemi et al. 

(2015) commented on some of the outcomes of the programme, affirming that none of the 

12 members was able to take part in all six problems due to code limitations. 

 

2.5 Coupled processes 

 

In various engineering problems and geoscientific applications, coupled process modelling 

has been considered since the introduction of the computation method for problems of soil 

consolidation, dam construction, and oil/gas field exploration (Kolditz et al., 2012a). 

Thermal, hydraulic, mechanical and chemical (THMC) were the processes considered in the 

study of coupled behaviour (Tsang, 1991). Multiphysics coupling between the THMC 

processes in geological media, are essential for a broad range of engineering practices, 

including geothermal energy extraction, as well as oil/gas extraction, geologic carbon 

sequestration, and geologic nuclear storage of nuclear waste (Rutqvist and Tsang, 2012). 

The term “coupled” implies that these individual processes interact with each other and may 

amplify the effect of a certain process, or diminish it through a feedback mechanism 

(McDermott et al., 2012; Tsang, 1999).  

 

Tsang (1985) classified the coupled processes into two: one-way coupling and two-

way coupling. In the one-way coupled processes, the effect(s) of one or more processes on 

the others is/are continuous over time. On the other hand, in the two-way coupled processes 

the impact of the interaction is reciprocal and makes it more complex to analyse than the 

one-way coupled processes (Tsang, 1986). Minkoff et al. (2003) further classified the 

coupled simulators into three: full coupling, loose coupling and one-way coupling. The 

coupled processes that are of interest to this review are those related to geothermal energy 

exploitation, and they are presented in the following subsection. 
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2.5.1 Review of coupled processes applicable to HDR geothermal energy 

 

Simulation of coupled heat transfer and fluid flow in fractured reservoirs are of significant 

benefits to HDR design, particularly when there exist coupled interactions among fluid and 

heat flow, and a mechanical response of the matrix and fracture (Tao and Ghassemi, 2010).  

 

Shibuya et al. (1985) developed a two-dimensional model of a geothermal reservoir 

with multiple cracks to study the effect of thermoelastic coupling of crack propagation by 

applying the inversion formula and collocation method in solving the integral equation 

derived from boundary conditions. Zimmerman (2000) derived the equation of linearised 

poroelasticity and thermoelasticity and the coupling parameters between them. Ghassemi 

and Zhang (2006) developed a transient displacement discontinuity (DD) boundary element 

method to study the response of fracture in porothermoelastic rock when subjected to stress, 

pore pressure and temperature perturbation. They also investigated the full range of crack 

opening due to the applied loads (Ghassemi and Zhang, 2006). A similar analysis was carried 

out by Norbeck and Horne (2015), by using a rate-and-state earthquake model. Nonetheless, 

before that Ghassemi et al. (2001), Ghassemi and Zhang (2004a), and Ghassemi and Zhang 

(2004b) used the indirect boundary element methods by applying the fictitious stress (FS) 

to solve the thermoelastic and poroelastic effects of wellbores and cracks in geothermal 

reservoirs.   

 

 Ghassemi and Tarasovs (2006) further developed a coupled 3D model of the DD 

method to study the influence of thermal stresses on fracture opening and slippage with 

particular reference to the Coso geothermal field. A similar method was applied to study the 

stress and pore pressure changes around a cooled fracture in low-permeability rock and their 

contribution to rock failure and seismicity (Ghassemi, 2007). Zhoou and Ghassemi (2008) 

further extended the DD method with the finite element method link to study the poroelastic 

response of a reservoir to fluid injection into an irregularly shaped fracture using a 3-D 

model. In addition, the effect of non-uniform cooling in response to fracture aperture 

changes and a pressure effect were also investigated (Ghassemi et al., 2008). Lee and 

Ghassemi (2010) developed a fully coupled thermo-poro-mechanical finite element model 

with damage mechanics and stress-dependent permeability to investigate the effect of stress-

induced micro-seismicity and fracture propagations in a geothermal reservoir. Tao and 
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Ghassemi (2010) developed inversion techniques to study the role of thermo-poroelastic 

effects on wellbore stability and wellbore breakout. Lee and Ghassemi (2011) developed a 

finite element model to investigate the effect of altered elastic modulus and permeability 

with reflection to rock damage evolution. 

 

  Zhou and Ghassemi (2011) analysed the temporal variations of fracture opening and 

slip upon immediate application of a fluid pressure by developing a 3-D time-domain 

poroelastic DD method. The model was also used to investigate the fracture aperture 

variation to the pressure in the fracture and the effect of injecting cold water into an 

arbitrarily shaped fracture in geothermal reservoirs by considering the impact of the coupled 

poro-thermoelastic processes (Zhou and Ghassemi, 2011). Safari and Ghassemi (2011) 

extended the algorithm by using a coupled finite element/boundary element method to model 

injection/extraction problems in pre-existing fractures for variable injection/extraction rates. 

Farmahini-farahani and Ghassemi (2015) and Verde and Ghassemi (2013) considered the 

nonlinear joint response and mechanical response of the fractures and multiple interactions 

using the same model. Huang and Ghassemi (2012a, 2012b) and Min et al. (2011) used an 

FEM along with an element partition algorithm (EPA) to study the 3-D mixed-mode fracture 

growth from an embedded circular crack.  

 

Wang and Ghassemi (2012) developed a 3-D poroelastic model for a naturally 

fractured geothermal reservoir using a stochastic fracture network to assess the permeability 

enhancement and mechanical rock mass response to stress variation caused by 

injection/extraction. Ghassemi et al. (2013) investigated rock failure around the vicinity of 

a fracture that has an irregularly shape using a 3-D poroelastic model and the stress 

distribution around the fracture. Similar studies were conducted using the FEHM code in 

evaluating the thermoelastic and poroelastic stress changes in a self-propping shear failure 

of pre-existing fractures (Dempsey et al., 2014, 2013).  

 

  Safari and Ghassemi (2015) analysed the role of coupled thermo-hydro-mechanical 

processes using the DD method for fracture opening and matrix heat diffusion. The finite 

element method was used for the fluid and heat conduction and convection inside the 

fractures by taking into account the nonlinear characteristics of fracture deformation in the 

normal and shear deformation (Safari and Ghassemi, 2015). 
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2.6 Permeability and porosity models 

 

Naturally fractured media have been the object of multiple studies for more than 40 years. 

To explain their behaviour in different fields such as groundwater, geothermal and 

petroleum reservoirs, various models have been created with inherent difficulties to capture 

the realistic models of fractured media because of the partial ignorance about the 

dimensions, spatial distribution and interconnections of the fractured network (Suirez-

Arriaga, 2002). 

 

Zimmerman et al. (1993) developed a dual-porosity (DP) model for a single-phase 

fluid transport in a naturally fractured porous media using a lumped parameter method for 

the rock matrix block. Lim and Aziz (1995) derived a matrix-fracture transfer shape factor 

for dual-porosity modelling of naturally fractured reservoirs by linking analytical solutions 

for pressure diffusion with flow geometries. Choi et al. (1997) applied the Forchheimer 

equation to simulate a dual-porosity/dual-permeability model of a reservoir and related the 

results to those obtained from the Darcian-flow. Bower and Zyvoloski (1997) extended the 

stress solution of the FEHM code to the dual-porosity ability to investigate the hydraulic 

conductivity/permeability of the fracture system. Furthermore, amendments were made to 

the coupled hydrologic, thermal and mechanical behaviour of the fracture systems. 

 

 Ranjbar and Hassanzadeh (2011) developed a semi-analytical, dual-porosity model 

and employed a fine-grid, single-porosity numerical simulator for verifications. Nie et al. 

(2012) developed a semi-analytical model to examine a dual-porosity and dual-permeability 

flow model of horizontal production wellbore in a fractured reservoir. Austria and Sullivan 

(2015) performed a sensitivity analysis to determine when to utilise a dual-porosity model 

over single-porosity models in simulating geothermal systems. In summary, extensive 

research has been done on this model and is available in the following literature: Chen et al. 

(2016); Cheng et al. (2016a, 2016b); Magnenet et al. (2014); Poulsen et al. (2015); Xia et 

al. (2017); and Zeng et al. (2016). 
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2.7 Research gaps and limitations  

 

Sections 2.2 to 2.6 have reviewed the research carried out concerning HDR geothermal 

reservoir modelling. Based on the review, some of the outstanding research issues and 

limitations are presented and outlined in the following subsections.  

 

2.7.1 The effect of reservoir connectivity on HDR energy mining  

 

The models reviewed overlooked the influence of the surrounding medium, the fractures 

and the reservoir in the estimation of the effect of core reservoir parameters on geothermal 

energy extraction. Most importantly, cases where the fractures were not connected to the 

injection wellbore or the producer were not captured in the existing models because the 

existing models were limited to the direct connection between the two media (i.e. fractures 

and wellbores). Nevertheless, various field experiments have proven that assumption to be 

invalid. For example, the field experiment conducted in Soultz confirmed that sometimes 

the wellbores were disconnected from the fractures. Thus, a realistic numerical model is 

required to capture the effect of such events in order to predict the long-term performance 

of HDR systems efficiently.   

 

2.7.2 Numerical verifications and validations of modelling approaches for HDR 

systems  

 

The review carried out has shown that numerous modelling approaches exist for simulating 

HDR geothermal systems; however, none of the literature provided an account of 

verification and validation studies of these methods. The commonly used models in 

modelling such systems are the equivalent porous media and the dual-porosity models. It is 

necessary to validate and verify the models with a standard analytical solution and an 

experimental measurement in order to justify their applicability. Thus, a verification and 

validations study is required to identify which of the approaches accurately predict the 

system performance.  
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2.7.3 The effect of multiple pore media on HDR geothermal mining 

 

The literature discussed in this chapter has emphasised the significance of permeability and 

porosity models on HDR systems representation. The review also showed that investigation 

into complex geological formations and their effect on HDR long-term performance remains 

outstanding. Although HDR geothermal models have been successfully advanced, their 

application to multiple pore media remains challenging, primarily because of their natural 

heterogeneity. Multiple pore media is controlled by a) primary (matrix), b) secondary 

(fractures), c) tertiary (faults) or d) micro-fracture, in which each of the media is linked with 

porosity and permeability as a major flow pathway. 

 

In order to better represent the heterogeneity of naturally fractured-faulted HDR 

geothermal reservoirs, the concept of the triple porosity-permeability (TPP) model is 

required. Thus, a 3-D numerical model of a deep geothermal reservoir (based on the Soultz 

graben formation) is needed to conceptualise a porous media with multiple interactions 

involving faults, fractures, and rock matrices.     

 

2.8 Summary 

 

In this chapter, the literature review conducted has shown the significance of modelling in 

HDR geothermal energy. The importance of studying the coupled processes of the system 

has also been demonstrated. The review presented in this chapter has served as a foundation 

for this research work, and the outcomes are outlined in the remaining chapters.  
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Chapter three – Governing equations and FEM solutions 

 

3.1 Introduction 

 

This chapter presents the derivation of the governing equations and FEM formulations for 

TH coupled processes of naturally fractured porous media. The nomenclature list provides 

the physical meanings of the major parameters or variables used in the derivations; however, 

where necessary some of the variables’ meanings were given in the text following their 

appearance in relevant equations.  

 

3.1.1 Bases for the derivation of the governing equations 

 

Several sets of equations have been developed for modelling coupled transient TH processes 

of deep geological porous media, such as GeoSys, OpenGeoSys, TOUCH2, 

TOUGHREACT, FALCON, and GEOCRACK2D (Kolditz et al., 2012b; Xia et al., 2016b). 

In addition, commercial codes have been adopted that include FLAD3D, ABAQUS and 

ANSYS (Kolditz et al., 2015). Some of these models, such as TOUGH2 and 

TOUGHREACT assumed that the mass fluxes due to diffusion and dispersion are so small 

that they are negligible. Other approaches, for example, FALCON and GEOCRACK2D 

consider the fluid-solid interface as a material surface concerning the fluid mass so that no 

mass of the fluid can cross it. In some models, such as OpenGeoSys and GeoSys, the fluid 

is considered to first flow into fractures, and then flows into another matrix block or remains 

in the fractures. The last case is the most widely used in modelling HDR geothermal systems; 

nevertheless, it does not describe the influence of other media present in deep subsurface 

structures efficiently. These approaches make it difficult to predict the long-term 

performance of an HDR geothermal system accurately. Likewise, the influence of full 

interaction between subsurface structures cannot be modelled according to its physical 

definition due to the limitation of the existing empirical methods.     

 

 Fluid and heat transport phenomena of an HDR geothermal system play a vital role 

in predicting the long-term performance of energy mining of deep geothermal resources. 

Therefore, it is necessary to develop or derive a more general form of governing equations 

that can capture and simulate more accurately the coupled transient TH effect of naturally 
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fractured geological formations for enhanced energy recovery. The derived equations 

provided in this thesis were based on the existing laws used in modelling geological 

formations.  

 

 3.2 Theoretical background of naturally fractured porous media  

 

A naturally fractured porous medium is a system intersected by a network of interconnected 

fractures, faults, vugs or solution channels (Nelson, 2001), as shown in Figure 3.1. The 

porosity and permeability of such a system are allowed to change rapidly and 

discontinuously over the whole domain when modelled. The permeability is greater in the 

fractures, faults and vugs while it is smaller in the matrix block. In the case of the porosity, 

it is much larger in the matrix and less in the other systems. In this research, the effect of 

micro-fractures, vugs and the gas phase are assumed to be negligible as they do not 

contribute much in a macroscopic scale model. 

 

 

Figure 3.1: 3-D representation of naturally fractured porous media 
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Furthermore, in this system, the fluid in the void space is assumed to be made up of 

two parts, one part in the matrix block and the other part in the fractures. Thus, each part is 

treated as a continuum that occupies the entire domain. Both of the two overlapping continua 

are allowed to coexist and interact with the other. 

 

3.3 Governing equations for modelling fluid flow in porous media 

 

The governing equations used for modelling fluid in a fully saturated fractured porous media 

are the conservation of mass, the equation of state, and Darcy’s law (Kolditz et al., 2016). 

 

For the matrix block, the conservation of mass for the fluid flow in a porous matrix 

block is the difference between the mass inlet and outlet equal to the sum of mass 

accumulated within the matrix block. The fluid flow in the porous matrix block (Bear, 1993) 

is described by 

     mLL Qv
t





         (3.1) 

where   is the porosity, L  is the fluid density, v  is the Darcy’s velocity term and mQ  is 

the mass source term. 

The conservation of momentum is stated in the form of Darcy’s law, which indicates 

a linear relationship between the velocity field and the pressure gradient of the fluid (Nield 

and Bejan, 2006), expressed as 

 zgPv L  



        (3.2) 

where   is the permeability,   is the fluid viscosity, P  is fluid pressure, g  is the 

acceleration due to gravity and z  is the depth of formation. Substituting equations (3.2) into 

(3.1) yields 

    mLLL QzgP
t



















       (3.3) 

The equation of states defines the fluid and matrix compressibilities as 























P
C L

L

F





1
         (3.4) 
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





















P
Cm





1
         (3.5) 

where FC  is the fluid compressibility and mC  is the matrix compressibility. 

Expanding the first term in equation (3.3) and applying the product and chain rule of 

differentiation yields 

 
t

P

Pt

P

Pt
L

L
L





















 



        (3.6) 

Substituting equations (3.4) and (3.5) into (3.6) gives 

   
t

P
CC

t
mFLL








         (3.7) 

 
t

P
S

t
LL









          (3.8) 

where the linearised storage S is given as 

 mF CCS           (3.9) 

Replacing equation (3.9) into (3.3) yields 

  mLLL QzgP
t

P
S 


















       (3.10) 

Here, the source and sink terms of the fluid in the matrix block are considered to be 

located at isolated points  ix . For point sinks, term mQ  in equation (3.1) is given as 

    ii

m
i

Lm xxQQ            (3.11) 

where 
 i

mQ  denotes the volume of the produced fluid per unit time at  ix . Similarly, for 

point sources, term mQ  is  

      ii

m
i

i

Lm xxQQ            (3.12) 

where 
 i

mQ  and 
 i

L  denote the volume of the injected fluid per unit time at  ix , 

respectively. 

 

 



41 
 

The fluid flow in the fractures is described by  

    extmffLLf QQv
t





        (3.13) 

 zgPv Lf

f

f  



        (3.14) 

where f  is the porosity, fv  is the Darcy’s velocity term, mfQ  denotes the flow from the 

matrix block to the fractures, extQ  indicates the external sources and sinks, where f  is the 

permeability, and fP  is fluid pressure. The permeability in the fractures is assumed to obey 

the laminar flow law for parallel plates (Kolditz et al., 2015), expressed as 

w

b
or

b
f

1212

32

          (3.15) 

where b  is the fracture aperture, and w  is the fracture spacing. Substituting equation (3.14), 

(3.15) and (3.8) concerning fractures into equation (3.13) yields 

  extmfLfL

f

fL QQzgP
b

t

P
S 


















12

2

    (3.16) 

The matrix-fracture transfer term can be defined as a boundary condition imposed explicitly 

on the matrix block (Faust and Mercer, 1979a), expressed as  

   
dx

t
xQ

i

L

ii
imf 












1
       (3.17) 

where i  denotes the volumes of i  and i  is its characteristic function given as 

 





 ,Ωxif

otherwise.i

i

x
1

0          (3.18) 

The boundary condition on the surface of each matrix block is now established with 

the definition of mfQ  in a general format. In the case of the external sources or sinks extQ , it 

may comprise injection or production sources or other sources from the surrounding 

boundaries (Bower and Zyvoloski, 1997b), which is expressed as 

dxnPQ
ryCellbounda

L
ext


  


       (3.19) 
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3.4 Governing equations for modelling heat transport in porous media 

 

In this work, the heat transport is assumed to obey a local thermal balance between the solid 

and the fluid phases. That is, the solid temperature is approximately equal to the fluid 

temperature at any given depth in the system. The conservation of energy in a naturally 

fractured porous medium for the matrix block (Bower and Zyvoloski, 1997b) is given as 

EEE QqV
t




          (3.20) 

where the energy per unit volume 
EV  is given as 

  TCTCTCV PLPLSPSE   ,, 1        (3.21) 

where s  is the solid density, SPC ,  is the solid heat capacity of the solid, T  is temperature, 

LPC ,  is the fluid heat capacity,  and Eq  is the energy flux, EQ  is the energy source term and 

  is the effective density. 

The energy flux in the system 
Eq  is expressed as 

qTvCq LPLE  ,          (3.22) 

in which  

Tq             (3.23) 

and 

  LS   1          (3.24) 

where   is the effective thermal conductivity, S  is the solid thermal conductivity, L  is 

the fluid thermal conductivity and q  is the heat flux. Substituting equations (3.21) and (3.22) 

and their derivatives into equation (3.20) yields the general expression for solving heat 

transport in the porous matrix as 

    ELPLP QTTvC
t

T
C 




 ,

      (3.25) 

Similarly, equation (3.25) can be employed for the conservation of energy within the 

fracture, expresses as 
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EmEfEfEf QQqV
t

,,,, 


        (3.26) 

      EmEfLPfLfP QQTTCv
t

T
C ,., 




     (3.27) 

where 

dxTP
TCv

Q
ryCellbounda

fmfm

LPfL

Em n









  ,,

,

, 



    (3.28) 

 

3.5 Finite element formulation 

 

This section presents the application of the FEM in modelling coupled TH processes for 

deep HDR geothermal reservoirs based on the literature (Lewis et al., 2005; 

O.C.Zienkiewicz et al., 2000; Zienkiewicz et al., 2005; Zienkiewicz and Taylor, 2000). The 

application is built upon the partial differential equations described in sections 3.3 and 3.4. 

The FEM has been in existence since the late 1950s, and it is now a sophisticated tool for 

solving a broad range of engineering problems. The robustness of the technique has made 

many other numerical analysis methods and experimental testing methods redundant (Fagan, 

1992).    

 

3.5.1 Initial and boundary conditions 

 

The first step that is required to formulate an FE solution is to define the initial and boundary 

conditions (BC) of the system. In this study, the initial conditions were fully specified for 

the pressure and temperature fields at time t=0, given as 

 onandinTTPP 00 ,         (3.29) 

where   is the domain of interest and   is the boundary. In the case of the boundary 

condition, it is either imposed as value or flux. The imposed value is called the Dirichlet BC 

or is sometimes referred to as the First Kind BC, which is represented here for both the 

pressure and temperature as 

TP onTTandonPP  ˆˆ         (3.30) 
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The flux BC or the Neumann BC for the fluid flow can be prescribed as a mass flux 

normal to the boundary or at the injection or extraction wellbore boundaries, namely  

  q
P

T

LLP onzgPq  n



       (3.31) 

Equation (3.31) can sometimes be employed as a no-flow boundary by setting it to 

zero. 

 

The flux or Neumann BC for the heat transfer can be imposed as an injection 

wellbore boundary (in the case of non-isothermal condition) or a heat flux normal to a 

boundary as 

  q
T

T

LPLT onTvCTq  n,      (3.32) 

Equation (3.32) can also be employed as heat flux value at the heat outflow BC in 

the production wellbore boundary using the expression for the convective heat transfer as 

nv  LTq  . 

 

3.5.2 The solution to the boundary value problem 

 

The boundary value problem presented in sections 3.3 and 3.4 can be simplified as a 2-D 

system as shown in Figure 3.2. For example, equations (3.10) and (3.31) can be written as 

     inJuBuX 0        (3.33) 

     onKuDuY 0        (3.34) 
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Figure 3.2: 2-D problem domain and boundary  

where X and Y are the derivatives of differential operators, and B and D are appropriate 

differential operators. The parameters J and K are known functions independent of the field 

variable u, and are the correct solution of the boundary value problem. The set of differential 

equation (3.10) has to be zero at each point of the domain  ; it can follow that  

       02211  


duXuXduXT       (3.35) 

where 

 T
 ,, 21           (3.36) 

is the set of arbitrary functions that is equal in number to the number of unknown equations 

involved; it can be asserted that if equation (3.35) is satisfied for all   then the differential 

equation (3.10) must be satisfied at all points of the domain. In the case of the boundary 

condition, if they are to be simultaneously satisfied with the domain, then it is necessary that 

       0ˆˆˆ
2211  



duYuYduYT        (3.37) 

for any set of arbitrary function ̂ . By considering the integral statement 

    0ˆ  


duYduX TT         (3.38) 
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equation (3.38) is satisfied for all   and ̂ , and is equivalent to the satisfaction of the 

differential equation (3.10) or (3.35) and its boundary conditions (i.e. equation (3.31) or 

(3.37)). If equations (3.35) and (3.37) are satisfied, then equation (3.38) is true. An 

approximate solution is required in the class of functions û, explicitly 

NaaNuu i

j

i
i  ˆ          (3.39) 

where N  is the shape function matrix, and a  is nodal field vector.  

 

3.5.3 The weighted residual method  

 

The solution to equation (3.39) is obtained by introducing a set of trial or shape functions 

iN   concerning the coordinates, and ia  are the unknown values defined at points (nodes) in 

the domain   and the boundary  . If equation (3.39) is substituted into (3.33) and (3.34), 

an error or residual remains in the solution, that is  

  )ˆ(ˆ uYuXRRR           (3.40) 

Thus, to minimise the error or residual over the whole domain and the boundary, a 

zero value is required for a suitable number of integrals of the error over Ω and Γ, weighted 

by weighting functions w and ŵ , which is called the weighted residual method (WRM), 

namely 

0)ˆ(ˆ)ˆ(  


duYwduXw TT        (3.41) 

Statement (3.41) is an approximation to the integral expression defined in equation 

(3.38) and results in a set of equations for the unknowns ia , which can be written as  

fKa            (3.42) 

where 





m

e

e
ii

m

e

e
ijij ffKK

11

        (3.43) 

where m  is the total number of element adopted.  
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3.5.4 The weak formulation of the solution 

 

By applying the WRM, that is, equation (3.41), to mass conservation equations (3.10) and 

its Neumann boundary condition equation (3.31) yields 

 
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   (3.44) 

The choice of weighting functions is limited such that 

Ponw  0          (3.45) 

q
Ponww ˆ          (3.46) 

Applying the Green’s theorem to the terms of the divergence operator of equation 

(3.44) and incorporating equations (3.45) and (3.46) into it, gives 
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 (3.47) 

Similarly, the procedures applied arriving at equation (3.47) for the fluid flow are 

employed in the energy equations (3.25) and (3.32), which yields 

   

0

,




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T
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   (3.48) 

Equations (3.47) and (3.48) are the weak formulation (weak form) of the governing 

equations presented in sections 3.3 and 3.4.  
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3.5.6 The Galerkin FEM discretisation 

 

The FE approximation is now applied to equations (3.47) and (3.48). The pressures and 

temperatures are expressed regarding their values P and T at a finite number of points in 

space as shown in equation (3.39). The procedure involves discretisation of the continuum 

into elements and the expression of P and T within an element regarding their values at a 

finite number of points within the domain or on the boundary of that element. Therefore, to 

ensure continuity of pressures and temperatures between the elements, it is necessary to 

place a sufficient number of nodes on the element boundary to satisfy the shape functions 

being used for the elements. The state variables are expressed regarding the nodal values 

and shape functions as  

PNP
ˆP           (3.49) 

TNT
ˆT           (3.50) 

where P̂  and T̂ are the scalars of the nodal values of the pressures and temperature, PN  

and TN  are shape functions. For a coarse tetrahedral element of 3-D problem, they can be 

represented as 

  4,1},{  idiagonal PiPiPiPiPiP4P3P2P1P NNNNN,NNNNN    (3.51) 

  4,1},{  idiagonal TiTiTiTiTiT4T3T2T1T NNNNN,NNNNN    (3.52) 

By introducing approximations (3.49) and (3.50) into equations (3.47) and (3.48); 

then applying the Galerkin FEM, and swapping the weighting functions w  and ŵ  with the 

equivalent shape functions PN  and TN , gives 
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   (3.53) 
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Further discretising equations (3.53) and (3.54) gives 




dS P
T
PP NNK          (3.55) 

  

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        (3.56) 
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

dc T
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TT NNK           (3.58) 

    


 dvc LL T
T
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T
TT NNNNM   ,      (3.59) 
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dqdQ TE
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T
T

T
T

T NNf         (3.60) 

where 
PK  is the storativity matrix; 

PM  is the permeability matrix; Pf  is the load matrix 

for the fluid flow process; 
TK  is the capacity matrix; 

TM  is the conductivity matrix, and 

Tf  is the load matrix for the heat transport.  

 

Similarly, applying the FEM solution procedure obtained in equations (3.55) and 

(3.60) to the fracture equations in (3.16) and (3.27) yields the following discretisation 
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 (3.63) 

 


dc T
T
TT,f NNK          

 (3.64) 

    


 dcv LfL T
T
TT

T
TfT, NNNNM   ,      (3.65) 
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dqdQdQ TEmEf
q

T

T
T

T
T

T
T

fT, NNNf ,,
      (3.66) 

The FE formulations of the solution for the discretisation in space can be written in 

a matrix form, for the fluid flow process 

pM
P

M
P fPKPM  ˆˆ         

 (3.67) 

fp,f
fP,

f
fP, fPKPM  ˆˆ         (3.68) 

and for the heat transport process 

TM
T

M
T fTKTM  ˆˆ         

 (3.69) 

fT,f
fT,

f
fT, fTKTM  ˆˆ         (3.70) 

Here, it is assumed that there is continuity in the temperature and pressure of the 

matrix block and the fractures ( fMfM PPTT  , ).  

 

3.5.7 Element choice 

 

In this research, isoparametric elements were employed due to their robustness in handling 

nonrectangular and curved-sided elements. This family of elements allows for the 

interpolation of an element within the coordinates using the same shape functions as for the 

variables. The mapping concepts permit the application of elements of a more arbitrary 

shape, such as nonrectangular and curved-sided types, than simple forms. Furthermore, the 

elements’ coordinates define the geometry via a standard linear relationship, while the shape 

functions define the field variables (i.e. vectors or scalars), which in turn are expressed 

regarding the element coordinates. Figure 3.3 presents the 3-D representation of 

isoparametric elements. In equations (3.49) and (3.50) different shape functions have been 

employed to represent the pressure and temperature. That is essential when the permeability 

matrix and often the compressibility matrix are set to zero in the case when the solution is 

approaching an undrained limit state.  
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Figure 3.3: General representation of 3-D isoparametric elements 

 

3.5.8 Temporal discretisation and convergence criteria 

 

In this thesis, the method used for the time discretisation is the finite difference (FD) scheme. 

Variation of field variables P and T and the load vector f within each time step are assumed 

to follow a linear relationship. 

Δtt
2

t
1

kk PNPNP           (3.71) 

Δtt
2

t
1

kk TNTNT           (3.72) 

Δtt
2

t
1

kk fNfNf           (3.73) 

where  11N , 2N , and   ttt k  , where   is the relaxation parameter. Thus, 

to generate an FD scheme the parameter ranges from 0 to 1. The value of  determines which 

of the FD schemes is employed. For example, the values of ,5.0,1   and 0  

corresponds to the backward difference method, central difference method, and forward 

difference method. In this research, the backward difference method is used in modelling 

the TH processes.  
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Substituting equations (3.71 to 3.76) into (3.67 to 3.70) yields the matrix solutions 

for the temporal discretisation as 

    Δtttt
PP

Δtt
PP

kkkk ηffη1PKη1
Δt

1
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Δt
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The convergence termination criterion applied for the nonlinear iterations in this 

research is the weighted Euclidean norm, which stops the iteration solutions when the 

relative tolerance exceeds the relative error computed, which is given as 

 
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












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NN
Error
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2

1 ,

,11
       (3.81) 

where FN  is the number of fields and jN  is the number of degrees of freedom in the field 

j . The double subscript denotes the degree of freedom index i  and j  component. jiE ,  is 

the estimated error in the scalar,  jjiji SUW ,max ,,  , jiU ,  is the current approximation to 

the solution scalar and jS  is a scale factor for which the program determines the scaling 

process. A solution procedure is presented in Appendix 1. 

 

3.6 Coupling strategy for the TH processes 

 

This section outlined the computational solution of the coupled TH processes. The chosen 

case consists of two processes: a thermo-hydraulic coupled problem with an FE formulation 

presented in section 3.5. Coupling between the fluid motion and heat transport is carried out 

through L ,  , LPC , , and L  parameters that appear in almost all of the following equations 

(3.10), (3.16), (3.25) and (3.27), in which parameters are coupled by the temperature field 

(T), since all the parameters are temperature-dependent as will be discussed later. Similarly, 
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the coupling between heat transport and fluid flow is achieved through Darcy’s velocity term 

(contribution of convective heat transfer), which appears in equations (3.25), (3.27) and 

(3.32) for both the matrix block and the fracture. The parameters are calculated and updated 

simultaneously during the numerical simulations. Figure 3.4 presents the diagrammatical 

representation of the coupling implementation.  

 

 

Figure 3.4: Fully coupled TH processes representation 

 

The temperature-dependent fluid parameters provide the coupling processes through 

fitting the polynomial trend proposed by Holzbecher, 1998. For the fluid density (kg/m3), it 

is given as 

      264 15.2981056.215.2981017.319.996   TTTL    (3.82) 

The temperature field (T) in equation (3.82) ranges from 20°C to 250°C. The 

expression adopted for the relationship between dynamic viscosity (Pa·s) and temperature 

is given as 

   133

8.247

5 1010414.2   TT         (3.83) 

In equation (3.83) the temperature field (T) ranges from 4°C to 250°C. For the 

thermal conductivity in 103 W/m/K, the following fitting polynomial is employed 
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in which 0T  is 273.15 K, and the temperature field (T) ranges from 0°C to 350°C. The 

specific heat capacity of fluid at temperatures from 100°C to 320°C can be approximated by 

  252
, 1034687.11012665.13774.3 TTTC LP

      (3.85) 

The unit of equation (3.85) is [cal/g/K]; to obtain the SI units [J/kg/K] it is multiplied 

by 4187.6. Specific heat capacity at a constant pressure below the temperature of 100°C 

seems to be constant with a value of 4200 J/kg/K approximately.  

 

3.7 Numerical implementation of the FE model 

 

Since the developed FE model is nonlinear both in space and time, then it is difficult to 

obtain an analytical solution to the problem. Therefore, the complete set of the coupled 

equations derived are implemented in MATLAB via a LiveLink simulation into COMSOL 

Multiphysics. The Multiphysics solver allows the use of PDE-based modelling environment 

to complete the FEM analysis. The PDE-based modelling provides user control of the solver 

(i.e., not a black box) to select the appropriate shape functions and other essential FE solution 

tools. 

 

Moreover, before implementing the FE solution, a Gmsh package was used for mesh 

generation due to its robustness in handling difficult meshes such as complex geological 

formations. Also, a code was developed in MATLAB to generate the element connectivity 

from the mesh created in Gmsh for the FEM analysis. A solution flowchart is provided in 

Appendix 1 for the entire modelling process implementation. 
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3.8 Summary 

 

In this chapter, the governing equations for modelling TH processes in naturally fractured 

HDR reservoirs were derived using the conservation laws for mass, energy and momentum. 

Based on the derived equations, an FE formulation was developed to accurately model the 

coupled transient behaviour of energy mining in deep geothermal reservoirs. Although the 

code was intended for modelling HDR systems, it can also be employed in simulating TH 

behaviour of other subsurface media resources.  

 

The present chapter serves as a major tool for obtaining the outcomes provided in 

the remaining chapters of this thesis. Thus, since the FE model developed is new, there is a 

need for standard verification and validation tests before solving practical engineering 

problems, such as HDR systems.  
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Chapter four – Code verification and validation studies 

 

4.1 Introduction 

 

The FE model developed in Chapter 3 is required to be verified and validated against well-

established analytical solutions and experimental measurement before proceeding with the 

investigation. The goal of the verification and validation studies is to establish the validity 

and reliability of the model in solving practical engineering problems. 

 

4.2 Overview of verification and validation processes 

 

Verification and validation (V&V) studies are the processes used to assess the reliability and 

accuracy of a computational model that makes engineering predictions (Thacker et al., 

2004). They are needed to reduce the time, cost and risk related to full-scale testing of 

materials, products and systems (Sargent, 1999). Thus, the primary processes for quantifying 

and establishing reliability in numerical models are the verification and validation test 

(Oberkampf et al., 2004). The terms “verification” and “validation” are of keen interest in 

this thesis; therefore, it is essential to ensure a basic understanding of their meanings 

(Cowles et al., 2012):  

 

 Verification is the method used for determining that a numerical model accurately 

represents the critical mathematical model and its solution (Jeremić et al., 2008), or 

it is the process of identifying and removing errors in a computational model by 

comparing its solutions to an established analytical or accurate benchmark solution 

(Thacker et al., 2006). 

 

 Validation is the process of setting up the degree to which a numerical model is a 

real representation of the actual world from the perspective of the proposed uses of 

the model (Oberkampf and Trucano, 2002). Alternatively, it is concerned with 

quantifying the accuracy of the numerical model by comparing computational results 

to experimental measurement (Thacker et al., 2006). 
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The technical committee on Model Credibility of the Society for Computer 

Simulation has developed a framework for evaluating the credibility of a computational 

model as shown in Figure 4.1 (Society for Computer Simulation, 1979). The inner triangle 

in Figure 4.1 represents the processes that relate the components to each other, and the dash-

line circle refers to the procedures that evaluate the credibility of the processes. 

 

 

Figure 4.1: A typical representation of model verification and validation process 

(Modified from: Society for Computer Simulation, 1979) 

 

The interrelationships of each of the basic components presented in Figure 4.1 are 

dealt with in the following set of definitions (Society for Computer Simulation, 1979):  

 

Reality represents the physical system being studied.  

 

Conceptual model comprises equations, natural laws or governing relationships 

required to describe the Reality.  
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Computer model represents the implementation of the Conceptual model in the 

form of a numerical solution that includes a discretisation process, running the 

solution algorithms, and testing the solution convergence criteria.  

 

Modelling comprises the selection of important features and related mathematical 

approximations required to represent the Reality in the Conceptual model.  

 

Code implementation represents the activities performed to implement the 

Conceptual model adequately by providing all the necessary information required to 

run the Computer model.   

 

Simulation results are the evaluation of a tested and certified Computer model to 

gain insight into the Reality. 

 

Qualification represents the assessment of the correctness of the Modelling process. 

 

Verification authentication that a Computer model represents a Conceptual model 

within specified limits of accuracy.  

 

Validation quantification of the accuracy of the model via comparisons of 

experimental measurements with Simulation results from the Computer model.  

 

4.3 Verification study on the FE model 

 

In this section, different analytical solutions were employed to verify the FE model 

developed in Chapter 3 by the fundamental principles laid out in section 4.2. The approach 

used in this thesis for the verification study is a simple technique, in which simple 1-D 

problems were solved, before 2-D problems. This method helps in understanding the 

outcomes of a simple model before engaging in a more complex problem.  
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4.3.1 Verification of one-dimensional numerical model against analytical solutions  

 

This subsection presents two 1-D problems to verify the capability of the FE model 

developed for the investigation of coupled transient heat and fluid transport processes in 

naturally fractured HDR geothermal systems. The first case presented here is the transport 

process in a porous medium without a fracture, and in the second case, heat transfer in a 

fully saturated fracture system is studied. In both cases a 1-D model of an existing analytical 

solution is utilised for the verification study. The reason for the selection of these two cases 

is to relate the models with a naturally fractured medium that couples both effects of porous 

matrix and fractures, respectively. 

 

4.3.1.1 Heat transport in porous medium 

 

In this example, a transient-coupled TH process of a 1-D transport in a porous medium is 

considered to verify the numerical code and demonstrate the accuracy and reliability of the 

proposed numerical approach with an existing analytical solution as shown in Appendix 2. 

 

For the numerical simulation, 100 m length 1-D geometry is selected, with mesh that 

consists of line elements. The material properties used in the investigation are shown in 

Table 4.1 (Xia et al., 2017). Similarly, Table 4.2 and Figure 4.2 present the initial and 

boundary conditions employed in the verification study.  

 

A comparison of numerical and analytical results concerning the temperature 

distribution along the domain of the medium after five years is shown in Figure 4.3. The 

comparison shows excellent agreement between numerical and analytical solutions with a 

slight mismatch observed in the region close to the fluid injection boundary. In the numerical 

solution, this boundary represents the injection point, and for the finite element grid, the 

mesh was refined to get an accurate solution because of the Dirichlet BC applied. As the 

result of that, as the distance from the injection boundary increases, the agreement between 

numerical and analytical solutions becomes excellent. 
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Table 4.1: Material properties used in the test case one (Xia et al., 2017)  

Parameter Value Units 

Fluid density 1000 kg/m3 

Solid density 2500 kg/m3 

Fluid heat capacity 4186 J/kg/K 

Solid heat capacity 920 J/kg/K 

Fluid thermal conductivity 0.6 W/m/K 

Solid thermal conductivity 1.5 W/m/K 

Fluid viscosity 1.2e-4 Pa·s 

Porosity 0.2 1 

Permeability 1e-15 m2 

 

 

Table 4.2: Initial and boundary conditions employed in test case one (Xia et al., 2017)  

Physic Condition Reference Condition 

Hydraulic  Initial  Entire domain  10 MPa 

  Boundary  Left side (inlet) 10.5 MPa 

  Boundary  Right side (outlet) 10 MPa 

Thermal  Initial  Entire domain  200°C 

  Boundary Left side (inlet) 150°C 

  Boundary Right side (outlet) 200°C 

 

 

 

Figure 4.2: Geometry of the 1-D porous medium 
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Figure 4.3: Temperature distribution along the medium after five years 

 

4.3.1.2 Heat transfer in a fracture 

 

In this study, heat transport by diffusion and advection within a 1-D fracture is presented. 

The fracture is assumed to be homogeneous and isotropic and that no heat transfer occurs 

between the surrounding medium and the fracture. The fluid transport across any fixed plane 

may be quantitatively represented as the product of the temperature gradient and a diffusion 

coefficient, due precisely to microscopic velocity variations in the flow medium. Thus, the 

average velocity is taken to be constant throughout the length of the flow field because of 

the assumption that the flow in the medium is unidirectional. (Ogata and Banks, 1961) 

developed an analytical solution capable of modelling 1-D transport processes driven by 

advection and diffusion, which is presented in Appendix 3. 

 

The numerical model is precisely set up for comparison against Ogata and Banks’ 

analytical solution. An inlet mass source of 3e-7 m3/s is used in the simulation; this ensures 

a sufficient flow via the assumed rigid fracture that manifest a thermal breakthrough curve 

at the production point occurred. Other parameter values and the initial and boundary 

conditions employed in the simulation are listed in Tables 4.3 and 4.4. The time 

discretisation is also graduated, with a tiny time step of 1.54 days, which is very tiny in 

comparison to the maximum simulation time. The lower bound time limit is 2314 days, and 

an upper bound limit of 5787 days is used in the investigation.  
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Table 4.3: Material properties used in the test case two (Barth et al., 2010) 

Parameter Value Units 

Fluid density 1000 kg/m3 

Fracture density 2850 kg/m3 

Fluid heat capacity 4000 J/kg/K 

Fracture heat capacity 600 J/kg/K 

Fluid thermal conductivity 0.6 W/m/K 

Fracture thermal conductivity 5.0 W/m/K 

Fluid viscosity 1e-3 Pa·s 

Porosity 1 1 

Permeability 1e-11 m2 

 

A comparison of the temperature breakthrough curve at the right edge point of the 

fracture predicted by the numerical solution and Ogata and Banks’ solution is shown in 

Figure 4.4. After 5787 days, the difference in the prediction is less than 2% of the 

temperature breakthrough curve. The discrepancy can be attributed to the approximation of 

heat conduction and convection within the medium used by Ogata and Banks’ model as a 

one-way coupled process, whereas the numerical model considers the effect of thermal 

convection in the fracture in addition to the conduction. The agreement is excellent even 

when the time is between 4200 and 4700 days; some differences become evident despite it 

being an artefact of the time integration of the FEM model. Thus, the result shows that the 

discretisation in space and time is sufficient for a thermo-hydraulic solution of a 1-D fracture 

flow for both the models with good agreement. 

 

Table 4.4: Initial and boundary conditions employed in test case two (Barth et al., 2010) 

Physic Condition Reference Condition 

Hydraulic  Initial  Entire domain  100 kPa 

  Boundary  Left side (inlet) 3e-7 m/s 

  Boundary  Right side (outlet) 100 kPa 

Thermal  Initial  Entire domain  0°C 

  Boundary Left side (inlet) 1°C 
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Figure 4.4: Dimensionless temperature at the right edge point of the fracture 

 

4.3.1.3 Summary of findings on 1-D verification studies 

 

In subsections 4.3.1.1 and 4.3.1.2, two verification studies are presented between numerical 

and existing analytical solutions with excellent agreement. To this end, it is worth noting 

that the comparison is satisfactory within the limitations of the numerical accuracy by which 

errors are brought in by finite time step size, FE discretisation and new artefacts of finite 

precision computation. The verification examination conducted instils confidence in the 

predictions presented in the subsequent subsection of this thesis, which represents 2-D 

prototype behaviour of naturally fractured porous media. 

 

 

4.3.2 Verification of two-dimensional numerical model against analytical solutions  

 

In subsection 4.3.1, a 1-D problem associated with a porous medium was successfully 

verified using the FE model developed with well-established analytical solutions, and the 

results obtained instilled more confidence in the numerical simulator. As a result, this 

subsection will further verify the current model into a 2-D domain, to build more confidence 

in the FE model tool developed for solving practical engineering problems relevant to the 

subsurface application.  
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In this study, two cases of 2-D problems applicable to fractured porous media are 

verified. The first case deals with a stationary 2-D fractured porous medium with a single 

discrete fracture. The second test example deals with coupled transient fluid and heat 

transport processes in an open fracture within a rock matrix block.   

 

4.3.2.1 Fracture response to fluid injection on a 2-D fractured porous medium 

 

In this verification test, a 2-D fractured porous medium is analysed to verify the solution 

capabilities described in Chapter 3. The test conducted is the disturbance triggered by the 

presence of fracture in porous media with a uniform flow. The analytical solution chosen for 

this study is the potential flow solution derived by Strack (1982), to examine the influence 

of fluid injection on fractures using the potential flow. The Strack’s analytical solution was 

applied to compare the developed FE model results. Figure 4.5 shows the 2-D model of the 

problem with a 1-D fracture; where the fluid is injected and extracted on the left Pin and right 

Pout sides of the model, respectively (Holtz, 2012). On the other hand, the top and bottom 

represent no-flow boundaries 0=P n . The fracture is 2 m in length with an orientation 

angle of 45°, and the flow is assumed to be laminar along its surface. Table 4.5 presents 

other parameters employed in the numerical model of the porous media (Holtz, 2012).  

 

The results obtained in this study are grouped into two. The first set of results is the 

pressure distribution within the domain of the problem and its flow pattern. Figure 4.6 

presents the pressure distribution for the analytical solutions (left) and FE model numerical 

simulation results (right). As seen, the results of the FE model match very well with the 

analytical solution regarding fracture disturbance. The second set of results verified in this 

study is the pressure profile along a diagonal from the bottom-left passing through the 

fracture to the top-right of the domain. Figure 4.7 presents the results of both the analytical 

solution and the current FE model. As can be seen, the results for both solutions agree very 

well with each other. Thus, the capability of the newly developed FE model is verified using 

a related problem applicable to porous medium modelling. 



65 
 

 

Figure 4.5: 2-D fractured porous media 

  

Table 4.5: Model parameters adopted in model verification (Holtz, 2012) 

Parameters Symbol  Value Unit 

Porosity   1  % 

Hydraulic conductivity K  1 e-5  m/s 

Fracture hydraulic conductivity 
fK  1 e-3  m/s 

Specific storage S 1 e-4  m/s 

Injection pressure 
inP  4.965 e+5  Pa 

Extraction pressure 
outP  -4.965 e+5  Pa 

Density  1,000  kg/m3 

Viscosity  0.001  Pa.s 
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Figure 4.6: Analytical solution (left) and FE model solution (right) 

 

Figure 4.7: Pressure profile along a diagonal from the bottom-left passing via the fracture 

to the top-right 

4.3.2.2 Coupled fluid and heat transport in fractured porous media 

 

In this test case, the verification of the numerical model against the analytical model is based 

on heat diffusion and advection through a rock matrix orthogonal to a single fracture as 

shown in Figure 4.8. Coupling of the advective and diffusive heat transports in the fracture, 

as well as the rock matrix block, are also presented in the analytical solution. The rock matrix 

block elements are interconnected with the fracture elements orthogonally, which implies 

that the nodes in the matrix are not influenced by their right or left boundaries. The analytical 

solution referred to as Lauwerier’s Solution is employed in this investigation, and its solution 

P
re

ss
u

re
 [

P
a

]



67 
 

is compared with numerical results concerning the temperature breakthrough curves at 

specific positions within the rock matrix block. The analytical solution is derived based on 

the assumption that heat is transferred only by advection in the fracture, whereas in the rock 

matrix block the heat transfer takes place by diffusion along the z-axis only (Holtz, 2012). 

 

Table 4.6: Model parameters used for the analytical verification (Holtz, 2012) 

Parameter Value  Symbol 

Spatial discretisation    

Fracture length (m) 50  L 

Fracture width (m) 2e -3  b 

Matrix width (m) 63.25  W  

Increment size x-axis 2  dx  

Increment size z-axis 0.1265  dz  

Material properties    

Matrix porosity (%) 1.0    

Matrix permeability (m2) 1e -15    

Thermal conductivity (W/m/K) 3.0  
s  

Solid heat capacity (J/kg/K) 1000  
SC ,  

Fluid heat capacity (J/kg/K) 4000  
LC ,  

Solid density (kg/m3) 2600  
s  

Fluid density (kg/m3) 1000  
L  

Initial conditions    

Pressure (Pa) 1e +5  inP _  

Temperature (°C) 0  inT _  

Boundary conditions    

Injection temperature (°C) 1.0  injT _  

Inlet velocity (m/s) 1e -3  v  

Production pressure (Pa) 1e +5  proP _  
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Table 4.6 shows the model and material parameters employed in the study (Holtz, 

2012). Figure 4.9 presents the schematic description of the model and the boundary 

conditions employed, but due to symmetry, only the domain above the x-axis is considered 

in the numerical investigations. Figure 4.10 presents the locations of specific points chosen 

to observe the temperature breakthrough curves to assess the numerical simulation in 

comparison with the analytical solutions.  

 

 

Figure 4.8: Geometry of the fracture-matrix heat transport (adopted from Holtz, 2012) 

 

 

Figure 4.9: Grid alignment and boundary conditions for the numerical model 
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Figure 4.10: Observation points positions (i.e., 6, 10, and 12) for temperature history 

curves 

 

 

Figure 4.11: Temperature history curves at specific points on the rock matrix block for 

both the analytical and numerical models 

 

Figure 4.11 presents the numerical simulation results, compared to the analytical 

solution at the different points on the rock matrix block. The temperature breakthrough 

curves and the time are both considered as dimensionless parameters. At the observed points, 

it can be seen that there are slight differences concerning the numerical results and the 
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analytical solutions, but after some time, both solutions fit very well. The reason for the 

slight deviation between the analytical solution and the numerical results is because, at the 

early simulation period, the breakthrough temperature of the numerical model points far 

from the fractures are not affected by the fluxes at the fracture’s edge due to different 

modelling assumptions of fracture flow. The analytical model assumed the fracture to be an 

equivalent porous medium whereas the numerical model used the cubic law of parallel 

plates. However, after a more extended period of simulation (600, 800 and 1000), both 

results fit very well. 

 

Another possible reason for the primary difference may be due to the inclusion of a 

viscosity parameter in the numerical simulations, which is not present in the analytical 

solution. In summary, it is concluded that both the numerical simulation and analytical 

solution are in good agreement. 

 

4.4 Validation of the FE model 

 

This section aims to validate the FE model developed using existing field experiments of 

real geothermal application to determine the accuracy and reliability of the numerical 

simulator. The techniques mentioned in section 4.2 were employed in this investigation for 

proper adherence to the standards. Here, two field cases are studied, and the first case 

concerns the field experiments conducted at the Soultz geothermal system in France. In the 

second case, a 75-day circulation test performed at the Fenton Hill HDR geothermal 

reservoir site in the US was chosen for the validations.  

 

4.4.1 Validation of temperature profile at Soultz well 

 

In this study, a validation study is conducted on the Soultz geothermal system. The reason 

for choosing the system for the validation exercise is due precisely to the critical lessons 

learned from the field and its contributions to the development of several geothermal fields 

worldwide. The current operational reservoir in the Soultz is located in the lower granite of 

the deep graben formation (Sanjuan et al., 2010). Figure 4.12 presents the reservoirs and the 

wellbores details of the geothermal system. As can be seen, the lower reservoir is located 

within 4 km to 5.2 km of the system (Genter et al., 2010a). As the current operation is carried 
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out in the vicinity of the lower reservoir, therefore, it is vital to validate the temperature 

profile of the reservoir with the FE model developed, in order to justify the reliability and 

accuracy of the numerical simulator.   

 

 

Figure 4.12: The Soultz site showing the location of the upper and lower reservoirs, and 

the wellbores (Genter et al., 2010a). 

 

A steady-state simulation is conducted on the Soultz lower geothermal reservoir to 

validate the proposed model in predicting the temperature profile variation with depth. The 

measured temperature profile at Soultz wellbores is reported in the works of literature 

(Genter et al., 1997; Spichak et al., 2015). The simulated temperature profile predicted for 

the lower reservoir is between the depths of 3.5 km to 5.4 km instead of its actual locations 

of 4 km to 5.2 km; this is because the exact dimension may not produce a smooth transition 

of the temperature profile for the upper and lower reservoirs.  

 



72 
 

Table 4.7 shows the various geological formations present at the reservoir with their 

specific depths and densities. Also, Table 4.8 presents the petrophysical properties of the 

reservoir's components. Thus, the data provided in Tables 4.7 and 4.8 was employed in the 

validation studies of the FE model against the experimental measurement of the Soultz 

borehole. In this study, boundary conditions were applied from the ground surface of the 

reservoir (i.e., not at the injection wellbore). For the hydraulic case, the boundary condition 

was assumed to be hydrostatic (i.e., gzP  ), and in the case of the thermal boundary 

condition, a value of 12°C was assumed for the surface temperature. 

 

Table 4.7: Geological properties and densities of the Soultz reservoir system (Guillou-

Frottier et al., 2013; Magnenet et al., 2014) 

Formation Depth (km) Density (kg/m3) 

Tertiary 0 - 0.75  2350 

Jurassic 0 - 0.75  2550 

Keuper 0.75 - 0.85  2700 

Muschelkalk 0.85 - 1.0 2700 

Bunstsandstein 1.0 - 1.4 2500 

Basement 1.4 - 5.5  2600 

 

Table 4.8: The petro-physical properties of main lithological formations (Guillou-Frottier 

et al., 2013; Magnenet et al., 2014) 

Depth  

(km) 

Permeability 

(m2) 

Porosity  

(%) 

Thermal  

Conductivity (W/m/K) 

0 - 0.8 10-17 15 1.4 

0.8 - 1.0 10-16 15 2.1 

1.0 - 1.4 5×10-15 - 10-14 15 2.5 

1.4 - 3.7 3×10-15 9 3.0 

3.7 - 5.0 10-18 1 3.0 

Faults 10-17 - 3×10-14 15 2.5 

 

The simulation results are compared to the measured data obtained at well GPK2 for 

the Soultz geothermal system. Figure 4.13 shows the experimental measurement and 
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simulated temperature profiles. As seen, the simulation profile shows a typical trend pattern 

with increasing magnitude with depth as the measured profile; nevertheless, slight 

disparities are observed at some points. However, the current FE model overall agrees 

reasonably with the experimental measurements.  

 

 

Figure 4.13: Temperature profile at GPK2 wellbore (Measured vs Simulated) 

 

Table 4.9: Percentage difference between measured and simulated temperature profiles at 

wellbore GPK2 

Vertical 

depth (m) 

 

Measured 

temperature (°C) 

Simulated 

temperature (°C) 

Percentage 

difference (%) 

-3570 149 147 1.35 

-3730 159 154 3.19 

-4030 168 165 1.80 

-4400 179 179 0.00 

-4760 191 193 1.04 

-5140 202 207 2.44 

 

Table 4.9 shows the percentage difference between the simulated and measured 

temperature profiles at wellbore GPK2. As can be seen, from the depths observed, the 

maximum deviation is 3.19%, and the minimum difference is 0%. These differences in the 

Temperature [ oC]
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temperature profiles could be attributed to the following reasons: (1) Both heat and fluid 

flow are modelled at a steady state; therefore, energy loss due to the acceleration of fluid is 

not accounted for. (2) Non-uniform fluid properties and geological formations having 

different thermal properties may influence the deviations between the results. (3) Other 

possible effects such as chemical and mechanical interactions presented during the 

measurements are not captured in the simulations. It is also worth noting that only measured 

values of the porosity, density, and permeability from the sample cores obtained are 

employed as inputs to this model. Thus, the uncertainties involved in getting the actual 

material measurements concerning the real-life dimensions of the overall porous media are 

also an apparent reason for the mismatch.   

 

4.4.2 Validation of Fenton Hill HDR field experiment  

 

This validation study has considered the first experimental HDR geothermal reservoir in the 

US, at Fenton Hill, Phase I. The reservoir was first evaluated with 75 days of closed-loop 

operation to test its performance, which was carried out from January 28 to April 13, 1978 

(Murphy et al., 1981). The HDR system model has injection and production wellbores 

located at a depth of 2750 m and 2630 m, respectively, below the ground level. Both 

wellbores are connected to a single planar fracture as shown in Figure 4.14 (Murphy et al., 

1981). The fracture has a diameter of 120 m with an injection wellbore located 25 m from 

its bottom, and the production wellbore, at the other end, is connected to the planar fracture 

15 m from its top (Bahrami et al., 2015).   

  

 Table 4.10 shows some of the properties of the HDR system (Elsworth et al., 2016). 

The fluid properties are assumed to vary throughout the operations. Besides, during the 75-

day experimental testing of the reservoir, the injection pressure ranged from 8.8 to 5.9 MPa, 

whereas the production pressure was maintained at approximately 1.1 MPa to avoid flushing 

(Murphy, 1979). The area’s geothermal gradient is 100°C/km until about a depth of 2300 m 

when it decreases to 55°C. As a result, the rock temperature measured 185°C at a depth of 

2750 m (Elsworth et al., 2016). In the case of the injection temperature, it was assumed to 

be constant at 25°C at the surface (Murphy, 1979). However, at a depth of 2750 m it is 

elevated, due to heat exchange with the well driven into the hot rock (Elsworth et al., 2016). 
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Figure 4.14: Simplified reservoir geometry of Fenton Hill, HDR system, Phase I (Murphy 

et al., 1981) 

   

Table 4.10: Rock properties for Fenton Hill, HDR system (Elsworth et al., 2016) 

Parameters Symbol  Value Unit 

Thermal conductivity  2.9  W/m/K 

Heat capacity 
SPC ,  990  J/kg/K 

Diffusivity  D  1e-6  m2/s 

Injection rate rateInj _  7.5  kg/s 

Geothermal gradient   55  °C 

Fracture radius  
fr  60  m 

Density S  2700 kg/m3 

Elastic modulus E 25  GPa 

 

The availability of the primary reservoir data of the Fenton Hill experiment makes it 

possible to compare the current FE model prediction capability and results from a 75-day 
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circulation test conducted at the field. Figure 4.15 presents the temperature variation at the 

production wellbore with time for the experimental measurement and numerical simulation 

results. As can be seen, the correspondence is positive given the sensitivity of the physical 

parameters employed in the comparison and the time limit of the test duration. The FE model 

over-predicted the production temperature of the experimental results in the first 14 days 

and under-predicted the outcome from 16 days until the last simulation time (i.e. 75 days). 

The reason for the over-prediction can be attributed to the assumption of constant fracture 

aperture, which is not likely to be the case in field operation because as the fluid is injected 

under high pressure, the fracture aperture propagates and opens up. Nonetheless, the FE 

solution for the breakthrough temperature has a very similar trend, with the experimental 

measurement with slight disparities due to the experimental conditions.  

 

 

Figure 4.15: Production temperature of measured vs simulated at well GT-2B 

 

A reasonably good agreement between the FE model and the measured temperature 

drawdown suggests that the heat transfer area was accurately simulated, despite the fact that 

the induced thermal stresses and aperture changes concerning the effective stress were not 

captured in the current model. However, it is important to note that the current FE model is 

limited to two physics (i.e. thermo-hydraulic) only and therefore other effects of mechanical 

and chemical features are ignored in the modelling. Thus, this reason may also affect the 

outcome of the numerical simulation results. 
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Furthermore, the geometrical representation of the HDR system perceived from the 

experiment cannot be considered unique because the actual fracture system need not be 

circular or elliptical and, in fact, multiple fractures may be possible in the system (Tester, 

1979). Also, downhole measurements are challenging to perform, and they are highly 

localised, restricted to either the wellbore itself or a small radius of examination around the 

wellbore. Exact physical reservoir representations are challenging to achieve, and this could 

lead to the idealisation of the problem as a single circular fracture as in this case (Murphy, 

1979). 

 

4.5 Summary 

   

This chapter presents a simple but meaningful verification and validation studies to establish 

the practicability and accuracy of the FE model developed in Chapter 3. Several cases were 

presented, first the more straightforward, and then the more complex practical problems 

applicable to HDR systems. The results obtained from the studies were encouraging and had 

built the expected confidence required to resolve real-life deep geothermal problems. 

Therefore, the chapter serves as a solid foundation for the remaining chapters of this thesis.   
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Chapter five – Numerical modelling of field case study for the Soultz geothermal 

reservoir 

 

5.1 Introduction 

 

This chapter aims to investigate the impact of thermo-hydraulic coupled processes on the 

Soultz geothermal system. The geothermal site has provided in-depth knowledge for several 

projects around the globe because of the achievement of energy production within a short 

period using novel techniques. A numerical model of the lower reservoir of the Soultz site 

is developed based on the available field data. Issues associated with meshing arising from 

different dimensional properties existing in the formation because of the reservoir’s 

heterogeneity are addressed. A long-term simulation of 60 years is implemented in the model 

to determine the prediction performance of the numerical model and the system production 

behaviour during long-term operation. After testing the prediction capability of the solver, 

sensitivity analyses were performed using factorial design to evaluate which of the 

parameters affect the reservoir performance during exploitation.   

 

5.2 Overview of the Soultz geothermal reservoir 

 

Several experimental studies were conducted in European countries, including the United 

Kingdom, Germany and France, to develop a geothermal power plant after the successful 

implementation of the Fenton Hill geothermal project in the United States. Nevertheless, the 

high cost of large-scale experiments has led to the European countries reaching an agreement 

to pool both workforce and financial resources into a single project to develop a commercial 

plant within Europe (Charléty et al., 2007). The three most famous projects in the Europe 

then were the Rosemanowes (UK), Soultz (France), and Bad Urach (Germany). After 

rigorous assessments and coordinations by the European Commission for the selection of 

the most suitable site from the three, a decision was reached to locate the project at Soultz 

(Genter et al., 2009). The site was precisely chosen due to the high thermal gradient released 

at an existing oil field within the vicinity.  

 

The European Commission with the help of other relevant energy institutions within 

Europe (France, Germany and the United Kingdom) initially funded the project (Charléty et 
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al., 2007; Genter et al., 2009; Held et al., 2014). The Soultz project was developed in three 

major stages: the preliminary stage (1984–1987), the drilling and exploration stage (1987–

2007), and the power plant construction stage (2007–2008) (Genter et al., 2010b).  

 

5.2.1 Physical and petrophysical settings of the reservoir 

 

The Soultz geothermal site is located in north-eastern France, within the vicinity of the 

Upper Rhine Graben with an extensional tectonic regime (Dezayes et al., 2004). Figure 5.1 

presents the site terrain and its geological characteristics. Figure 5.2 shows the vertical 

profile of the geological formation from the surface to about 5.4 km deep approximately 

(Ch. Dezayes et al., 2005). In addition, Figure 5.2 presents the wellbores drilled and their 

respective penetration depths.  

 

 

Figure 5.1: “The Soultz location and geology of the terrain; (1) Cenozoic sediments, (2) 

Cenozoic volcanism, (3) Jurassic, (4) Trias, (5) Hercynian basement, (6) Border faults, (7) 

Temperature distribution in °C at 1500m depth, and (8) Local thermal anomalies. 

Simplified cross-section through the Soultz site: (a) Cenozoic filling sediments (b) 

Mesozoic sediments (c) Granite basement” (Dezayes et al., 2004) 
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Figure 5.2: 2-D geological profile of the Soultz geothermal formation (Dezayes et al., 

2004) 

 

Figure 5.3: Temperature profile and geothermal gradient of GPK2 (Vidal et al., 2015) 
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 Figure 5.3 presents the thermal regime of the Soultz formation, which is 

characterised by a series of geothermal gradient anomalies that changes from convection to 

conduction states, respectively. The uppermost part of the formation attributed a thermal 

gradient of approximately 100°C/km, which occurs as a result of the hydrothermal 

convective cells circulating inside a nearly vertical fracture network and large-scale faults 

cross-cutting the sedimentary cover (Vidal et al., 2015). In the intermediary section, the 

geothermal gradient was 5°C/km due to the dominance of the advective heat transport within 

the section, while the lower part of the formation had a thermal gradient of 30°C/km (Genter 

et al., 2010c).  

 

5.3 Numerical modelling of the lower reservoir 

 

This section aims to develop a numerical model of the lower reservoir, which happens to be 

at the second stage of the project as mentioned in section 5.2. Figure 5.4 shows the schematic 

representation of the Soultz geothermal system (Genter et al., 2010a). As seen, the wellbores 

were drilled from the same platform on the surface, with a lateral distance of 6 m between 

each wellbore. The lateral distance between the wellbore keeps increasing with depth 

because of the projection drilling. As a result, the distance between the two production 

wellbores and the injection wellbore reaches up to approximately 600 m at the lower 

reservoir (C Dezayes et al., 2005). Furthermore, the wellbores were fully cased from the 

surface down to the level of the lower reservoir (4.5 km); from that level onwards, the 

wellbores remain in an uncased (i.e. open hole) section of about 500 m length, which is same 

as the assumed reservoir size. The measured diameter of the wellbores was 215.9 mm 

approximately for each of the three (Genter et al., 2010d). Concerning fractures, they were 

of three categories within the lower reservoir, which ranges from active to non-active 

(Dezayes et al., 2010; Sausse et al., 2010), but in this study, only one active fracture is 

considered. 

  

Figure 5.4 presents a typical representation of the geothermal system, showing the 

different structures existing in the media. However, Figure 5.4 does not represent the real-

life representation of this system; it just provides a simple demonstration of how to perceive 

the physical meaning of the system. It is also explicit from the sketch that only a single 

fracture system is represented as a plane surface, and this representation may likely affect 
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the outcome of the results obtained from simulation by either overpredicting or 

underpredicting. 

 

5.3.1 Geometrical and physical properties of the reservoir 

 

A conceptual model of the lower reservoir has been developed to simplify the computations, 

as shown in Figure 5.5. It is essential to understand the changes of the features associated 

with reservoir parameters such as temperature and pressure as a result of extraction 

processes, not only within the fracture but also between the rock matrix and the fracture, 

concurrently.  

 

 

Figure 5.4: Schematic representation of the Soutlz geothermal system 
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Figure 5.5: Lower reservoir geometry (km) 

 

In this study, the fracture is located at a depth of 4770 m, with coordinates 150–1800 

m in x-direction, 250 m in y-direction, 4500–5100 m in z-direction, and an inclination angle 

of 60°. The injection wellbore GPK3, in the lower reservoir, is at coordinates 1000 m in x-

axis, 250 m in y-axis, 4500–5100 m in z-axis. The coordinates of the first and second 

production wellbores GPK2 and GPK4 were 1500 m in x-direction, 250 m in y-direction, 

4500–5100 m in z-direction, and 500 m in x-axis, 250 m in y-axis, 4500–5100 m in z-axis, 

with inclination angles of 10° and -10°, respectively.  

 

For the petrophysical rock properties such as thermal conductivity, density, porosity, 

permeability and heat capacity were taken from literature and previous hypotheses (Guillou-

Frottier et al., 2013; Magnenet et al., 2014), and are provided in Table 5.1. 
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Table 5.1: Physical properties attributed to lower reservoir (less permeable granitic 

basement) (Guillou-Frottier et al., 2013; Magnenet et al., 2014) 

Parameter Value  Symbol 

Matrix    

Porosity (%) 1.0    

Permeability (m2) 1e-20    

Thermal conductivity (W/m/K) 3.0  
s  

Heat capacity (J/kg/K) 850  
SC ,  

Density (kg/m3) 2600  
s  

Fracture    

Porosity (%) 0.1  
f  

Permeability (m2) 1e-16  f  

Thermal conductivity (W/m/K) 2.5  
f  

Heat capacity (J/kg/K) 750  
fC ,  

Density (kg/m3) 2000  
f  

 

 

5.3.2 Initial and boundary conditions 

 

Section 5.2 provided the geothermal gradient of the system; however, to achieve the required 

bottom-hole temperature of 200°C at the lower reservoir, a gradient of 38°C/km was adopted 

for the investigations. The initial temperature is given as 

 zkmCCzT  3812)(0        (5.1) 

where )(0 zT  is the initial temperature of the reservoir, C12  is the assumed value of the 

surface temperature, kmC /38  is the geothermal gradient, and z  is depth in kilometres. 

The initial pressure is assumed to be hydrostatic throughout the reservoir.  

 

For the boundary conditions, an injection temperature of 30°C is employed for the 

thermal case, while for the hydraulic case, an injection pressure of 10 MPa is used. The 
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production pressures were assumed to be under pressure with -10 MPa for both wellbores. 

As for the remaining boundaries, they remain insulated throughout the simulations. 

 

5.3.3 Meshing and solutions 

 

A well-defined meshing techique is required to obtain a reliable FE solution. In particular, 

in deep reservoir modelling, several structures are considered with highly varying scales. 

For example, in the interaction between reservoir wellbores and rock matrix, the former is 

in millimetres, whereas the latter is in thousand metres or kilometres. Thus, meshing 

structures of this kind necessitate a special approach. In this study, isoparametric elements 

are chosen for meshing the various reservoir components. A four-node tetrahedral element 

is adopted for the discretisation of the matrix, a three-node triangular element for the 

fractures, and a two-node line element for the wellbores. Extremely fine, extra-fine and finer 

grids are employed to scatter computation vicinity. The major complexity of this meshing 

approach lies in maintaining the internal geometric uniformity between wellbore, fracture 

and matrix elements.  

 

In Figure 5.6, finer meshes of moderate element size scatter the matrix domain and 

its boundaries far away from the fracture and the wellbores, whereas extra-fine grids were 

created within the fracture and the neighbouring matrix attached to it. For the wellbores, 

extremely fine grids are employed by regulating the element growth rate between the 

wellbores, fracture, and the rock matrix, as shown in Figure 5.6. Figure 5.6 also presents the 

element size distribution of the reservoir model. As can be seen in the figure, the minimum 

element size is 0.14 m, and the maximum size is 84.6 m. The distribution depends on a 

structural dimension; for example, the wellbore has the slender dimension and the elements 

within its region were smaller in size in comparison to the fracture and matrix elements. The 

mesh generated results in 966,213 tetrahedrons, 41,904 triangulars, 3272 edges and 58 

vertex elements. The mesh division approach improves the calculation precision and also 

eliminates the deviation rate induced by unsuitable selected boundary conditions. 

 

The simulation was run for 60 years, and because of the long simulation time and 

the stability provided by the constant temperature and pressure conditions, a backward 

difference formula (BDF) was employed in the numerical simulator. The scheme holds the 
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advantage of limiting time steps. In the present study, it took only 47 time steps to simulate 

the 60-year experimentation. The physical memory used for the simulation is 3750 MB, and 

the virtual memory is 3980 MB. 

 

 

Figure 5.6: Lower reservoir mesh element sizes and distributions (m) 

 

5.4 Results and discussions 

 

This study seeks to identify some response parameters that govern the behaviour of 

geothermal reservoirs subjected to different operational conditions, as well as to assess their 

long-term performance. The proposed methodology consists of using a 3-D model of the 

Soultz lower geothermal reservoir to demonstrate the result of interactions between several 

independent parameters in geothermal energy exploitations by employing a complete 

factorial experimental design. Collins et al., (2014), provide a detailed explanation of 

factorial experimental design as it is beyond the scope of this research work. 

 

For the human-controlled parameters, the injection pressure selection depends on the 

value of measured minimum principal stress to create hydraulic fractures. In this study, the 

choice of maximum and minimum injection pressure (10 MPa–25 MPa) is based on the 

Soultz and Fenton Hill projects, respectively. Similarly, for injection temperature, the values 

gathered for most reservoirs lie between 30°C and 60°C. Also, different value ranges are 

prescribed for the injection flow rate (10 l/s–70 l/s), and lateral well spacing (300 m–600 

m). 
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Table 5.2 presents the human-controlled parameters chosen for the studies, for each 

of the parameters the values ranges from minimum to maximum. As a result, two values 

were assigned to each individual parameter and all the possible combinations of other 

parameters in the same group were evaluated. The number of runs required for each group 

is 2�; this identifies the number of parameters (n), how many levels each parameter has (2), 

and how many experimental conditions there are in the design (2�). Each independent 

parameter is a factor in the design because there are four parameters and each parameter has 

two levels of factorial design in each group. Thus, these studies will have 2� = 16 different 

experimental conditions for each of the human-controlled parameters, as presented in Table 

5.3. 

 

Table 5.2: Range of values for the human-controlled parameters used in the reservoir 

model 

Parameter Minimum Value (-) Maximum Value (+) 

Injection rate (l/s) 10 70 

Lateral well spacing (m) 300 600 

Injection temperature (°C) 30 60 

Injection pressure (MPa) 10 25 

 

It is worth mentioning that the temperature in the production wellbores GPK2 and 

GPK4 were found to be identical in all cases. Thus, for purposes of clarity, only the 

simulation results obtained in production wellbore GPK2 are presented here. 

 

5.4.1 The effect of human-controlled parameters on production temperature  

 

A complete factorial experimental design is used in implementing the possible combinations 

required, and for this case, it results in 16 different operational scenarios as shown in Table 

5.3. The studies involve understanding the effect of various interactions of these parameters 

on reservoir productivity. 

Figure 5.7 shows the production temperature history at wellhead GPK2, during the 

long-term simulation of 60 years for the Soultz lower reservoir, under the influence of 
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multiple parameter interactions for the human-controlled parameters. Four interaction 

scenarios are considered by varying the injection temperatures and pressures while keeping 

the injection rate (10 l/s) and lateral well spacing (300 m) at a constant rate. As can be seen, 

lower injection temperature, when interacting with lower injection pressure, yields 

maximum production temperatures at the wellhead. The reason for this is that the 

propagation of cold water is much slower under moderate pressure than under a higher one, 

as in the case of a 30°C injection temperature with 10 MPa injection pressure. On the other 

hand, a higher injection pressure with a higher injection temperature results in faster 

reservoir cooling and yields rapid decline in the production temperature, as seen in the 

scenario involving a 25 MPa injection pressure with a 60°C injection temperature.  

 

Table 5.3: Human-controlled parameter combinations 

Run 
number 

Lateral well 
spacing (m) 

Injection 
rate (l/s) 

Injection 
temperature (°C) 

Injection 
pressure (MPa) 

1 300 10 30 10 

2 300 10 30 25 

3 300 10 60 10 

4 300 10 60 25 

5 300 70 30 10 

6 300 70 30 25 

7 300 70 60 10 

8 600 70 60 25 

9 600 10 30 10 

10 600 10 30 25 

11 600 10 60 10 

12 600 10 60 25 

13 600 70 30 10 

14 600 70 30 25 

15 600 70 60 10 

16 600 70 60 25 
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Similarly, further simulation investigations are carried out by changing only the 

injection rate from 10 l/s to 70 l/s under similar lateral well spacing of 300 m, by varying 

the injection temperatures and pressures as in the previous scenarios. The outcome yields 

exact results as in Figure 5.7, which means that the injection rate has no significance to the 

simulation results; this is likely due to the impact of the injection pressure applied to the 

reservoir. 

 

 

Figure 5.7: Production temperature at wellhead GPK2 with constant injection rate 10 l/s 

and 300 m lateral well spacing under the influence of various injection temperatures and 

pressures 

Figure 5.8 presents the temperature profile at the production wellhead GPK2 for 

human-controlled parameters case two. In this case, the parameters that are kept constant 

are the lateral well spacing (600 m) and the injection rate (10 l/s) while the injection 

temperatures and pressures are varied throughout the simulations. The influence of 

parameter interaction is observed to be similar to the previous case, but the production 

temperature drawdown is more realistic in comparison to the previous case as shown in 

Figure 5.8. In the scenario, 30°C injection temperature with 10 MPa injection pressure, the 

production wellhead temperature decline is less than 1% as seen in Figure 5.8. On the other 

hand, when both the injection temperature and pressure are increased to 60°C and 25 MPa, 

respectively, a rapid decline is experienced. The decline starts just before the simulation 

reaches ten years, and from then onward, a constant decline rate is experienced up to the end 

of the simulation. 
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Figure 5.8: Production temperature at wellhead GPK2 with constant injection rate 10 l/s 

and 600 m lateral well spacing under the influence of various injection temperatures and 

pressures 

 

Likewise, additional experimental simulations are conducted by changing the 

injection rate to 70 l/s while all other parameters remain the same, and the results were found 

to be exactly as in the previous case. 

 

5.5.2 Parameter influence on reservoir cooling 

 

In order to investigate which of the human-controlled parameters is the most influential in 

cooling the reservoir, different scenarios are run with varying injection pressure rates and 

fluid injection temperature rates under a constant lateral well distance of 600 m, as shown 

in Figures 5.9–5.12. As can be seen, the lower the pressure, the less the effect of cooling, 

whereas with higher injection pressure rates, the greater the cooling. The low-temperature 

fluid from the injection wellbore flows into the extraction wellbore via the fracture; the fluid 

temperature rises through convection and conduction from the high-temperature matrix, 

resulting in superheated fluid in the extraction wellbore. The significant temperature 

variation between the injected fluid temperature (low-temperature) and the matrix 

temperature (high-temperature) rapidly decreases the matrix temperature surrounding the 

injection wellbore. Thus, a relatively low-temperature area is formed during the initial 
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operation, as seen in Figures 5.9–5.12. The reservoir temperature gradually decreases as the 

exploitation continues, while the low-temperature area gradually expands.  

  

It is observed in Figures 5.9–5.10 and 5.11–5.12 that higher injection pressure causes 

rapid cooling of the reservoir. This is because the increase of injection pressure transmits 

the injected fluid faster due to more openings in the reservoir and the injected fluid is at 

relatively low temperature. Thus, the temperature differences between the reservoir and the 

injected fluid will decrease with time due to cooling of the reservoir. The cold-water front 

will propagate in the reservoir, and it gradually penetrates the production wellbore and 

causes the decline in the production temperature with time. In the case of flow rate, the 

injection flow rate is inversely proportional to the injection pressure as proven 

experimentally at the Tianjin geothermal field in China (Kun, 2005). In general, as the 

injection pressure increases, the injection flow rate decreases and vice versa. 

 

 

Figure 5.9: Reservoir cooling (°C) under the effect of 60°C fluid injection temperature 

with 25 MPa injection pressure 
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Figure 5.10: Reservoir cooling (°C) under the effect of 60°C fluid injection temperature 

with 10 MPa injection pressure 

 

Therefore, it can be concluded that the most influencing parameter concerning the 

cooling of the reservoir is the injection pressure. To summarise the results of the above cases, 

the higher the temperature of the fluid at the injection wellbore when it interacts with any 

sufficient injection pressure of up to 10 MPa under a large wellbore spacing, the lesser the 

temperature decline at the production wellhead, and vice versa. 

 

 

Figure 5.11: Reservoir cooling (°C) under the effect of 30°C fluid injection temperature 

with 25 MPa injection pressure 
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Figure 5.12: Reservoir cooling (°C) under the effect of 30°C fluid injection temperature 

with 10 MPa injection pressure 

 

5.5 Findings and limitations 

 

The sensitivity analysis performed showed that reservoir parameters could be a significant 

asset to reservoir engineers/managers during planning, exploration, and exploitation stages. 

The parameters analysed were referred to as human-controlled parameters, which include 

fluid injection temperature, injection pressure rate, injection rate and lateral wellbore 

spacing. 

 

Based on the results obtained in this investigation, the parameters that influence 

reservoir productivity in order of effect were: the injection pressure, the injection 

temperature, and lateral wellbore spacing. Therefore, injection pressure should not be too 

high nor too low, but instead should be moderate; whereas, in the case of injection 

temperature, is critical to be lower, which is very unlikely in a closed-loop operation. In the 

case of the lateral wellbore spacing, productivity is better if the spacing is more extensive, 

though sometimes it may result in leakages in the reservoir. Thus, efficient management of 

the human-controlled parameters could yield to optimum production rate. 

 

 Moreover, the study showed that there is a distinct trend in the variation of the 

production temperature with the change of each parameter. Based on the sensitivity analysis 

performed, two points are worth noting: 
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(1) The proper knowledge of the geothermal gradient and reservoir permeability are 

crucial factors in geothermal energy mining.  

 

(2) The injection pressure has to be managed correctly because higher injection rates 

affect the reservoir productivity immensely. 

 

Moreover, the interactions between the parameters investigated in this work should 

be considered in terms of their effect on the production temperature and not based on the 

financial viability or efficiency of the operation. For instance, the porosity does not affect 

reservoir productivity, but concerning drilling operations, the more porous the formation, 

the less the operational cost and vice versa. 

 

5.6 Summary 

 

Based on the geothermal energy plan of the Soultz (France) geothermal field, a 3-D 

numerical model has been developed for the lower reservoir (4500–5200 m) to examine the 

long-term performance of the reservoir using the finite element and factorial experimental 

design methods. With the factorial experimental design, various possible combinations of 

the reservoir parameters have been found, and their suitability is confirmed by comparing 

temperature histories at the production wellbores for all scenarios. The results obtained show 

that the human-controlled parameters have unstable temperature distribution at the 

production wellhead, and the parameter most affected regarding that is the fluid injection 

pressure. Hence, the results obtained reveal that the reservoir parameters, if properly 

managed, can help decision makers maximise reservoir productivity.  
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Chapter six – Numerical modelling of geothermal reservoir with interaction between 

the components 

 

6.1 Introduction 

 

In this chapter, a 3-D numerical model of deep and heterogeneous geothermal reservoir is 

developed with a discrete fracture using the Soultz enhanced geothermal system (EGS) 

scheme. The system proposed here considers the influence of the surrounding media, the 

reservoir and the fractures concurrently in predicting the long-term performance of a 

geothermal reservoir. In this case, the fluid is circulated through an inclined vertical well 

connected to the matrix (i.e., not a fracture) in a fully saturated porous medium, unlike the 

previously reported models in which the injection and the production wellbores 

communicate via a single planar fracture or multiple as shown in Figure 6.1.  

 

 

Figure 6.1: A typical geothermal reservoir with a single planar fracture 

 

However, in the current model, a fracture is also included in the simulation which 

intersects the matrix at an angle but without a connection for the wellbores to communicate 

as shown in Figure 6.2. The reason for these assumptions in the current model is that 

sometimes the wellbores do not connect through fractures, as in the case of the Soultz triplet 

geothermal reservoir where a low connection between GPK3 (injection wellbore) and GPK4 

(the second production wellbore) is encountered due to calcite deposition (Hebert and 
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Ledesert, 2012). Moreover, the geothermal reservoir is modelled as an open system that 

allows for additional sources or losses from the surrounding boundaries. As a result, water 

losses in the reservoir are accounted for in the model. The significance of this assumption 

can be supported by a real-life case of an existing geothermal reservoir. For instance, the 

five-month circulation test regarding hydraulics, conducted in the Soultz geothermal 

reservoir during 2005, showed that only 30% of fluid mass injected is recovered at the 

production wells, displaying the open nature of the reservoir (Hébert et al., 2010). The test 

result opposed the HDR concept that considered the reservoir to be a closed system with no 

naturally existing fluid present before its injection (Brown, 2009). 

 

6.2 Research contribution 

 

The contribution of the present work includes these three aspects. First, this study has 

proposed a mixed transport of fluid and heat in the reservoir from both the matrix block and 

the fracture, respectively. Second, the 3-D model takes into account the effect of fluid losses 

or gains concerning the nature of open systems in subsurface media, whose long-term 

influence on the extraction wellbore temperature cannot be underestimated for a 30-year 

extraction period. Third, in this investigation, each of the human-controlled parameters 

(injection flow rate, injection temperature, and lateral well spacing) are examined under 

different operational scenarios with other parameters. For example, injection flow rate in 

this study ranges from 20 l/s to 70 l/s. Therefore, when examining the effect of the injection 

flow rate on production, different cases of injection temperature and wellbore spacing are 

considered, because their impact can also affect reservoir productivity. 

 

The model addresses the limitations of previous research, which ignored the 

influence of fracture connectivity, reservoir representation, open boundaries influence and 

the inclusion of different operational schemes. The study estimates the consequence of 

individual parameters on others and their corresponding influences on the productivity of a 

geothermal reservoir. Solving the structure of this heterogeneous system, which is nonlinear 

in parameters and has a coupled interaction in nature, requires the use of a powerful 

numerical solver.  
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6.3 Geothermal reservoir case study  

 

Figure 6.2 shows a schematic representation of the reservoir geometry, which is based on 

the Soultz geothermal system (i.e. half of the reservoir), it depicts a deep geothermal system 

800 m × 800 m × 5000 m deep. The reservoir is assumed to be 300 m in thickness and is 

located at about 4500 m below the ground surface, bounded at the top and bottom by 

impermeable layers of granite. The top and bottom layers in Figure 6.1 represent the 

overburden and underburden, and the middle layer in-between displays the reservoir. The 

wellbores constitute a doublet (single injector and producer) 6 m apart at the ground surface, 

and 600 m apart laterally at the reservoir level as given in the Soultz geothermal system. 

Also, the injection wellbore is positioned 100 m and 400 m in the horizontal and vertical 

distances, while the production wellbore is located at 700 m and 400 m in both the x and y 

coordinates as shown in Figure 6.1. Both the injector and producer are inclined to angles of 

10º and -10º, respectively. 

 

Moreover, a single fracture intersects the reservoir through the overburden down to 

the underburden layer as in Figure 6.2. The fracture dips at an angle of 60º, which is a normal 

faulting regime to be precise with an approximated aperture of 50 mm. 

 

Table 6.1 presents the petro-physical properties and physical parameters used in the 

numerical model (Guillou-Frottier et al., 2013). The material properties are extracted from 

the Soultz geothermal system as in the literature (Dezayes et al., 2010; Genter et al., 2010b; 

Guillou-Frottier et al., 2013). For the fluid material properties, expressions presented in 

Chapter 3 are employed in the study, which includes density, viscosity, thermal conductivity 

and heat capacity. The system initial pressure is hydrostatic throughout the model, and the 

initial temperature  initT  is given as    zmKTT surfinit  03.0 , where surfT  is surface 

temperature and is assumed to be 10°C. The boundary condition applied for the temperature 

is 40°C (fluid injection temperature), and for the hydraulic process is 30 l/s (injection flow 

rate). Moreover, explicit details of the boundary conditions used in the geothermal reservoir 

model are provided in Table 6.2. 
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Figure 6.2: Geometry of the heterogeneous reservoir 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



99 
 

Table 6.1: Geological  properties of the system (Guillou-Frottier et al., 2013) 

Parameter Symbol Value  Unit 

Overburden Layer    

Thermal conductivity 
s  2 W/m/K 

Density 
s  2500 Kg/m3 

Heat capacity 
SC ,  900 J/kg/K 

Porosity   0.1 1 

Permeability   1 e-18 m2 

Reservoir     

Thermal conductivity 
s  3 W/m/K 

Density 
s  2650 Kg/m3 

Heat capacity 
SC ,  850 J/kg/K 

Porosity   0.3 1 

Permeability   1 e-16 m2 

Underburden Layer    

Thermal conductivity 
s  3.5 W/m/K 

Density 
s  2700 Kg/m3 

Heat capacity 
SC ,  850 J/kg/K 

Porosity   0.3 1 

Permeability   1 e-18 m2 

Fracture    

Thermal conductivity 
sf ,  3.5 W/m/K 

Density 
sf ,  1200 Kg/m3 

Heat capacity 
SC ,  800 J/kg/K 

Porosity 
f  0.01 1 

Permeability 
f  1 e-12 m2 
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Table 6.2: The boundary conditions employed in the geothermal reservoir model 

Physics Boundary reference Boundary condition 
 

Hydraulic Injection wellbore (i.e. injection flow 
rate) 

sltQ injection /30)(   

300  t years 

 Production wellbore (i.e. production flow 
rate) 

?)( productiontQ  

300  t years 

 Surfaces (top & bottom) except at the 
injection and production areas 

0)( tQ  

300  t years 

 Surfaces (front, back, left and right)   
xHei

DHgtP L





.,.

,)( 0
 

300  t years 

Thermal Injection wellbore (i.e. injection 
temperature) 

CtT injection 40)(  

300  t years 

 Production wellbore (i.e. unknown 
temperature to be calculated) 
 

?)( productiontT  

300  t years 

 Surfaces (top & bottom) except at the 
injection and production areas. In this 
case, the boundaries are thermal insulated 

0)(  tqn  

300  t years 

 Surfaces (front, back, left, and right) 
 

,0)()(  vniftTtT init  

,0,0)(  vniftqn

300  t years 

 

 

6.3.1 Mesh and solution convergence 

 

In this model, the meshes are divided into three-dimensional (3-D) tetrahedral (for the matrix 

block), two-dimensional (2-D) triangular (for the fracture), and one-dimensional (1-D) line 

(for wellbores) elements, respectively. Figure 6.3 shows the mesh system that connects finer 

and fine grids in the calculation to reduce the impact of boundary effects. The 

implementation of the finer meshes on the wellbores is to increase the calculation accuracy; 
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and also reinforces the calculating intensity and workload. Therefore, the mesh division 

method not only increases calculation accuracy but also eradicates the deviation caused by 

density dependent boundary conditions, which have some significant effects on the long-

term extracting vicinity and heat recovery after extraction. 

 

The mesh convergence study of the proposed geothermal reservoir has been 

examined to explore the model computational efficiency in handling the cases of various 

structural variations mentioned as shown in Figure 6.4. Five mesh sizes are utilised: 

M1=20463, M2=39925, M3=68780, M4=189774 and M5=747838 starting from coarse to 

extra fine. Figure 6.3 shows the results representing temperature profiles along the 

production wellbore for all meshes. It is also evident that there is no significant difference 

in the results between the five meshes, though the results of the coarse and normal meshes, 

M1 and M2, are less accurate. However, it manifests no numerical oscillations. 

Notwithstanding, it can be deduced that the model converged at M3 mesh. The CPU time 

for 55-time steps are M1=108 s, M2=201 s, M3=363 s, M4 = 1083 s and M5=10177 s in an 

Intel(R) Core(TM) i5-5200U CPU @ 2.20 GHz, 2 cores. 

 

To overcome numerical errors in the FEM solution, it is essential to check the 

convergence criterion for the solution. The convergence criterion presented in Chapter 3 was 

employed for the error estimation during solution iterations for the geothermal reservoir 

modelling. Figure 6.5 shows the number of iterations and the corresponding errors. The 

result indicates that an average of five iterations is sufficient to obtain an accurate solution. 
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Figure 6.3: Reservoir mesh of the model 

 

 

Figure 6.4: Mesh convergence study 

T
e

m
p

e
ra

tu
re

 [
o
C

]



103 
 

 

Figure 6.5: Error estimation 

6.4 Results and discussions 

 

6.4.1 Effect of cold-water front in the reservoir 

 

To investigate the effect of a cold-water front in the reservoir, the cold water, at a 

temperature of 40°C, is injected at a rate of 20 l/s through two different injection wellbore 

lateral spacing scenarios; one is situated 100 m and the other 50 m away from the left end. 

Hot water is extracted by the production wellbore with two different scenarios; the first is 

located at 700 m, and the second at 750 m from the left end, as shown in Figure 6.6(a–f). 

The effect of the cold-water front propagation is examined after 1, 15 and 30 years of 

simulation for 600 m and 700 m lateral wellbore spacing as shown in Figure 6.6(a–f). In all 

the cases analysed, it was observed that the injected fluid creates a cold front near the 

injection wellbore, which later evolves through the reservoir domain because the injected 

fluid was cooler than the geothermal reservoir.  

 

Also, it can be noticed that the temperatures of the right boundaries were kept equal 

to the initial temperature of the reservoir until the cold-water front reaches the boundary, 

and after that the temperature of the boundary starts increasing as presented in Figure 6.6(c–

f). 
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(a) 600 m wellbore spacing at 1 year  (b) 700 m wellbore spacing at 1 year 

 

 

(c) 600 m wellbore spacing at 15 years  (d) 700 m wellbore spacing at 15 years 

 

 

(e) 600 m wellbore spacing at 30 years (f) 700 m wellbore spacing at 30 years 

Figure 6.6: Cold-water front propagation within the reservoir (°C) for different wellbore 

spacing at various simulation stages 
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6.4.2 Parametric studies 

 

Developing a design model efficient in assessing the lifespan of a geothermal reservoir 

requires the understanding of some key controlled parameters during exploration and 

exploitation. In this study, three basic human-controlled parameters are analysed by varying 

one parameter at a time using the one factor at a time (OFAT) approach, while keeping the 

rest at a constant based on the Soultz geothermal case, as presented in section 6.3. The 

human-control parameters studied here are injection flow rate (discharge), injection fluid 

temperature and lateral wellbore spacing. Studying these three key parameters provides a 

preliminary evaluation of the effects of reservoir parameters on the commercial applicability 

of enhanced geothermal system utilisation. The effects of the parameters were assessed 

based on the productivity of the reservoir during the exploitation period of 30 years. The 

geothermal reservoir conditions specified were simulated to acquire the anticipated 

variations in temperature, pressure and thermal energy over 30 years. The parameters studied 

vary over the range of values that are acceptable for the geothermal exploitation of the Soultz 

site. 

 

In a nutshell, the temperature of the reservoir was monitored using the parameters given 

above at the production wellhead with a simulation period of 30 years. 

 

6.4.2.1 Effect of injection flow rate 

 

The injection flow rate is one of the human-control parameters that have a direct effect on 

the reservoir lifespan. In order to quantify the effect, six cases were analysed. These cases 

range from 20 to 70 l/s with an incremental step of 10 l/s. Each of the cases was then studied 

under different scenarios of injection temperature and wellbore separation distances of 40°C 

and 50°C, and 600 and 700 m, respectively. All other parameters remain constant as 

explained earlier.  

 

Figure 6.7 shows the temperature curves at the production wellbore for the different 

injection flow rates under a constant injection temperature of 40°C and lateral well spacing 

of 600 m. As seen, the temperature curves differ for the various cases; the higher rate 

declines earlier than the lower rate. For example, the 70 l/s injection flow rate starts to 
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decline just after 0.8 years of simulation, whereas the 20 l/s injection flow rate begins to 

decrease after approximately 2.6 years. As a result, the produced temperature is higher when 

the injection flow rate is lower, and vice versa. The reason for the variation is that the greater 

the injection flow rate, the faster the cooling of the reservoir occurs, and the lower the flow 

rate, the slower the cooling becomes. The same trend is observed when the injection fluid 

temperature is changed to 50°C in similar operational scenarios as in Figure 6.7, with slight 

shifts in the production temperature as shown in Figure 6.8. It is noted that the increase in 

the injection fluid temperature to 50°C has a lesser effect on the produced temperature in 

those cases.  

 

 

Figure 6.7: Production temperature history under 40°C with 600 m well spacing 

 

Figure 6.9 presents the temperature breakthrough curves at the production wellbore 

for different injection flow rates under the influence of 40°C injection temperature and 700 

m lateral well spacing. In these cases, the earliest decline starts after 1.6 years of simulation 

for the highest injection rate (i.e. 70 l/s) and 5.6 years in the case of lowest injection flow 

rate (20 l/s). Furthermore, the decrease in the production temperature at the extraction 

wellbore during the 30-year simulation is 8.31°C and 8.93°C for the lowest and highest 

injection flow rates, respectively. The low decline is recorded in these cases because the 

lateral well spacing between the injector and the producer is larger, so the production 
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wellbore is not affected much by the reservoir cooling after a 30-year simulation. Likewise, 

the same response is observed when the injection temperature was changed to 50°C with 

slight changes in the production temperature due to the increase in the injection fluid 

temperature. 

 

 

Figure 6.8: Fluid injection temperature 50°C with 600 m lateral well spacing 

 

Figure 6.9: Production temperature history under 40°C with 700 m well spacing 
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In all the cases and scenarios, it is observed that as the injection rate increases, the 

reservoir temperature decreases rapidly. Moreover, the injection temperature and the well 

spacing also have some effects on the production rate. The maximum temperature is 

achieved when the injection flow rate is at its lowest and well spacing is at its largest, then 

combined with the lower injection rate as shown in the figures presented. 

 

6.4.2.2 Effect of injection fluid temperature  

 

The surrounding rock supplies some amount of the heat enthalpy conducted in the reservoir; 

however, the injected fluid temperature governs the major heat enthalpy added into the 

reservoir due to the convective heat transfer. In this study, six cases of fluid injection 

temperature are investigated. These cases range from 10°C to 60°C with an incremental step 

of 10°C, and each of the cases is additionally studied under varying scenarios of pumping 

rates of 20 l/s and 30 l/s, and well lateral spacing of 600 m and 700 m.  

 

Figure 6.10 shows the breakthrough temperature curves at the production wellbore 

under the influence of 20 l/s and 600 m lateral wellbore spacing; the temperature curves 

begin to decline after approximately 1.8 years of simulation with a temperature of 150.93°C 

in almost all cases. After approximately 10–12 years of simulation, a little gap is observed 

between the different injection temperature scenarios, and it continues to widen up to the 

end of the 30-year simulation period. The reason for these similarities in the production 

temperature breakthrough curves is that the effect of reservoir cooling started in 

approximately the same period in all cases. Similarly, the production breakthrough curves 

for the different injection temperature scenarios when combined with 30 l/s injection flow 

rate and 600 m lateral wellbore spacing have a similar trend as Figure 6.10 with little 

difference. The idea behind the earlier variation between the different cases is the increase 

in the injection flow rate to 30 l/s, which causes the fast cooling of the reservoir. 
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Figure 6.10: Production temperature history under 20 l/s with 600 m well spacing 

 

Figure 6.11 shows the temperature curves at the production wellbore for different 

cases of the injection fluid temperature under the influences of 20 l/s injection flow rate and 

700 m lateral well spacing. As seen, the temperature breakthrough curves have a similar 

trend except in the case of the 10°C injection fluid temperature rate. The production 

temperature began to decline after approximately 4.2 years of the simulation cases of 20°C 

to 60°C, while in the case of the 10°C injection scenario, it began at approximately 3 years 

of simulation. The temperatures at the decline stages are 150.73°C and 150.74°C, in both 

the former and the latter, respectively. As the simulation continues, the breakthrough curve 

for the 10°C injection case shows a sudden transition change from lower to higher between 

the 8.8 and 9.2 simulation period and maintains a regular pattern until the end of the 

simulation, whereas the other cases maintain the same decline pattern. The reason for the 

variation of the 10°C injection temperature case with the remaining scenarios is that after 

equilibrium is reached, the higher injection temperature transmits the fluid faster to the 

production wellbore than the lower rates. Likewise, in the case of 30 l/s under the same 

operating conditions, similar breakthrough curves as in Figure 6.11 occur with little 

difference in respect of the starting period of decline and the transition phases of the 10°C 

injection due to the increase in the injection flow rate. Apart from those points, all other 

trends remain the same. 
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Figure 6.11: Production temperature history under 20 l/s with 700 m well spacing 

 

In all the scenarios studied, it is observed that there were no significant changes in 

the produced temperature from the reservoir. 

 

6.4.2.3 Effect of lateral well spacing 

 

To overcome the cold-water effect and water losses that result from reduced productivity of 

reservoir wellbores, they must be placed at an optimum distance from each other. The choice 

of location will depend on the geological formation and production flow rates. Larger well 

spacing results in greater reservoir sizes and vice versa. However, with large spaces between 

wellbores, fluid losses are likely to be a significant problem, and with small spaces, the fluid 

losses are negligible. Therefore, the wellbore spacing must be optimised to achieve the 

maximum possible reservoir size and production flow rate. In this work, six scenarios of 

lateral wellbore spacing are examined. The spaces between the reservoir wellbores are 

chosen as 400, 500, 600, 650, 700 and 750 metres long, respectively. Also, in each of the 

scenarios, different injection rates, of 20 l/s and 30 l/s, and injection fluid temperatures, of 

30ºC and 40ºC, are analysed.  
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Figure 6.12: Production temperature history under 20 l/s with 30°C injection temperature 

 

Figure 6.12 shows the temperature breakthrough curves at the extraction wellbore 

for the different scenarios of the lateral wellbore spacing when combined with an injection 

fluid temperature of 30°C and an injection flow rate of 20 l/s. As can be seen, the further the 

spacing, the higher the produced temperature, and vice versa. For instance, in the case of 

400 m lateral wellbore spacing, the temperature begins to decrease just after 0.8 years of the 

simulation period. Concerning the 700 m lateral wellbore spacing, the decline starts after 

approximately 9.4 years. Moreover, after a simulation period of 30 years, the produced 

temperature for the closer wellbore spacing (i.e., 400 m) was approximately 116°C, and the 

largest spacing (750 m) was 145°C, which amounted to almost a 30°C temperature 

difference between the two cases. The reason for this significant deviation between the 

scenarios is the closer the spacing, the higher the impact of cold-water propagation on the 

production wellbore, and vice versa. Likewise, a similar trend was observed for the 

remaining cases, with slight deviation in the temperature breakthrough curves due to the 

different injection fluid temperatures and flow rates employed. 

 

In all the scenarios, it is observed that as the lateral wellbore spacing increases, the 

production temperature rises. 
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6.4.3 Energy extraction rates 

 

The model adopted in this investigation is the one proposed by Kruger (Kruger, 1995; Xia 

et al., 2017) for the calculations of the total energy extraction in all the scenarios and cases, 

expressed here as 

iLii TCQE  ,          (6.1)  

where iE  is the annual energy produced in the thi  year, iQ  is the total production flow rate 

in the thi  year, LC ,  is the specific heat capacity of the circulated fluid, and iT  is the 

temperature difference between the extracted and injected fluid in the thi  year. The total 

energy produced from the system for 30 years of extraction can be written as 





30

1i
iEE           (6.2) 

Based on the limitations of the injection flow rate range and other parameter 

combinations studied in this work using the OFAT approach, the results show that as the 

injection flow rate increases, the energy extraction rate increases with a positive linear 

relationship as indicated in Figure 6.13, which shows that the injection rate increase affects 

the production output. Figure 6.13 also shows the influence of wellbore spacing and the 

effect of injection fluid temperature on the energy extraction rate when combined with 

injection scenarios. The results revealed that wider wellbore spacing coupled with lower 

fluid injection temperatures yields higher energy when compared to larger spacing with 

higher rates. 

  

As for the effect of fluid injection temperature on the energy extraction rate, Figure 

6.14 shows an inverse relationship between fluid injection temperature and the energy 

extraction rate. As the fluid injection temperature rises, the energy extracted from the 

reservoir declines significantly, because iT  reduces with the rising fluid injection 

temperature. Hence, the reservoir lifespan is prolonged for the reproduction of hot water 

with the same temperature. Also, these cases are further investigated with different wellbore 

spacing and fluid injection rates, and the results showed that larger well spacing linked with 

a higher injection fluid rate generates greater extraction energy in comparison to other 

combinations. 
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Figure 6.13: Production energy as function of fluid injection rate under different lateral 

well spacing and fluid injection temperatures 

 

Figure 6.15 presents the effect of wellbore spacing on the extraction energy of the 

reservoir. In all the scenarios analysed, it is observed that, as the wellbore spacing increased, 

the energy extracted from the system increased rapidly due to the cold-water front 

propagation affecting the closer wellbores earlier than the further ones. The increase shown 

in Figure 6.15 occurs in a nonlinear manner with two different gradients; the gradient of the 

first two spacing is steeper than the remaining ones because the latter spacing have similar 

resistance to the cold-water front. 
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Figure 6.14: Production energy as function of fluid injection temperature under different 

lateral well spacing and fluid injection rates 

 

 

Figure 6.15: Production energy as function of lateral well spacing under different injection 

flow rates and fluid injection temperatures 
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6.5 Summary 

 

In this chapter, a novel 3-D numerical model for coupled thermo-hydraulic processes in a 

heterogeneous fractured geothermal reservoir overlain and underlain by impermeable layers 

is proposed. The primary objectives of the study were targeted to three different goals. First, 

to investigate the mixed transport of fluid and heat in a reservoir from both the matrix block 

and the fracture, respectively. Second, to take into account the effect of fluid losses or gains 

concerning the nature of open systems in subsurface media, whose long-term influence on 

the extraction wellbore temperature cannot be underestimated for a 30-year extraction 

period. Third, to investigate the influence of injection flow rate, injection temperature, and 

lateral wellbore spacing on geothermal energy mining under different operational 

conditions. Based on the results obtained, the injection flow rate has a significant effect on 

energy production; as the rate increases, the energy extraction rate rises and the system 

lifetime decreases. Thus, higher injection flow rate is a positive factor in production and, at 

the same time, a negative factor on reservoir lifespan. In the case of fluid injection 

temperature, the effect is less significant to production because, as the injection temperature 

increases, the extraction energy declines rapidly and the reservoir lifespan increases. The 

lateral wellbore spacing also behaves similarly to the injection flow rate, but it is not as 

effective as the injection flow rate regarding energy extraction and provides a longer 

reservoir lifespan than the former. Thus, the model can also serve as a reference solution to 

other complex interactions encountered in reservoir simulations. 
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Chapter seven – Numerical modelling of geothermal reservoir with multiple pore 

media: A case of triple porosity-permeability model 

 

7.1 Introduction 

 

This chapter presents a numerical model to simulate energy mining in naturally fractured-

faulted geothermal reservoirs using a triple porosity-permeability approach. The model fully 

coupled thermo-hydraulic (TH) processes in a unified geothermal reservoir simulator 

adopted. This approach enables the investigation of multiphysical phenomena in fractured-

faulted formations characterised by multiple pore media. General studies on the effects of 

these media on coupled transient fluid and heat flow capture basic features related to energy 

mining in deep geological formations. Case studies demonstrate that the model can provide 

a long-term assessment of deep geothermal reservoirs in naturally fractured and faulted 

porous media. The work provides fundamental insight into the flow of heat and fluid through 

multiple pore media and the fracture-fault interface in deep geothermal reservoirs under 

various conditions and thus, provides a foundation for future research in the field of the 

enhanced energy recovery from geothermal reservoirs. 

 

7.2 Background  

 

In reservoir engineering, numerical models are valuable predictive tools for understanding 

subsurface resources (McDermott et al., 2006), being used to experiment or refine various 

conceptual models to estimate hydraulic, thermal, mechanical, and chemical parameters. 

Most importantly, the prediction of how a geothermal reservoir might respond to changes in 

the subsurface environnment resulting from exploitation is required, as these will influence 

system performance during its service-life. In naturally fractured media, fractures and faults 

provide permeable pathways for fluid flow through aquifers containing hydrocarbons and 

geothermal resources (Barton et al., 1995). Fault systems are more permeable than fractures, 

and the structure of the former provides a more porous system than the latter. That said, field 

studies confirm that few fractures and faults in naturally fractured rock masses serve as the 

primary channels for fluid flow (Long et al., 1991).  
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In order to better articulate the heterogeneity of naturally fractured-faulted 

geothermal reservoirs, the concept of the triple porosity-permeability (TPP) model is 

adopted. A 3-D numerical model of a deep geothermal reservoir (based on the Soultz graben 

formation) is developed, in which the reservoir is conceptualised as a media with multiple 

interactions involving faults, fractures, and rock matrices. Thus, the model proposed here 

describes flow via naturally fractured and faulted reservoirs with different petro-physical 

properties, amongst which porosity and permeability are the principal interest. This media 

resides in a formation that is formed by three separate continua, as exemplified by the Soultz 

graben formation. In the Soultz geothermal system, fractures are interconnected to large 

faults, through which heat and fluid are transmitted.  

 

Therefore, by understanding reservoir heterogeneity, lithology, and architecture of 

discontinuities, critical variables for improving reservoir modelling can be available to better 

predict heat transport, fluid flow, geomechanical deformation, and chemical precipitation 

and deposition. Furthermore, the knowledge gained from this approach can be  used to refine 

models for similar geological formations to examine their potential for geothermal 

exploitation. 

 

7.2.1 Motivation 

 

In the design of a geothermal system, terrain geology and natural conditions are key 

considerations. Geothermal technological concepts can be adapted to different geological 

terrains based on field experiments, including Fenton Hill (US), Rosemanowes (UK), and 

Soultz (France). As mentioned in Chapter 2, the initial concept of deep geothermal systems 

was first examined and proposed by the Los Alamos Laboratory at the Fenton Hill site (US) 

in the mid-1970's (Kelkar et al., 2016). This system was considered to be impermeable HDR 

as reported in detail in Chapter 2. The HDR's reservoir concept was idealised as a penny-

shaped fracture created in a rock mass as a result of high fluid pressure, linked to a new open 

fracture, which formed the heat exchange surface between the wellbores and the fracture, as 

shown in Figure 2.1 (i.e. Chapter 2) (Brown et al., 2012).  

 

By the early 1980s, field experiments conducted at Rosemanowes (Cornwall, UK), 

confirmed that the dominant process in reservoir creation was the shearing of natural joints, 
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rather than the creation of new hydraulic fractures (MIT, 2006). The outcome of field 

experiment led to change in the fundamental understanding of HDR reservoir behaviour 

involving the uniqueness of a fractured rock mass subjected to a specific anisotropic stress 

regime (Baria et al., 1999). Figure 7.1 shows the schematic representation of the system 

(Tenzer, 2001).  

 

Figure 7.1: Network of micro-cracks, fissures and fractures (Rosemanowes Cornwall, UK 

Adopted from: (Tenzer, 2001) 

 

In the late 1980s, experimental studies on an abandoned oil field in Soultz (France) 

heralded a new chapter in the mining of geothermal energy, as it was realised that the 

reservoir had series of reactivated, interconnected, large-scale fractures and faults that were 

already partially open (Tenzer, 2001). The resulting reservoir model involved the hydraulic 

connection of discontinuities in the wellbores to the extensive fault-zone, as shown in Figure 

7.2 (Clauser, 2006). Thus, it is not essential to directly connect two or more wellbores via 

an artificially created/stimulated fracture network; thereby making this a unique and 

challenging concept (Jain et al., 2015). 
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Figure 7.2: Interconnected large fractures and faults (Soultz, France) (Modified from: 

(Clauser, 2006)  

 

7.3 Triple porosity-permeability model for the fractured porous reservoir 

 

The TPP model accommodates transport in fractured porous media with different geological 

structures, e.g. the matrix, faults, fractures, and vugs. There are two distinct approaches to 

describing this system in the literature (Nelson, 2001). One assumes a two-matrix system 

with different physical properties and a third structure to represent the fracture system. In 

this case the matrix representation has one matrix represented as a porous block, while the 

other is a fault block. In the second approach, two fracture systems with different physical 

properties are considered to describe the fracture and fault system(s), and the third structure 

is the porous matrix block.  In this study, the latter approach is chosen to describe a TPP 

transport model in a naturally fractured geothermal reservoir. Figure 7.3 presents a typical 

representation of the model, showing the different structures existing in the media. However, 

Figure 7.3 does not represent the real-life representation of this system; it just provides a 

simple demonstration of how to perceive the physical meaning of the model. It is also 

explicit from the model that both the fractures and fault systems are represented as plane 

surfaces.   
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Figure 7.3: A typical representation of triple porosity-permeability (TPP) media 

 

7.3.1 Theoretical assumptions for triple porosity-permeability media 

 

The heat and fluid transport models are developed for the TPP with collective conservation 

equations for momentum and mass to define the field equations. The following assumptions 

are made for the equations: 

- The geothermal reservoir is a naturally fractured porous media containing faults, 

fractures, and matrix; each medium is homogeneous. 

- A single fluid phase is considered with temperature dependent density, dynamic 

viscosity, heat capacity, and thermal conductivity.  

 

7.3.2 The transient flow of mass in triple porosity-permeability media 

 

The TPP model adopted here for the fluid flow equations assumes that the porous media is 

fully saturated and consists of a single fluid phase. Thus, the governing equation employed 

is the combination of the mass conservation law and Darcy's equation. In this case, the three 



121 
 

different media share the same equation in general, with different flow patterns via the 

velocity term and the mass source term and the equations are presented in Appendix 4.  

 

7.3.3 The transient flow of heat in triple porosity-permeability media 

 

In this study, the heat exchange between the different media (i.e., the matrix, fracture or 

fault) and a moving medium (i.e., fluid) is calculated using the energy conservation law and 

Fourier's constitutive model. Thus, the general model adopted is that of a transient local 

thermal equilibrium, in which the rock mass temperature is considered to be in equilibrium 

with the fluid temperature. The assumption is that when rock and fluid at different 

temperatures come into contact, it takes very little time for the two media to come to a state 

of thermal balance. This assumption is not always true, but it does provide a basic 

understanding of heat transport in subsurface media and reduces the complexity of the 

problem at hand. The governing equations are coupled via the fluid velocity in Darcy's 

equation and by the boundary conditions at the interfaces of the various media. For this 

model the equations are given in Appendix 5. 

 

7.4 Numerical case study one: Doublet geothermal reservoir  

 

A 3-D numerical model is developed to represent a deep geothermal reservoir of 500 × 500 

× 500 m3 at the Soultz formation (Magnenet et al., 2014a) using the proposed TPP model. 

The model consists of a fractured-faulted reservoir located at -4550 m below natural ground 

level, and a doublet representing an injection and production wellbores. Each of the 

wellbores intersects an active fracture, and both fractures are connected to a fault plane as 

shown in Figure 7.4. The wellbores are 460 m away from each other, and the penetration 

depths are -4750 and -4810 m for the injection and production wellbores, respectively.  
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Figure 7.4: Doublet geometry of the triple porosity-permeability media 

 

7.4.1 Material and petrophysical properties of the media 

 

The objective of reservoir characterisation is to establish a 3-D image of material and 

petrophysical properties. The aim of this subsection is to define these properties based on 

the available field data for the proposed model. Thus, in the case where the required field 

data is absent, basic assumptions are made in the numerical model within the prescribed 

limit. Table 7.1 present the material and petrophysical properties of the reservoir as reported 

in the literature (Guillou-Frottier et al., 2013).  
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Table 7.1: Material properties employed for modelling the geothermal reservoir (Guillou-

Frottier et al., 2013) 

Parameter Value  Symbol 

Matrix    

Porosity (%) 1.0   

Permeability (m2) 0.001    

Thermal conductivity (W/m/K) 3.0  
s  

Heat capacity (J/kg/K) 900  
SC ,  

Density (kg/m3) 2400  
s  

Faults    

Porosity (%) 15  F  

Permeability (m2) 100  F  

Thermal conductivity (W/m/K) 2.5  F  

Heat capacity (J/kg/K) 750  
FC ,  

Density (kg/m3) 1200  F  

Fractures    

Porosity (%) 0.1  
f  

Permeability (m2) 10  f  

Thermal conductivity (W/m/K) 3.0  
f  

Heat capacity (J/kg/K) 800  
fC ,  

Density (kg/m3) 1300  
f  

 

 

7.4.2 Initial and boundary conditions 

 

Initially, at 0t , the temperature distribution is assumed as )(0 zTT gsurf   , in which 

0T  is the initial temperature of the reservoir, G  is the geothermal gradient, equal to 0.038 

K/m in this case, surfT  is the surface temperature, which is assumed here as 12°C, and z  is 
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the vertical depth in metres. For the hydraulic case the pore pressure distribution is 

hydrostatic at 0t . In the case of boundary conditions, a constant temperature of 40° C is 

employed at the injection wellbore. Constant pressures of 10 MPa and -10 MPa are applied 

at the injection and production wellbores, respectively, and all other boundaries are 

thermally insulated. 

 

7.4.3 Results  

 

This subsection presents the results acquired from the triple porosity-permeability model of 

the doublet geothermal reservoir. The model is implemented using a fully coupled heat and 

fluid processes in the FE model developed.  

 

Three sets of results are analysed here, starting from temperature distribution along 

the fault plane using contour plots. The second round of results investigated are the 

temperature changes along the injection fracture-fault interface. Finally, the last set of results 

concerns the pressure changes along the injection fracture-fault interface, to inspect the 

response of the interface relating to injection pressure.   

 

7.4.3.1 Temperature contour plots along the fault plane 

 

The transport of heat and fluid is implemented via a fault plane that connects the fractures 

and the two wellbores in the doublet geothermal reservoir system. Figures 7.5, 7.6, and 7.7 

show the temperature distribution along the fault plane at several simulation stages using 

contour plots. Figure 7.5 presents the temperature contour plot after five years of simulation 

along the fault plane. As can be seen, the dark blue contour lines represent the low-

temperature regions within the fault surface, while the lower part and some sections at the 

top on the edges of the plane have higher temperature distributions. In this case, the 

minimum temperature within the fault plane is approximately 80°C, while the highest 

observed is 198°C.  

 

Figure 7.6 shows the contour plot of the temperature after 18 years of simulation. As 

seen, the dark blue contour line has expanded towards the lower section of the plane; making 

the cooler regions expand over time, while the hotter areas drop in temperature. In this 
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scenario, the highest temperature observed within the fault plane is approximately 196°C, 

which is 2°C less than in the case of the five-year simulation period. With respect to the 

lowest temperature after 18 years, it is approximately equal to 64°C, which is 16°C less than 

the previous scenario.  

 

 

Figure 7.5: Temperature distribution (°C) within the fault plane (yz (m)) after 5 years of 

simulation 

 

Figure 7.7 presents the temperature contour plot at exactly 30 years of simulation 

along the fault plane. The figure shows that the dark blue contour line continued to grow 

over time, and the hotter regions maintained their temperature, as in the case of the 18-year 

simulation period. In this instance, the lowest temperature is approximately 60°C, which is 

20°C higher than the injection fluid temperature. 

 

In all the figures (i.e. Figures 7.5, 7.6, and 7.7), the low-temperature fluid from the 

injection wellbore is transported into the production wellbore via the fault plane and the 

fractures. The fluid temperature rises through convection and conduction from the high-

temperature rock matrix and also increases via convection-dominated transport from the 

fractures and fault. In both cases the effect results from superheated fluid in the extraction 

wellbore.  
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Figure 7.6: Temperature distribution (°C) within the fault plane (yz (m)) after 18 years of 

simulation 

 

 

Figure 7.7: Temperature distribution (°C) within the fault plane (yz (m)) after 30 years of 

simulation 
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In this subsection, the investigation is concerned with the temperature distribution 

along a fault plane that is connected to two fractures, in which each of the fractures is 

attached to either the injection or the production wellbore. The fault plane temperature 

begins to decline along the interface of the fracture-fault from the injection level as indicated 

by the dark blue contour line in Figure 7.5. It then continues to decrease faster as the injected 

cold fluid continues to propagate through convection with much influence from gravity 

because the production wellbore is at a much lower level than the injection, as shown in 

Figures 7.6 and 7.7. It is also clear from these figures that as the cold fluid injection 

continues, the temperature at the production fracture-fault interface declines fast (shown by 

the yellow contour line) at the bottom of the fracture, which is the exact position of the 

production wellbore. In general, these analyses show that it is possible to estimate heat 

mining via a geological structure that has multiple pore media in nature. 

 

7.4.3.2 Temperature changes along the injection fracture-fault interface  

 

The temperature change along the injection fracture-fault interface is analysed from the left 

edge of the y-axis to the right side as shown in Figure 7.8. For convenience, Figure 7.8 shows 

the temperature changes within the interface after 1, 10, 20, and 30 years of extraction. It 

can be observed that the left and right edges of the interface are not affected by the cold fluid 

injection after one year of production, and the temperature-distribution history reflects a heat 

transfer process that is dominated by convection. The cold fluid injection temperature-

propagation speed depends on the fractures and fault petrophysical properties as well as the 

thermal conditions of the formation.  

 

After 10, 20, and 30 years of extraction under the current simulation conditions, a 

significant drop in the temperature of the central part and the edges of the interface that 

forms a complete sag is observed, due specifically to the penetration effect of the cold fluid 

injection. The major contributing factor to this effect is that the fractures and fault have 

higher permeability than the formation matrix. Therefore, heat transfer is faster on the 

former media than the latter. It is evident from Figure 7.8 that the time required to transport 

heat within a system of multiple pore media depends on the petrophysical and thermal 

properties of the formation.   
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Figure 7.8: Temperature changes along the injection fracture-fault interface at various 

simulation stages 

 

7.4.3.3 Pressure changes along the injection fracture-fault interface  

 

Figure 7.9 presents the fluid pressure changes along the injection fracture-fault interface. 

The pressure at the injection wellbore is fixed, to obtain a smooth-running system, as 

described in the boundary conditions subsection, in which fluid pressures of 10 MPa and -

10 MPa are applied at the injector and producer, respectively. The injected fluid temperature 

(i.e. quite low-temperature compared to the formation temperature) flows to the extraction 

wellbore along the fractures and fault under the influence of injected high pressure. The fluid 

pressure rapidly increases in the first year of operation along the central part of the interface 

that forms a hogging shape, while the edges maintain the formation pressure as shown in 

Figure 7.9. The reason for the increase along the central part of the interface after one year 

is because the pressure gradient is larger in the areas close to the injection wellbore, while 

the pressure gradient of the edge regions is smaller. 

 

After 10, 20, and 30 years of production under the simulation conditions, it can be 

observed that the pressure regime around the interface has significantly increased from 37 

MPa, initially obtained at a one-year simulation period, to a pressure of over 41 MPa after 

30 years of simulation.  However, the pressure increment is more significant in the initial 

simulation stages than succeeding periods, especially after ten years.  After ten years, the 
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pressure seems to be stabilised with a minimum increment in the midrange because the 

pressure is very close to the reservoir pressure from that period onwards. Regarding the 

edges of the interface, after ten years, a rapid increase is observed; however, after that, the 

pressure pattern is maintained until the end of the simulation. Injection into a small initial 

fracture aperture changes the pressure along the fracture-fault interface. 

 

 

Figure 7.9: Pressure distribution along the injection fracture-fault interface at various 

simulation stages 

 

7.5 Numerical case study two: Triplet geothermal reservoir  

 

In this segment, a numerical model of a geothermal reservoir is developed using the TPP 

approach. Figure 7.10 presents the geometric system of the triplet reservoir, which is 

grouped into a matrix, fractures, faults, and wellbores (Gérard et al., 2006). The physical 

geometrical dimension of the triplet reservoir examined is 2 × 0.5 × 0.68 km3, and consists 

of a multiplex system with fractures and faults and is located at 4.5 km under the ground 

level (Genter et al., 2010b). The reservoir comprises a triplet depicting an injection wellbore 

(GPK3) and two extraction wellbores (GPK2 and GPK4). The injection wellbore (GPK3) is 

located at x-y coordinates (1 km, 0.25 km), and the two extraction wellbores are positioned 

at 0.6 km and 1.6 km, respectively, with the same y-axis orientation as the injection wellbore 

(Genter et al., 2009).  
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Figure 7.10: Geometry of the triplet reservoir with its various components 

 

Figure 7.11 shows the finite element mesh quality of the triplet geothermal reservoir. 

The reservoir matrix block is discretised using 3-D tetrahedral elements, and the fractures 

and faults are meshed employing 2-D triangular elements. Furthermore, the wellbores are 

gridded using 1-D line elements. The generated grid comprises of 223,763 3-D four node 

elements, 10,202 2-D three node elements, 2,573 1-D two node elements, and 71 vertex 

elements. Due to the convolution of the system at hand, extra fine element sizes are applied 

for wellbores, whereas finer element sizes are employed for the matrix block, and 

intermediary element sizes are used on the fractures and faults with growth rates of 1.4 for 

the finer elements and 1.35 for the extra fine elements.  

 

Figure 7.11 also represents the mesh quality of the model where 0 (i.e., zero) 

designate lower quality, and 1 (i.e., one) stands for the higher quality elements as shown by 

the legend. Thus, a better result is attained when the elements are not distorted or inverted 

as can be seen at the left and right edges of the reservoir. However, in the case where the 

elements are linked to other ones that have different shapes and orientation, for example, in 

the connection between wellbores and fractures or faults, then those elements will be 
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inverted to form other shapes with lower quality. The minimum element quality achieved 

from the numerical model is 3.056e-4, with an average quality of 0.6222. The mesh volume 

of the model is 0.68 km3, with an element volume ratio of 1.336e-9. In regard to growth rate, 

the maximum value obtained is 10.71, with an average rate of 2.084.  

 

 

Figure 7.11: Mesh quality plot for the triplet reservoir 

 

7.5.1 Reservoir initial and boundary conditions 

 

In this work, the initial temperature is given as )(/3812)(0 zkmCCzT  , where )(0 zT  

is the initial reservoir temperature at time zero, C12  is the assumed value of the surface 

temperature, kmC /38  is the geothermal gradient, and z  is the reservoir depth in 

kilometres. Also, the initial pressure is considered to be hydrostatic in the formation. As for 

the boundary conditions, a Dirichlet BC of 30°C is applied as the fluid injection temperature 

at injection wellbore GPK3, whereas for the hydraulic case, an injection pressure of 10 MPa 

is applied as the Dirichlet BC on the injection wellbore GPK3. Further, an underpressure 

Dirichlet BC of -10 MPa is employed on both the extraction wellbores GPK2 and GPK4, 

separately. All other boundaries are insulated during simulations. Table 7.1 above presents 

all the material and petrophysical properties employed for the analysis of both cases (i.e., 

doublet and triplet reservoirs), including geothermal reservoir conditions, fracture and fault 

conductivities, and matrix block thermal properties for a typical crystalline formation. The 
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material properties are similar to that of the doublet except this case where the injection 

fracture is shared by both production wellbores. A backwards difference formula is utilised 

in the solver to run the long-term simulation for 30 years. The method holds an advantage 

of reducing time steps because, in this study, it took only 51-time steps to simulate the 30-

year numerical experimentation. The physical memory consumed is 5790 MB, and the 

virtual memory is 6170 MB. 

 

7.5.2 Results  

 

The following subsections present and discuss key results from the simulations of the triplet 

geothermal reservoir using the triple porosity-permeability model. The presented results are 

divided into three different sets. The first group of results presents the effect of conductive 

and convective heat fluxes during the long-term operation of 30 years. In the second set, the 

temperature contour plots are presented to examine the effect of temperature changes in the 

reservoir. The last round of results presents the pressure variation at some selected points 

along the fracture-fault interface.  

 

7.5.2.1 Conductive and convective heat fluxes 

 

In this segment, the heat flux directions were compared for both conduction and convection 

at various simulation stages using the arrow lines. The objective of this comparison is to 

show how each transfer mechanism contributes to the general solution of the problem and 

also to confirm the inclusion of the coupled effect processes in the entire simulation. Figure 

7.12 shows the conductive heat flux direction after a one-year simulation time using the 

arrow lines. As can be observed, the arrow lines are pointing upwards in the reservoir 

volume, except at the injection point, and the upward direction indicates the heat flux 

direction. This shows that heat flow in the reservoir is from bottom to top because the lower 

region of the reservoir is hotter than the upper area. This effect is dominated within the rock 

matrix block and reservoir boundaries.  However, in the case of the convective heat flux 

after a one-year simulation, the arrow lines are either pointing downwards or to left or right 

side, as shown in Figure 7.13. As can be seen, the arrows are pointing downwards to the 

reservoir boundaries while indicating left or right to the fractures and faults boundaries and 

their surrounding regions because heat flow within these areas is predominantly convective. 
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Figure 7.12: Conductive heat flux direction (W/m2) after one-year of simulation 

 

Figure 7.13: Convective heat flux direction (W/m2) after one-year of simulation 

 

Figure 7.14 presents the conductive heat flux after 30 years' operation using the 

arrow lines. In this case, some of the arrows that have previously pointed upwards in the 

one-year simulation time have realigned or changed direction at some particular regions. 

The regions in which the arrows shifted or changed orientation have experienced 

temperature losses. Cold water fluid injection under high pressure influences the 

temperature differences in those areas that cause the rock matrix to reduce its heat content 

through leakages at the edges of the fractures or faults.  
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Figure 7.14: Conductive heat flux direction (W/m2) after 30 years of simulation 

 

Figure 7.15 shows the convective heat flux after 30 years' simulation employing the 

arrows as an indicator. As can be seen, the convective heat transport has dominated the 

fractures and faults as a result of forced circulation of fluid through these media from the 

injection wellbore to extraction wellbore in order to generate energy. As the simulation 

continues the rate of the convective heat transfer continues to decline with time because 

initially after the one-year operation the maximum heat flux is approximately equal to 65 

W/m2 and at the end of the 30-years simulation time convective heat flux drops to about 47 

W/m2. Besides, it is also evident from Figure 7.15 that the arrows are pointing towards the 

production wellbores that is either left or right in most cases, which makes it more different 

from the scenario of the conductive heat transfer. 

 

 

Figure 7.15: Convective heat flux direction (W/m2) after 30 years of simulation 
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7.5.2.2 Coupled effect of temperature contour plots on the reservoir surfaces   

 

Figure 7.16 shows the temperature contour plots after one year of operation within the 

reservoir under the coupled effect of both the conduction and convection heat transfer 

mechanisms. As can be observed from the temperature contour plot, there are some regions 

with a lower temperature while other areas have higher values such as the main fracture 

attached to the injection wellbore. The reason for this is that the fracture is of higher 

permeability than the matrix block, and therefore, fluid is transported via the fractured 

medium. Therefore, the cold fluid injection will have more of an effect on the fracture, as it 

is the main medium of communication between the injector and the producer. However, in 

this model, another medium is involved, which is the fault plane that serves as a mediator 

between the two. The lowest temperature observed at that region is approximately 61°C. 

Figure 7.17 presents the temperature contour plots after 30 years of simulation. As seen, 

after the operation continues, the cold-water region propagates and evolves on the fracture 

surface towards the adjacent fault planes due to their permeability properties. This medium 

is also linked to fracture, which is further connected to the producer. In this case, the lowest 

temperature observed is at the injection point, which is almost equal to the fluid injection 

temperature. Nevertheless, this does not show that the heat content of the reservoir cannot 

be further exploited; it is only a sign of decline within some sections of the reservoir that 

will be affected by the future exploitation. 

 

 

Figure 7.16: Temperature contour plot for the surfaces after one-year of simulation 
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Figure 7.17: Temperature contour plot for the surfaces after 30-years of simulation 

 

7.5.2.3 Fracture-fault fluid pressure at interface in the process of geothermal 

exploitation 

 

Figure 7.18 shows the fluid pressure profile at observation points A and B (i.e., regarding 

Figure 7.10) during a long-term geothermal exploitation of 30 years. As can be seen, the 

fluid pressure rapidly increases throughout the operational stages. For instance, at point A, 

the initial pressure at time 0 is 48.1 MPa, and as the simulation continues, the fluid pressure 

increases to a maximum value of about 52.7 MPa at 30 years of operation. At point A, the 

change in pressure over time corresponds to a percentage increment in fluid pressure of 

9.1%.  

 

Figure 7.18 also presents the fluid pressure at point B using the same operation 

scenario as at point A. In this case, the initial fluid pressure at time 0 is 49.6 MPa, which is 

higher than in the previous case of point A because of the difference in the positioning of 

the points and the hydrostatic assumption of the pressure in the media. After 30 years of 

operation, the fluid pressure at point B increases to 53.3 MPa, but a maximum value of 53.4 

MPa is achieved at 28.3 years. The reason for the variation of pressure towards the end of 

the profile could be due to gradient effect at the tip of the interface point. In this case, the 

percentage increase in fluid pressure with time is 7.5%, which is 1.6% less than the scenario 

at point A.   
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Figure 7.18: Pressure profile at observation points A and B 

 

Furthermore, in both cases, at the early stages of the operation, the fluid pressure 

drastically fluctuates and then begins to increase up to the final exploitation period of 30 

years where the ultimate maximum values are reached. Thus, the simulation results show 

that the fluid pressure of the fracture-fault pores increases with time, assuming that the 

fracture aperture remains constant throughout the operation. 

 

7.6 Discussions 

 

The successful implementation of the TPP model of deep geothermal reservoirs provides 

new insight on energy mining in complex geological formations. The approach facilitates 

integration of the different parts of multiple pore media. The contribution of each of the 

mediums in the naturally fractured-faulted system is implemented and addressed 

appropriately and accurately based on an existing geothermal field data of the Soultz 

(France). For instance, the fault plane serves as the fluid and heat pathway to both the 

injector and the producer by acceptance and delivery from the fractures connected to it. The 

proposed model can generate real-time exploitation using the long-term simulation 

forecasting of the system behaviour.  

 

In the numerical case studies performed for both the doublet and triplet systems, it 

is evident that the reservoir pressure at the fracture-fault interface and observation points A 
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and B changes as the geothermal exploitation progresses. The pressure variations in the 

reservoir are a measure of the system performance regarding the productivity and injectivity 

indices. However, in real-life cases, the pressure is measured at the wellhead (i.e., at the 

surface) and is therefore affected by the transient characteristic of the fluid column in the 

wellbore. Thus, in the case where transients, such as temperature variations of the injected 

or produced fluid in the column, cannot be ignored, then the wellhead pressures must be 

corrected to compute reservoir pressures. Most importantly, the fluid density in the current 

model is a temperature dependent parameter; therefore, as the temperature changes in the 

reservoir due to the cold fluid injection under high pressure, it causes variations in the 

density of the fluid column and, as a result, leads to transient buoyancy effects. 

 

The process of fluid and heat transport mechanism in a complex network of fractures 

and faults is complicated phenomena in which the final distribution of thermal energy 

depends on a series of factors, such as fault and fracture geometry, orientation, size, injection 

rate, and injection-fluid rheology. In reality, only a fraction of the fault and fracture network 

in the formation are active, and the effective activeness volume may play a dominant role in 

determining long-term productivity performance. Presenting a comprehensive evaluation 

from the economic point of view of the TPP method is out of the scope of this thesis. 

Nevertheless, the model can still assess the feasibility of energy mining in complex 

formations by examining the parameters needed for thermal exploitation and the 

corresponding extra-energy output. 

 

The results presented in this study demonstrate that if the efficiency of the heat 

transfer process can be improved to open a significant amount of fluid pathways and enhance 

the overall flow capacity during the initial stage of the energy mining, then the ultimate 

recovery during the economic lifetime of the reservoir can be substantially enhanced. On 

the basis of the simulation results obtained from the previous sections, the net extra 

temperature produced within the fault plane through numerical modelling as shown in 

Figures 7.5, 7.6, and 7.7 can be used to estimate the amount of energy to be mined in the 

reservoir, which is because the fault plane transports the heat energy to the production 

wellbore via the fracture. From the results of case study two, where two producers are 

employed, it can be observed that the net recovery of extra pressure increases as the 

simulation continues, regardless of the matrix block permeability. In absolute terms, more 
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net extra temperature can be produced when permeability is higher, but in percentage terms 

(compared with the scenario where the triple porosity-permeability model is not applied), 

the TPP model seems efficient even when the permeability is lower. The results indicate 

much more extra temperature produced when heat transfer efficiency is improved, even 

within 30 years of thermal exploitation. It also shows that a longer operation time leads to 

more net recovery of extra heat in absolute terms but results in less extraction of additional 

temperature by percentage due to a cooling effect as shown in Figure 7.17. 

 

From the results and analyses, it can be concluded that the TPP model has great 

potential to significantly improve geothermal reservoir ultimate recovery prediction by 

allowing the inclusion of other pore media effects to increase the overall flow capacity of 

the formation. However, the effectiveness of the TPP model on ultimate recovery largely 

depends on how much time it takes to create a communication between the injector and the 

producer. Because the creation of the connection has compound effects on the coupled 

underlying physics, the effects are cumulative. The sooner the link between the wellbores, 

the better the temperature at the outlet, and the longer the lifetime of the reservoir. As a 

result, the effectiveness of the energy mining can be enhanced significantly. 

 

7.7 Summary 

 

This chapter proposed a modelling-based approach of a triple porosity-permeability 

technique for a deep geothermal reservoir with multiple pore media. Two numerical models 

of geothermal reservoirs (i.e., doublet and triplet) are developed using a computationally 

efficient finite element method for coupled transient fluid and heat transport in a fully 

saturated porous media. The fluid and heat interaction among the fractures, faults, matrix, 

and wellbore components are explicitly incorporated in the numerical model, enabling the 

conversion of the spatial discretisation from 3-D to 1-D and making the model flexible to 

adopt the different scales.   

 

Several results are obtained and analysed in-depth, such as the behaviour of the 

fracture-fault interface, the fault surface, and many others under the long-term operation of 

30 years. The outcomes are to be interesting and promising because the model can set a 

foundation for future research efforts in modelling complex geological formations. 
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As a result of the computational capability and precision, the proposed numerical 

model provides the means for more insight into modelling naturally fractured-faulted 

reservoirs with multiple pore media that might assist in improving the approaches used for 

capturing realistic reservoir behaviour in the long-term.  
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Chapter eight – Conclusions and recommendations for future work 

 

8.1 Introduction 

 

This chapter presents the conclusions of the completed research conducted in this thesis 

based on the research questions presented in Chapter 1. It also discusses the achievements 

made on the current research and outline directions for the future work.  

 

8.2 Conclusions 

 

This section provides a comprehensive set of conclusions for the thesis based on the 

individual contributions of each of the chapters presented.  

 

8.2.1 Review of existing models  

 

An extensive literature review (Chapter 2) was conducted on HDR geothermal energy, 

which provided the required background knowledge for this thesis in respect of the 

fundamental understanding of theories, conceptual models, modelling approaches and the 

coupled processes. The contributions of the review to this thesis include the compilation of 

literature about the origin of HDR geothermal energy, detailed analyses of different 

modelling approaches and techniques resulting from the previous and current literature, 

highlights on coupled processes needed in subsurface modelling, and a brief introduction to 

porosity and permeability models. As part of the review, modelling was chosen as the sole 

focus of concern, as it provides more significant means of improving geothermal utilisation 

across the globe. The critical factors required in modelling HDR geothermal energy were 

identified, and their limitations mentioned.  

 

8.2.2 FE formulation and solutions  

 

In this thesis, equations were derived based on the conservation laws of mass, energy and 

momentum. Then, by that, the framework of the FEM for coupled thermo-hydraulic 

processes in naturally fractured geothermal reservoirs was developed and implemented 

(Chapter 3). The developed FEM model takes into account fully saturated porous media 
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connected to a fault system or discrete fractures, which operate concurrently together. The 

main contribution, in this case, was the development of the FE model that supports 

intersected and multiple fractures in 2-D space, which allows interaction with its 

surrounding media (matrix block, faults or reservoir boundaries). The fluid and heat 

transport processes behave like interacted multiple domain systems between the porous 

media and the fractures or faults domain. The field variables such as pressure and 

temperature were assumed to be continuous over the domains of all the structures (i.e. matrix 

block, fractures and faults) present in the model. The superposition of equations for the 

systems enables the model to solve them as a single algebraic system.   

 

8.2.3 FE model verification and validation   

 

The FE model developed was extensively verified and validated against well-established 

analytical solutions and field experimental measurements. The results obtained confirmed 

the reliability and robustness of the model in modelling deep HDR geothermal reservoirs 

and other related subsurface technologies. Therefore, the developed model has achieved its 

intended purpose since it can be applied to solve complex problems in deep subsurface 

media that are relevant to coupled TH processes.  

 

8.2.4 Numerical modelling of a field case study 

 

The successful execution of the verification and validation studies on the model has qualified 

the modelling of a field case study for testing of the model efficiency and prediction 

capability. The field case study chosen in this thesis is the Soultz geothermal system due to 

the wide availability of literature and its practicability. A 3-D numerical model of the Soultz 

lower reservoir was developed and simulated to test its long-term performance behaviour 

during 60 years of exploitation. Before conducting the simulation, issues associated with 

meshing were first encountered due to its practical implication in achieving a reliable FE 

solution. The major problem faced by many geothermal simulators is the inability to run the 

mesh conformity between the different scales encountered in the media. For example, 

regarding the dimensional scale difference between the wellbore and the reservoir matrix 

block, the former dimension scale is in millimetres while the latter is in kilometres. Thus, 

this work had succeeded in solving this problem efficiently as discussed in Chapters 5, 6 and 
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7, which is a significant contribution in modelling deep subsurface media. After 

implementing the mesh, a long-term simulation over 60 years was performed to forecast the 

performance behaviour of the reservoir during exploitation by employing factor 

experimentation design for the sensitivity analyses. The outcomes achieved from the field 

case study will contribute significantly to parameter control during real-life operations. 

 

8.2.5 Numerical modelling of geothermal reservoirs with feedback interaction 

 

The contribution of this thesis is the development of a new approach that allows the fluid 

transport to take place through a matrix before flowing through the fractures or vice versa, 

which is a new approach that is flexible in handling different scenarios encountered in 

subsurface media. The reason for this development is that the previous models relied on the 

principles that the fluid pathway must come from the fracture before moving into the matrix 

block, but some field experiments had contradicted this hypothesis; for example, the Soultz 

geothermal plant, as explained in Chapter 6. As a result of that, in this research, a 3-D 

numerical model of a deep heterogeneous geothermal reservoir was developed to study the 

effect of such events over the long-term performance of 30 years using parametric studies. 

Critical parameters that can be controlled were analysed under different operational 

scenarios to check the productivity of the system and its performance during the intended 

reservoir lifespan. The results obtained provided in-depth information on heat and fluid 

transport in deep HDR geothermal systems and energy mining in particular. It is of 

significant interest to the geothermal community, especially stakeholders and reservoir 

engineers, in further enhancing the growth of the field.   

 

8.2.6 Numerical modelling of geothermal systems with multiple pore media 

 

The application of multiple pore media in modelling deep geothermal systems is one of the 

outstanding issues from the advent of geothermal technology; however, in this research, the 

multiple pore media model was implemented using the triple porosity-permeability 

approach. The implementation of the model in the FE solver in 3-D space has made it one 

of the unique contribution in the field based on the author’s knowledge. As a result of the 

successful implementation, several problems were modelled and analysed in-depth. The 

interaction of the fault system with fractures was part of the particular problems that require 
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broad investigation to understand its impact on energy mining.  The numerical models 

developed in this case were grouped into two: the first set dealt with a doublet geothermal 

system while the second category studied a triplet system. In both cases, detailed analyses 

were conducted, and the influence of the different pore media upon energy mining, 

particularly the temperature variation during exploitation, was examined. In the end, the 

outcomes achieved in the development of a new technique in modelling deep geothermal 

systems will possible open a new chapter in the field of computational modelling of 

subsurface technology. 

 

8.2.7 Concluding statement 

 

In this thesis, a new model is developed for the analyses of HDR geothermal energy in 

complex geological formations. The model is capable of modelling transient coupled 

thermo-hydraulic processes of geothermal systems and other related technologies. After 

conducting an extensive verification and validation studies on the FE model, the results 

confirm its accuracy and reliability in modelling HDR systems. Then, an existing field case 

study of HDR geothermal energy was implemented, and the long-term performance of the 

system over 60 years of exploitation was simulated. Also, sensitivity analyses were 

performed to determine which of the parameters affect energy productivity during 

exploitation. Furthermore, a new model of a heterogeneous geothermal reservoir that 

transmits fluid directly to the matrix block (i.e. instead of fractures) was developed, and the 

effect of human-controlled parameters on energy mining was analysed. In the end, a new 

HDR geothermal reservoir model with multiple pore media (i.e. matrix block, fractures and 

faults) was implemented using the triple porosity-permeability approach to determine the 

contribution of multiple pore media, in particular, the fracture-fault interface to overall 

reservoir performance. The outcomes obtained were promising and may well open a new 

chapter in the field of  HDR geothermal energy.    

 

8.3 Recommendations for future work 

 

This thesis has addressed the application of a coupled modelling approach in predicting the 

long-term performance of an HDR geothermal system. Based on the results and findings 
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accomplished, there are some suggestions needed to be addressed in future research due to 

the model limitations. The recommendations are presented in the following subsections. 

 

8.3.1 Development of mini-scale experiment to further validate the model 

 

The development of mini-scale experiment is necessary to confirm the validity of the 

developed model further, although experimental validations were already performed, this 

will further help to improve the results obtained in the current model. The reason for this 

suggestion is the application of a full-scale experiment is costly and the limitation of the 

current technology in capturing the significant data needed during exploration/exploitation. 

Therefore, the mini-scale experiment will provide some fundamental insight on how this 

complex system works and contributes to further improvements of the model.    

 

8.3.2 Implementation of mechanical and chemical processes 

 

The implementation of a fully coupled model that incorporates the mechanical and chemical 

processes, in addition to the thermal and hydraulic processes already developed in this thesis, 

is critical for the deeper understanding of the effects of the other physics on the long-term 

performance of HDR systems. The mechanical process provides information on changes in 

the course of fluid injection and the heat transport during reservoir exploration/exploitation 

that results in the deformation and contraction of the porous medium and the fractures 

encountered in the subsurface. On the other hand, the chemical process shows the effect of 

the operations on the existing chemical found in the media including calcite and amorphous 

silicate, which precipitate and deposit as a result of the injection, temperature changes and 

the stress variation in the media. The resulting effect will be a complete blockage of the 

wellbores and the fluid pathways, especially the fractures. Thus, a more robust model that 

will capture the complete interaction processes in a multiphysics context is necessary for 

further understanding of HDR renewable energy in the broader perspective.  

 

8.3.3 Implementation of fracture propagation models 

 

In geothermal exploitation, fractures play a vital role in providing pathways for fluid flow 

and heat exchange. The fractures in subsurface media propagate at the direction of the minor 
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principal stress based on the Anderson Fault classification. The propagation occurs when 

the pressure applied (injection pressure) is higher than the less principal stress. The 

implementation of this process in a geothermal simulator is crucial in understanding the 

extent of the propagation during operation to further enhance energy mining. The fractures 

open when subjected to higher pressure with little thermal stresses; on the other hand, the 

fractures close whenever the pressure is reduced or other fractures open that are more 

extensive than the initial ones with higher thermal stresses. The opening and closing 

processes of the fractures affect the propagation rate and reservoir productivity. 

Furthermore, experimental works are also essential when developing a fracture propagation 

model to provide an accurate representation of the conceptual and mathematical assumption 

of the model proper.  

 

8.3.4 Incorporation of non-Darcian flow  

 

The application of non-Darcian flow, especially to the fracture surfaces, is a critical research 

area that requires further investigation for more in-depth insight on flow pattern in 

subsurface technology, in particular, the HDR systems. The roughness of the fracture surface 

will yield a turbulent flow within its vicinity, and that may likely affect the outcome of the 

computational results in either overestimating or underestimating the flow intensity. 

Therefore, it is necessary to extend the available mathematical or empirical models to take 

into account the effect of the fracture flow to overall HDR system performance.     

 

8.3.5 Development of multi-phase flow models 

 

The development of a partially saturated media model that allows a two-phase flow in HDR 

systems is significant in estimating the rates of steam and water produced by a geothermal 

facility. The injection of cold fluid into the reservoir under higher pressure forms a contact 

that allows the fluid to flow back through the wellbore; as the injection process continues, 

the cold fluid in the wellbore rises when it starts to lose pressure. Then, the fluid will 

eventually begin to boil, and this leads to a steam-water two-phase flow. Mathematical 

formulations of the problem are required to understand how this process evolves under a 

long-term exploitation of the HDR systems.  
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8.3.6 Development of realistic 3-D model of reservoirs 

 

Realistic HDR models are needed for further justification of the available computational 

models of geothermal systems. In this regard, the primary concern is the number of degrees 

of freedom (DOF) that will be dealt with, which may sometimes result in 100-million DOFS, 

and the computational power to solve such a problem will be too expensive. Therefore, more 

robust modelling techniques are required to address this shortcoming with the help of 

parallel computing. A numerical model developed using the realistic approach gives a real-

life representation of the HDR systems. The understanding of interface connectivity between 

the fractures is a very critical research area that will provide a further breakthrough in 

computational methods; this is because the fractures will overlap and each of the elements 

has to be treated separately before obtaining a reliable solution. As a result of that, the 

development of more dynamic meshing techniques is necessary for improving the solution 

efficiency of realistic HDR models.  
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Appendices 

 

Appendix one: Numerical implementation of the FE model 

 

1.A.1 Implementation of the FE model 

 

The FE model developed is nonlinear in space and time. Therefore, the system of the coupled 

equations is solved through LiveLink simulation. The procedure employed is shown in 

Figure 1.A.1 and summarised as follows: 

 

1. After creating the model geometry, the model is discritised into a set of 

representative elementary volume (REVs) using Gmsh.  

2. From the meshed file generated an algorithm is then developed in MATLAB 

that generates the element connectivity.   

3. The initial and boundary conditions for the thermal and hydraulic properties 

are then applied. 

4. The FE model performs a fully coupled simulation via LiveLink in 

COMSOL, and the pressure and temperature fields for each of the REVs are 

obtained. 

5. The mesh convergence is checked based on the outcomes of the field 

variables (i.e. pressure and temperature), and if the results converge, then, the 

next time step is added. On the other hand, if it does not converge the mesh 

will be refined until convergence is reached. 

6. If the convergence criterion in equation (3.81) is satisfied, then the solution 

returns to step 4, alternatively steps 1-5 are repeated.  
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Figure 1.A.1: Procedure for the numerical implementation of the FE model 
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Appendix two: Analytical solution for heat transfer in porous medium 

 

2.A.1 Heat transport in porous medium 

 

The mass conservation equation of fluid flow in porous medium (Kolditz et al., 2016) can 

be reduced to a Laplacian equation of flow as 

02  QP            (2.A.1) 

where P  is the pressure and Q  is the injection flow rate, which gives a uniform velocity 

xv  along the x-axis. Hence, to couple the fluid flow equation with a heat transport, Faust 

and Mercer (1979a) describe a linear flow of hot incompressible fluid through a porous 

medium by the following equation:  
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in which T is the normalised temperature, and is equivalent to )()( 00 TTTT inj  , where 

injT  and 0T  are the injection and initial temperature, respectively. The parameter H  is the 

formation thickness, and   is the effective thermal conductivity, which is given as 

LSSS  )1(  . The properties PC  is the effective density and heat capacity, and is 
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The generalised analytical solution of the above equations is given by Avdonin 

(1964) (Faust and Mercer, 1979a) as: 
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where the unknown parameters are defined below as 
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Appendix three: Analytical solutions for the heat transport in fractures 

 

3.A.1 Heat transfer in a fracture 

 

Ogata and Banks (1961) developed an analytical solution capable of modelling 1-D transport 

processes driven by advection and diffusion, which is expressed as 
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where T  is the temperature at the location x  at time t , injT  is the injection temperature, 

and is the diffusivity coefficient which is expressed as 
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
            (3.4.2) 

Equation (3.A.1) above can also be written in terms of dimensionless parameters as 
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Appendix four: Fluid transport in triple porosity-permeability media  

 

4.A.1 The transient flow of mass in triple porosity-permeability media 

 

In this case, the three different media share the same equation in general, with different flow 

patterns via the velocity term and the mass source term (Bear, 1993), and the equation is 

given as:  
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The sub index j  represents transport in the matrix )(m , in the fracture )( f  and in the fault 

)(F , respectively. The variables L  is the fluid density, jS  is the linearised storage, jP  is 

the fluid pressure, jv  is Darcy’s velocity, jQm  is the source/sink term, and j  is the 

permeability. Also, the fracture/fault permeability can be expressed as  
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However, the fracture and fault’s mass source term are calculated by adding the mass 

flow rate per unit surface from the side walls of the fracture and fault, which can be 

expressed as 
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Appendix five: Heat transport in triple porosity-permeability media 

 

5.A.1 The transient flow of heat in triple porosity-permeability media 

 

The governing equations are coupled via the fluid velocity in Darcy's equation and by the 

boundary conditions at the interfaces of the various media. For this model the equations are 

given as 
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The variables   and PC  (i.e. PC ) are the effective densities and specific heat capacities, 

respectively, jT  is the temperature, jq  is the heat flux density, and t  is time. Parameters 

SPC ,  and LPC ,  corresponds specific heat capacity of solid and fluid, S  is the solid density, 

jQ  is the heat source/sink term, j  is the effective thermal conductivities, S  is the solid 

porosity, and S  and L are solid and fluid thermal conductivities, respectively. 
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