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Monitoring and predicting tool wear is an important issue in dynamic process control under changing conditions, especially for machining large-
sized difficult-to-cut materials used in airplanes. Existing tool wear monitoring and prediction methods are mainly based on given cutting 
conditions over a period of time. This paper presents a novel method for accurately predicting tool wear under varying cutting conditions based 
on a proposed new meta-learning model which can be easily trained, updated and adapted to new machining tasks of different cutting conditions. 
Experiments proved a substantial improvement in the accuracy of predicting tool wear compared with existing deep learning methods. 
 
Condition monitoring, Process control, Meta-learning  

 

1. Introduction 

With the advances in aviation industry, more difficult-to-cut 
materials such as titanium alloys and nickel-based super-alloys are 
used in aircrafts. Cutting tool wear is a serious problem in 
manufacturing such materials, because it has significant impact on 
the surface texture and precision of machined parts [1]. In practice, 
tools are changed more often than necessary because of the 
unknown state of actual tool wear. As reported by [2] and [3], over 
40 cutting tools were needed to complete the milling of a nickel-
based super-alloy part while only 50%~80% of tool life was 
actually used. On the other hand, in some complex cutting 
conditions such as corner milling, tool wear is more severe and tool 
life is shorter than expected, which may affect machining quality or 
even cause part failure. Therefore, accurately monitoring and 
predicting tool wear stage (initial, gradual or failure wear stage) 
remaining tool life in real-life complex and changing cutting 
conditions is important to ensure machining quality and 
significantly increase the usage of tool life (thus reducing costs). 
Previous researchers using analytical and numerical modeling 

methods to predict tool wear made assumptions and 
approximations to simplify the complexity of machining process 
[4], which had limitations and inaccuracies. To improve the above 
methods, researchers attempted to make use of real-time 
monitoring data, such as sensor signals of cutting force, power and 
current that were closely related to tool wear, and developed data-
driven methods for predicting tool wear [5]. The method reported 
in [6] could predict the stage of tool wear under stable cutting 
conditions by acquiring real-time monitoring data and extracting 
cutting force coefficients which were not sensitive to cutting 
conditions. However, the method has limitations in accurately 
predicting actual tool wear under changing cutting conditions. 
Some researchers attempted to establish the relationships 

between sensor signals and tool wear in their methods based on 
machine learning, such as artificial neural network and support 
vector machine [7]. However, these methods had limitations in 
representing complex relationships, and can only predict the stage 
of tool wear (not the actual tool wear). To overcome the above 
limitations, deep learning was considered to establish the complex 
relationships between sensor signals and actual tool wear by its 

multi-layer representation [8, 9]. However, the main challenge in 
their methods is that a large number of samples of monitoring 
signals and corresponding tool wear are required to train the deep 
learning model for tool wear prediction under each given cutting 
condition over a period of time. In practice, cutting condition 
changes when any of the following factors change: workpiece 
(material, geometry, technical property), cutting tool (type, 
material, geometry and cutting edge), and cutting parameters 
(feed per tooth, spindle speed, cutting depth and width). Therefore, 
it is impossible to collect enough samples of data to train the deep 
leaning model corresponding to each of the almost unlimited 
number of cutting conditions. This paper presents a novel meta-
learning (or learning to learn) method, which would significantly 
improve previously methods in predicting actual tool wear under 
varying cutting conditions. 

2. The proposed tool wear prediction method based on meta-

learning 

2.1 The overall idea of the proposed meta-learning method 

The aim of the meta-learning method is to train a model on a 
variety of learning tasks, so that it can solve new learning tasks 
using only a small number of training samples, i.e., it has the ability 
of learning to learn [10, 11]. The overall idea of the proposed meta-
learning method is illustrated in Fig.1. A base-model is a fully 
connected neural network (FCNN) to predict tool wear under a 
specific cutting condition. Model-agnostic meta-learning (MAML) 
is used to update the parameters of the fully connected neural 
network to adapt different cutting conditions.  
MAML can learn how the parameters are updated in different 

cutting conditions, and then quickly adapt the parameters of FCNN 
in a new cutting condition with very small number of training 
samples. For a given tool wear monitoring and prediction model, 
meta-learning method can learn how the model learns the 
correlation with tool wear and monitoring signals, which reflects 
the essential correlation of monitoring signals and tool wear. At the 
top of Fig.1, base-model t is the tool wear monitoring and 
predicting model under a specific cutting condition t. The gradient 
of loss function (∇𝐿) is calculated to update the meta-parameter 𝜽 
during training the base-models. 
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Fig. 1 Tool wear monitoring and prediction under varying cutting 
conditions based on meta-learning 

After the meta-learning model is successfully trained, the model 
can be easily fine-tuned to obtain a 𝜃𝑛𝑒𝑤with a very small number 
of samples or even just one sample so as to adapt to the new cutting 
condition. MAML is used as training approach of the meta-learning 
model [12], and a FCNN is used as the base-model of MAML, where 
the cutting tool wear rule can be implicitly learned. In order to 
further reduce the influence of cutting conditions and the 
reliability on the number of samples, the monitoring signals 
(cutting force, power and current) are preprocessed with an 
entropy weight-grey correlation analysis approach, where the 
signal features which are relatively more sensitive to tool wear 
while less sensitive to cutting conditions are selected as the input 
of the meta-learning model. Compared with existing signal 
processing methods [8, 9], the proposed method can significantly 
reduce the required input dimensional and sample numbers for 
meta-learning and improve the accuracy of tool wear prediction. 

2.2 MAML modelling for tool wear prediction 

Tool wear and cutting conditions have coupling effects on 
monitoring signals, resulting in the difficulty in predicting tool 
wear under varying cutting conditions. The mechanism of meta-
learning is learning to learn, which can be quickly adapted to new 
machining tasks after being trained by different machining tasks.  
The adaption and learning ability are similar to human intelligence. 
The main advantage of meta-learning is to train the parameters of 
a meta-learning model during a meta-learning phase on a set of 
machining tasks so that a small number of gradient steps, or even 
one single gradient step, can produce good results for a new task. 
It can be viewed as establishing a general representation broadly 
adaptable to different tasks. 
A base-model is built and denoted as f for convenience, which 

maps the signal feature input 𝒙 to the tool wear output 𝒂. Each task 
𝑇𝑖   corresponds to a machining task under a specific cutting 
condition. There is no assumption on the form of the meta-learning 
model in MAML. The meta-learning model is parametrized by the 
meta-parameter 𝜽 . A different base-model parameter 𝜽𝑖

′  under 
different cutting condition is calculated by gradient descent: 

 𝜽𝑖
′ = 𝜽 − 𝛼∇𝜽𝐿𝑇𝑖

(𝑓𝜽)                                        (1) 

where the learning rate 𝛼 is fixed as a hyper-parameter, L is the loss 
function of mean-squared error (MSE). 𝜽 is trained by optimizing 
for the performance of 𝑓𝜽𝑖

′ . The meta-objective is: 

min
𝜽

∑ 𝐿𝑇𝑖
(𝑓𝜽𝑖

′)𝑇𝑖~𝑝(𝑇) = ∑ 𝐿𝑇𝑖
(𝑓𝜽−𝛼∇𝜽𝐿𝑇𝑖

(𝑓𝜽))𝑇𝑖~𝑝(𝑇)          (2) 

The meta-optimization is performed over 𝜽 , whereas the 
objective is computed using updated 𝜽𝑖

′ . In fact, the meta-learning 
model aims to optimize the base-model parameters such that a 
small number of gradient steps can produce accurate tool wear 
prediction under a new cutting condition. 𝜽  is updated by 
stochastic gradient descent (SGD) as: 

𝜽 ← 𝜽 − 𝛽∇𝜽 ∑ 𝐿𝑇𝑖
(𝑓𝜽𝑖

′)𝑇𝑖~𝑝(𝑇)                     (3) 

where 𝛽 is the meta-learning rate. This step is essential for meta-
learning, where the meta-parameter 𝜽 is optimized by learning the 
optimization process of the base-model parameter 𝜽𝑖

′ . When it is 
adapted to a new task 𝑇𝑛𝑒𝑤 with a new cutting condition, 𝜽 is fine-
tuned to 𝜽𝑛𝑒𝑤

 , which is updated as: 
𝜽𝑛𝑒𝑤

 = 𝜽 − 𝛼∇𝜽𝐿𝑇𝑛𝑒𝑤
(𝑓𝜽)                          (4) 

The samples for fine-tuning can be obtained in the beginning of 
a new machining task (under the new cutting condition), which are 
the tool wear values referred as label values. For the base-model in 
Fig. 1, a FCNN consisting of 4 layers is used to learn the abstract 
representation of input signal features. The input layer is the signal 
features selected based on entropy weight-grey correlation 
analysis and then two fully connected layers (20 × 20 ) are 
established. The output layer is a single unit to predict the current 
tool wear. Each base-model is trained under a specific cutting 
condition. The set of parameters of the base-model i can be 
represented by the base-parameter 𝜽𝑖

′ . 

3 Signal feature extraction and selection  

3.1 Signal feature extraction based on statistical analysis and deep 
belief network 

Tool wear can be reflected in the monitoring signals during 
machining, such as cutting force, power and current. Acquired 
signals need to be processed and analyzed to obtain features 
sensitive to tool wear. Features extracted by statistical analysis are 
artificially designed so that expert knowledge can be included. 
Deep learning is an automatic feature extraction method which is 
independent of manual experience and could extract high-level 
abstract features containing implicit information [13]. Statistical 
analysis methods analyze signals in terms of time domain, 
frequency domain and time-frequency domain. Features extracted 
in the time domain include mean, mean square, variance, peak 
coefficient and kurtosis coefficient. Features extracted in the 
frequency domain include mean square frequency, gravity center 
frequency and Empirical Mode Decomposition (EMD). Features 
extracted in the time-frequency domain include wavelet analysis 
and Fourier analysis. 
Deep belief network (DBN) is capable of revealing deep patterns 

embedded in raw monitoring signals using densely connected 
restricted Boltzmann machines (RBMs) [14]. After training a RBM, 
the visible units, i.e., the original signals collected by sensors in a 
period of time, can be accurately reconstructed by the hidden units, 
which means that the original signals are precisely represented in 
a different dimension space without any information loss. The 
output of DBN can be taken as the features of the original signals 
extracted automatically. In order to reduce the computational cost 
and the number of required samples (monitoring data) for the 
training of DBN, its variant, i.e., deep feature selection (Deep-FS) 
[15] has been adopted in this research. Deep-FS aims to find a set 
of inputs with useful information, whilst the sample data without 
useful information about the input data are removed by the 
generative property of RBM. The number of finally selected signal 
points are reduced which can reduce the complexity of the network. 

3.2 Signal feature selection based on entropy weight-grey 
correlation analysis method  

In order to further improve the ability of the tool wear 
monitoring and prediction model under varying cutting conditions, 
the signal features which are more sensitive to tool wear and less 
sensitive to cutting conditions are selected. Entropy weight-grey 

correlation analysis is used to evaluate the sensitivity of different 
features with tool wear and cutting condition comprehensively. 
Correlation analysis is used to determine the weighing of the 



relevance criterion of signal features with respect to tool wear and 
cutting conditions, represented as : 

𝜌𝑥𝑦 =
∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑛

𝑖=1

√∑ (𝑥𝑖−�̅�)2(𝑦𝑖−�̅�)2𝑛
𝑖=1

                                         (5) 

where 𝑥𝑖   stands for the extracted feature. 𝑦𝑖   stands for the 
corresponding tool wear value or cutting condition factors. �̅� and 

�̅� are the mean values, respectively. |𝜌𝑥𝑦| represents the indicator 

of the correlation between the feature and impacting factor (tool 
wear and cutting conditions). The indicators are represented as: 

𝐴 = [

𝜌11
 𝜌12

𝜌21 𝜌22

… 𝜌1𝑛

… 𝜌2𝑛

⋮ ⋮
𝜌𝑚1 𝜌𝑚2

⋱ ⋮
… 𝜌𝑚𝑛

]                                   (6) 

where 𝜌𝑚𝑛  represents the correlation between feature 𝐹𝑒𝑎𝑚  and 
influencing factor  𝐼𝐹𝑛  . The nth column represents correlation 
between each feature and tool wear. The first to (n-1)th columns 
represent correlation between each feature and each cutting 
condition. A reference indicator vector 𝝆0 = [0, 0, 0, … , 1]   is 
constructed. The ideal feature is when 𝜌𝑖𝑛  is closer to 1 and 
𝜌𝑖(1~𝑛−1) are closer to 0. The correlation coefficient, which 

represents the distance of extracted features and the ideal feature, 
is obtained as: 

𝜁𝑖(𝑗) =
min

𝑗
|𝜌0𝑗−𝜌𝑖𝑗|+0.5 max

𝑗
|𝜌0𝑗−𝜌𝑖𝑗|

|𝜌0𝑗−𝜌𝑖𝑗|+0.5 max
𝑗

|𝜌0𝑗−𝜌𝑖𝑗|
                          (7) 

The correlation sequence ri is calculated to rank the features by 
the rule of comprehensive indicators that are more sensitive to tool 
wear while less sensitive to cutting conditions, as below: 

𝑟𝑖 =
1

𝑛
∑ 𝑊𝑗𝜁𝑖(𝑗)𝑛

𝑗=1                                          (8) 

where 𝑊𝑗  is identified by entropy weight method. Generally, if the 

information entropy of a column is larger, it indicates more 
uncertainty in the column, which can be understood that the 
impacting factor (e.g., cutting depth) in the column has smaller 
impact on signal features, thus smaller weight should be given for 
the column. The information entropy of signal feature 𝐹𝑒𝑎𝑗   is 

expressed as: 

𝐸𝑗 =
1

ln 𝑚
∑

𝜌𝑖𝑗

∑ 𝜌𝑖𝑗
𝑚
𝑖=1

ln
𝜌𝑖𝑗

∑ 𝜌𝑖𝑗
𝑚
𝑖=1

𝑚
𝑖=1                          (9) 

The weight of feature  𝐹𝑒𝑎𝑗  is expressed as: 

𝑊𝑗 =
1−𝐸𝑗

∑ (1−𝐸𝑗)𝑗
                                                       (10) 

Consequently, the comprehensive indicator of each feature is 
obtained, and the top k features are selected, where k can be 
determined by experiments. Using the above method, signal 
features which are more sensitive to tool wear while less sensitive 
to cutting conditions can be abstracted and used as the input to the 
meta-learning model. 

4 Meta-learning model training and validation 

In order to train the proposed meta-learning model and validate 
its efficiency, 12 groups of machining experiments were designed 
with different cutting conditions, of which 8 groups were used for 
training base-models, and 4 groups were used for testing the 
adaptation to different cutting conditions. Part material used was 
titanium alloy and cutting tools used were high-speed steel end-
milling tool with radius 6mm and 8mm. The cutting parameters 
change in the range of: spindle speed (n: 400r/min-600r/min), 
feed per tooth (fz: 0.06mm/r-0.1 mm/r), and cutting depth (ap: 
1mm-3mm). The experiments were carried out on a DMG 80P 
machine tool, as shown in Fig.2 (a). The tool wear of each cutting 
tool ranged from 0.10mm to 0.40mm for each experiment and 
signal data were collected during the whole machining process 
(cutting force collected by SpikeT, current and power collected by 
OPCUA). The tool wear value labels were measured using a XK-
T600VT microscope (accuracy: 0.01mm), as shown in Fig.2 (b). 

 
Fig. 2 Experiment scene and tool wear measurement 

During machining, the cutting tool wear was measured by fixing 
the microscope on the machine tool table after a certain cutting 
distance (flank wear of tool blade, the value of VB, and the largest 
wear value of the blades were taken, as shown in the right side of 
Fig. 2(b)). Each measure process took about ten minutes, and 20 
days in total were used for the whole experiments. In order to 
obtain more labeled samples, each two near labeled samples of a 
cutting tool were discretized based on Fourier fitting algorithm, 
and 2916 labeled samples in total were obtained. 
After the data were collected, feature abstraction was performed. 

The ranks of monitoring signal features were calculated using 
entropy weight-grey correlation analysis method. Fig. 3 (a) shows 
the weights of evaluated factors (fz, n, ap, VB) which were 
determined according to the entropy weight method. Fig. 3(b) 
shows the comprehensive evaluation of the signal features by grey 
correlation analysis with the evaluated weights of Fig. 3(a). The top 
16 features (e.g., power spectrum skewness of current signal) with 
higher correlation coefficient value of ri of 176 initial features were 
selected as the input of meta-learning, which were relatively more 
sensitive to tool wear and less sensitive to cutting conditions. 
When training the meta-learning model, the learning rate 𝛼 was 

fixed as 0.001, and Adam was used as the meta-optimizer [16]. In 
the proposed method, the prediction error on test sets with 
different number (1, 3, and 5) of samples for adaptation to new 
cutting conditions were compared. In Table 1, it can be seen that, 
the prediction error decreased as the sample number increased. 
Actually, the prediction accuracy was good enough for engineering 
applications, even the model was updated by 1 sample. The tool 
wear monitoring performance of the proposed method was also 
compared with other typical deep learning methods such as (i) 
Long Short Term Memory (LSTM) model using unselected signal 
features without meta-learning, and (ii) LSTM model using 
selected signal features in this research but without meta-learning. 
The results presented in Fig.4 show that the prediction values of 
methods (i) and (ii) have more deviations from the real measured 
tool wear values than the proposed method of this paper.  
It can be seen that the proposed method, denoted by (iii) in Table 

1, is obviously better than the two typical deep learning methods 
(i) and (ii). The prediction error of LSTM model without selected 
features or meta-learning was above 0.07mm or 0.06mm (more 
than 3 times of the proposed method). And the prediction accuracy 
of method (ii) with signal feature selection is 0.01-0.02 higher than 
that of method (i), which shows the effectiveness of the signal 
selection approach.  

 
Fig. 3 The result of entropy weight-grey correlation analysis 



 
Fig. 4 Prediction results comparison  

Table 1 Comparison of tool wear prediction accuracy 

Method 
Prediction errors (mean absolute error)/mm 

Cond. 1* Cond. 2* Cond. 3* Cond. 4* 

(i) 0.07 0.09 0.08 0.08 

(ii) 0.06 0.07 0.07 0.06 

(iii) 

1 sample 0.03 0.03 0.05 0.03 

3 samples 0.02 0.03 0.04 0.02 

5 samples 0.01 0.02 0.03 0.02 

*Cond. 1: fz=0.1mm/r, n=400r/min, ap=3mm, tool radius (R) = 6mm;  
*Cond. 2: fz=0.09mm/r, n=450r/min, ap=2mm, R= 6mm;  
*Cond. 3: continuously changing cutting conditions with lines and corners, R= 6mm; 
*Cond. 4: fz=0.1mm/r, n=400r/min, ap=3mm, R= 8mm (A different cutting tool). 

In the experiment, 0.1mm tool wear took about 10 minutes of 
machining time, which means that the prediction error had a 
serious impact on the prediction of the remaining life of the tool. 
Both the meta-learning and signal feature selection methods 
improved the accuracy of tool wear prediction under different 
cutting parameters (including continuously changing cutting 
conditions) and cutting tools. The proposed method also had 
greater adaptation to new cutting conditions and achieved good 
results with a small number of samples or even just one sample. 
Fig.5 (a) is the training process of MAML, the algorithm is 

converging within 2.5e-4 after about 2500 epochs. In order to 
illustrate why meta-learning has a great performance on tool wear 
prediction, the weights of FC-layers of base-models’ parameters 
and meta-parameter have been studied using a t-distributed 
stochastic neighbor embedding (t-SNE) analysis method [17], 
which embeds a high-dimensional dataset into a low-dimensional 
space for visualization. As shown in Fig.5 (b), the distribution of 
weights in meta-parameter has high similarity with those in base-
models’ parameters under different cutting conditions. It 
demonstrates that the essential correlation of monitoring signals 
and tool wear are learned by meta-learning and the meta-
parameter could be fine-tuned by a small number of samples to 
adapt to new cutting conditions because of the similarity. 

 
Fig. 5 Training process of MAML and weights visualization  

5 Conclusions and further work 

Compared with existing methods which are based on given 
cutting conditions over a period of time, the proposed meta-
learning based method has significant advantages in both 
efficiency and accuracy for predicting tool wear in varying cutting 
conditions. When the meta-learning model is successfully trained, 
the model can be easily adapted to a new cutting condition with a 
very small number of samples or even one sample data under the 
new cutting condition. Special signal features are extracted and 
selected as the input of meta-learning model, which are relatively 
more sensitive to tool wear while less sensitive to cutting 
conditions. Experiments carried out in this research proved that 
the error of tool wear prediction can be reduced by over 3 times 
compared with existing typical deep learning methods reported by 
previous researchers. 
The method provides an important contribution in the general 

area of data-driven intelligent manufacturing, particularly in 
monitoring and controlling machining processes under dynamic 
and changing cutting conditions. With the further use of the meta-
learning model and learning process, the accuracy of tool wear 
monitoring and predicting could improve by self-evolution. The 
experiments were carried out using titanium alloys of aircraft 
structural parts. In future work, the meta-learning prediction 
model would be tested using different kinds of materials and 
different cutting tool types on different blades. 
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