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ABSTRACT

The development of pesticide resistance significantly affects the outcomes of pest control. A quantitative depiction of the effects of pesticide resistance development on integrated pest management (IPM) strategies and pest control outcomes is challenging. To address this problem, a discrete host-parasitoid model with pesticide resistance development and IPM strategies is proposed and analyzed. The threshold condition of pest eradication which reveals the relationship between the development of pest resistance and the rate of natural enemy releases is provided and analyzed, and the optimal rate for releasing natural enemies was obtained based on this threshold condition. Furthermore, in order to reduce adverse effects of the pesticide on natural enemies, the model has been extended to consider the spraying of pesticide and releases of natural enemies at different times. The effects of the dynamic complexity and different resistance development equations on the main results are also discussed.

1. Introduction

Integrated pest management (IPM) involves choosing appropriate tactics from a range of pest control techniques including biological, cultural and chemical methods to maintain the density of the pest population below the Economic Injury Level (EIL) [8, 41–43]. It is well known that single chemical control tactics are usually inefficient, because they may result in high rates of failure due to rapid evolution of pest resistance. If so, a combination of biological and chemical control tactics is often necessary for successful pest control. Thus, biological control, defined as the reduction of pest populations by natural enemies, is often a key component of an IPM strategy [10, 31] and typically requires impulsive perturbations such as augmentation of natural enemies. Augmentation involves the supplemental release of natural enemies at critical times of the season when insufficient reproduction of released natural enemies is likely to occur, allowing pest control to be achieved exclusively by the released individuals [13, 27].
Forecasting trends in density changes of a pest population is a key factor in pest control, which requires mathematical models. Hybrid models with both continuous and discrete equations (such as impulsive differential equations) have been widely used in IPM [16, 24, 27, 31, 34, 36–39]. In most of these studies, trends in pest population density changes were modelled with continuous mathematical models. In reality, many pests’ individual growth is not continuous, especially when pest generations do not overlap, so discrete models are more appropriate for modelling trends in such pest population densities. Note that a discrete model with an IPM strategy was first proposed by Tang et al. [35], in which a classical host-parasitoid model was employed and analyzed. In particular, both chemical control and biological control were applied at certain generations with proportional reductions in the density of the pest population and a constant release rate of natural enemies. The effects of IPM on the dynamics of a discrete model and on pest control were studied.

Chemical control is one of the main tactics in IPM. However, with long term and high frequency use of chemical pesticides, pests have developed strong resistance to some pesticides. Studies have shown that more than 500 species of pests have now developed resistance to certain pesticides [9, 11, 15, 40], leading to outbreaks or resurgence of pests and increased crop losses. Farmers in the USA lost 7% of their crops to pests in the 1940s, while since the 1980s, the percentage lost has increased to 13%, even though more pesticides were being used [11, 14, 32]. Therefore, how to fight the development of pest resistance is an important problem in pest control. Some principles are suggested to defeat the evolution of pest resistance including pesticide rotation or switching, avoiding unnecessary pesticide applications, using non-chemical control techniques [7, 19, 21], and leaving untreated refuges where susceptible pests can survive [22].

Combining population dynamics with genetics, May and Dobson modelled the evolution of pest resistance [25]. Considering the effects of the frequency and the dosages of pesticide applications on the evolution of pesticide resistance, the simplest single species model with evolution of pesticide resistance has been proposed and analyzed by Liang et al. [21], who used different threshold levels for three different switching strategies to counter the evolution of pest resistance. Moreover, optimal switching times and optimal switching strategies were discussed in detail, and some important issues related to pest control and resistance management methods were addressed [21]. Unfortunately, the effects of biological control on those optimal strategies, which could significantly affect the evolution of pesticide resistance and pest control [8, 18, 20, 29, 41–43], were not investigated in that study. As mentioned above, biological control together with chemical control should be more effective when using IPM strategies. The combined use of Abamectin and Encarsia formosa Gahan (Hymenoptera: Aphelinidae) against the greenhouse whitefly, Trialeurodes vaporariorum Westwood (Homoptera: Aleyrodidae) [44] is one such example, and other cases can be found in the literature [23, 28].

Given that discrete host-parasitoid models can depict the dynamics of both pest and natural enemy populations, they can be useful for designing optimal strategies to fight against the evolution of pesticide resistance. The main purpose of this paper is to reveal the relationship between the development of pest resistance and the number of natural enemies to be released. Questions to be addressed include how to model the development of pest resistance in discrete natural enemy-pest systems? What is the relationship between the development of pest resistance and releasing strategies? And how many natural enemies should be released as pest resistance develops? To address these questions, the threshold
conditions which guarantee the stability of pest free periodic solutions have been obtained, which involve the density of natural enemies and the effects of dosage, frequency, and times of pesticide spraying.

2. Discrete models for pest population growth and the development of pesticide resistance

As mentioned in the introduction, non-overlapping generations of most pest populations should be modelled with discrete or difference equations. Moreover, the frequent spraying of pesticides will cause the evolution of pesticide resistance to appear quickly, which in turn results in pest outbreaks or resurgence. Factors including the growth of the pest population, the frequency of the pesticide sprays and the evolution of pesticide resistance together could significantly affect the success of pest control. Therefore, in order to show these in more detail, we first propose simple discrete models for pest population growth and development of pesticide resistance in this section.

Discrete single species models including the Beverton–Holt model and the Ricker model have been widely used for describing pest population growth, and in the present work we assume that the pest population follows the Beverton-Holt model in the absence of natural enemies, i.e. we have

\[ P_{t+1} = \frac{aP_t}{1 + bP_t}, \]

where \( P_t \) denotes the density of the pest population at generation \( t \), \( a \) represents the intrinsic growth rate and \( K \) (here \( b = (a - 1)/K \)) denotes the carrying capacity of the pest population. Note that because the model does not allow for different gene frequencies resulting from sexual reproduction other than wholly resistant or completely susceptible insects, the model can only be used to describe populations with genetically fixed resistant or susceptible populations or to insects which undergo parthenogenetic reproduction.

To develop a model for describing the development of pesticide resistance, we divide the pest population into two parts: susceptible pests (denoted by \( P_s^t \)), which accounts for \( \omega_t \) of the pest population at generation \( t \) and resistant pests (denoted by \( P_r^t \)), which accounts for \( 1 - \omega_t \) of the pest population at generation \( t \). Thus, the evolution of pest resistance can be depicted by \( \omega_t \) with the development of generation \( t \). Throughout this study, we assume that the pesticides are sprayed periodically with period \( q \)-generations (\( q \geq 1 \)). Without loss of generality, we assume that pesticides are sprayed at time \( t = q, 2q, 3q, \ldots \), and the death rates due to pesticide applications of the susceptible pests and the resistant pests are \( d_1 \) (\( 0 < d_1 < 1 \)) and \( d_2 \) (in this paper, we assume that \( d_2 = 0 \)), respectively. According to model (1), we have

\[ P_{kq}^s = \frac{(1 - d_1)\omega_{kq-1}P_{kq-1}}{1 + bP_{kq-1}}, \]
\[ P_{kq}^r = \frac{a(1 - \omega_{kq-1})P_{kq-1}}{1 + bP_{kq-1}}, \]

where \( k = 1, 2, \ldots \). Thus,

\[ P_{kq} = P_{kq}^s + P_{kq}^r = \frac{(1 - d_1)\omega_{kq-1}P_{kq-1} + a(1 - \omega_{kq-1})P_{kq-1}}{1 + bP_{kq-1}}. \]
Due to $\omega_t = P_t^+ / P_t$, we have

$$\omega_{kq} = \frac{(1 - d_1) \omega_{kq-1}}{1 - d_1 \omega_{kq-1}}.$$  

Note that the pesticide is not sprayed at time $t = (k - 1)q + 1, (k - 1)q + 2, \ldots, kq - 1$, which indicates that $\omega_{(k-1)q} = \omega_{(k-1)q+1} = \cdots = \omega_{kq-1}$. Thus, we have the resistant population equations as follows:

$$\omega_{kq} = \frac{(1 - d_1) \omega_{(k-1)q}}{1 - d_1 \omega_{(k-1)q}},$$

$$\omega_{(k-1)q} = \omega_{(k-1)q+1} = \cdots = \omega_{kq-1}.$$  

Solving this equation yields

$$\omega_{kq} = \frac{(1 - d_1)^k \omega_0}{1 - d_1 \omega_0 \sum_{i=0}^{k-1} (1 - d_1)^i}, \quad k > 0.$$  

The effects of the development of pesticide resistance on the pest control described by single species model (1) and Equation (2) for pesticide resistance have been extensively investigated by Liang et al. [21]. The question is how do natural enemy releasing strategies affect the pest control under the development of pesticide resistance, which will be studied in the following.

3. Discrete host-parasitoid model with development of pesticide resistance

A discrete model with an IPM strategy was first proposed by Tang et al. [35], in which a classical host-parasitoid model was employed and analyzed. In particular, both chemical control and biological control were applied at certain generations with a proportional reduction of the density of the host population and a constant releasing rate of natural enemies. The effects of IPM on the dynamics of this discrete model and on pest control were studied. However, as mentioned in the introduction, the effects of the development of pesticide resistance on the releasing strategies of natural enemies should also be involved in such a discrete model and carefully investigated.

Therefore, considering the effects of natural enemies on the pests and assuming that natural enemy releases and the spraying of pesticides occur impulsively, we can extend model (1) as follows:

$$\begin{align*}
P_{t+1} &= \frac{aP_t}{1 + bP_t} e^{-\alpha N_t}, \\
N_{t+1} &= \beta P_t (1 - e^{-\alpha N_t}) + dN_t,
\end{align*}$$

$$\omega_{qk} = \frac{(1 - d_1) \omega_{q(k-1)}}{1 - d_1 \omega_{q(k-1)}},$$

$$\begin{align*}
P_{qk+} &= (1 - d_1 \omega_{qk}) P_{qk}, \\
N_{qk+} &= N_{qk} + \delta_k,
\end{align*}$$

with initial value $P_0^+ = P_0, N_0^+ = \delta_0, \omega_0$, where $r_k = k/q$, and $N_t$ is the population size of the natural enemy at time $t$, $\alpha$ is a measure of the natural enemies’ searching efficiency,
and the term $\exp(-\alpha N_t)$ is the probability that a pest individual escapes being eaten, if the natural enemy is a predator, or parasitized if the natural enemy is a parasitoid, $\beta$ is the conversion rate of a pest individual into a natural enemy, $d$ is the survival rate of the natural enemy from time $t$ to time $t+1$ and at each impulsive time $kq$, $\delta_k$ natural enemies are released and pesticide is sprayed, $n \in \mathcal{N}$, $d_1$ is the mortality rate of susceptible pests after each chemical control. Since the third equation of system (4) is independent of the former two equations, according to (3) we can solve $\omega_{kq}$.

Note that in system (4), we assume that in absence of pesticides, the resistant strains are as fit as the sensitive ones; Pesticides decay quickly, so that negative effects occur only in the same generation of spraying, and natural enemies are not affected by pesticides.

What we want to address for model (4) is to investigate how to design the releasing constant $\delta_k$ as pesticide resistance develops. Of particular interest is to determine the value $\delta_k$ for the fixed period $q$ such that the pest population dies out eventually without switching pesticides.

### 3.1. Threshold condition for the pest-free solution

The basic properties of the following subsystem

$$
N_{t+1} = d N_t, \quad t = 1, 2, \ldots,
$$

$$
N_{qk^+} = N_{qk} + \delta_k, \quad k = 1, 2, \ldots,
$$

$$
N_0 = \delta_0,
$$

play key roles for the investigation of model (4).

The analytical solution of this subsystem at any impulsive interval $(kq, (k+1)q]$ gives

$$
N^*(t) = d^q \sum_{i=0}^{k} \delta_i d^{-i q}, \quad kq < t \leq (k+1)q.
$$

Therefore, the expression for the pest-free solution of system (4) over the $n$th time interval $kq < t \leq (k+1)q$ is given by

$$
(0, N^*_t) = \left( 0, d^q \sum_{i=0}^{k} \delta_i d^{-i q} \right).
$$

For $k \in \mathcal{N}$, we denote

$$
R_1(k, q) = (1 - d_1 \omega_{kq}) a^q, \quad R_2(k, q) = \exp\left(-\alpha \left( \sum_{i=0}^{k} \delta_i d^{(k-i)q} \right) \left( \sum_{i=0}^{q} d^i \right) \right)
$$

and

$$
R_0(k, q) = R_1(k, q) R_2(k, q).
$$

Then we have the following threshold theorem for the pest-free solution.
**Theorem 3.1:** Let \((P_t, N_t)\) be any solution of system (4). Then the pest-free solution (7) is globally attractive if \(R_0(k, q) \leq 1\) for all \(k \in \mathbb{N}\).

**Proof:** It is seen from the second equation of system (4) that \(N_{t+1} \geq dN_t\). Consider the following impulsive difference equation

\[
y_{t+1} = dy_t, \quad t = 1, 2, \ldots, \\
y_{qk^+} = y_{qk} + \delta_k, \quad k = 1, 2, \ldots, \\
y_0 = \delta_0.
\]

(9)

According to the comparison theorem on impulsive difference equations, we have \(N_t \geq y_t = N_t^*\). Therefore, according to the first equation of system (4), we can get

\[
P_{t+1} \leq \frac{aP_t}{1 + bP_t}e^{-aN_t^*}.
\]

Now we consider the following impulsive differential equation

\[
\begin{aligned}
\dot{P}_{t+1} &= \frac{a\bar{P}_t}{1 + b\bar{P}_t}e^{-aN_t^*}, \quad t = 1, 2, \ldots, \\
\omega_{qk} &= \frac{(1 - d_1)\omega_{(k-1)q}}{1 - d_1\omega_{(k-1)q}}, \\
\bar{P}_{qk^+} &= (1 - d_1\omega_{qk})\bar{P}_{qk}.
\end{aligned}
\]

(10)

Again, according to the comparison theorem on impulsive difference equations we have \(P_t \leq \bar{P}_t\).

Solving system (10), we have

\[
\bar{P}_{(k+1)q} = \frac{a^q(\sum_{i=0}^{q-1} d^i)(1 - d_1\omega_{qk})\bar{P}_{qk}}{1 + b(1 + \sum_{j=1}^{q-2} a^j\sum_{i=0}^{q-1} d^i)(1 - d_1\omega_{qk})\bar{P}_{qk}}.
\]

(11)

where \(\omega_{qk}\) is given by (3).

Letting \(Y_k = \bar{P}_{qk}\), we have

\[
Y_{k+1} = \frac{a^q(\sum_{i=0}^{q-1} d^i)(1 - d_1\omega_{qk})Y_k}{1 + b(1 + \sum_{j=1}^{q-2} a^j\sum_{i=0}^{q-1} d^i)(1 - d_1\omega_{qk})Y_k},
\]

note that this is the classical Beverton-Holt model, and if \(R_0(k, q) \leq 1\), then \(Y_k \to 0\) as \(k \to 0\). This indicates that \(\bar{P}_{qk} \to 0\) as \(k \to 0\). Due to \(\bar{P}_t < \bar{P}_{qk}\), for \((k - 1)q < t \leq kq\), therefore, \(\bar{P}_t \to 0\) as \(t \to \infty\). Because \(0 < P_t < \bar{P}_t\), then, \(P_t \to 0\) as \(t \to \infty\).

Next, we prove that \(N_t \to N_t^*\) as \(t \to \infty\). For any \(\varepsilon > 0\), there exists a \(t_1 > 0\) such that \(0 < P_t < \varepsilon\) for all \(t \geq t_1\). Without loss of generality, we may assume that \(0 < P_t < \varepsilon\) holds
true for all $t > 0$, then we have
\[ dN_t \leq N_{t+1} \leq \beta \epsilon + dN_t. \]
For the left hand inequality, it follows from impulsive difference equation (9) that $N_t \geq y_t = N^*_t$. For the right hand inequality, considering the following impulsive difference equation
\[
\begin{align*}
X_{t+1} &= \beta \epsilon + dX_t, \\
X_{kq^+} &= X_{kq} + \delta_k, & k = 1, 2, \ldots, \\
X_{0^+} &= N_0 = \delta_0.
\end{align*}
\]
The analytical solution of the above system at any impulsive interval $(kq, (k+1)q)$ gives
\[
X^*_t = \beta \epsilon \left( \sum_{i=0}^{t-1} d^i \right) + \sum_{i=0}^{k} \delta_i d^{-i} q = \beta \epsilon \left( \sum_{i=0}^{t-1} d^i \right) + N^*_t, \quad kq < t \leq (k+1)q. \tag{13}
\]
According to the comparison theorem on impulsive difference equations, we have $N_t \leq X^*_t$. Therefore, for any $\epsilon_1 > 0$, there exists a $t_2 > 0$ such that
\[
N^*_t - \epsilon_1 < N_t < X^*_t + \epsilon_1
\]
for $t > t_2$. Let $\epsilon \to 0$, then we have
\[
N^*_t - \epsilon_1 < N_t < N^*_t + \epsilon_1
\]
for $t > t_2$, which indicates that $N_t \to N^*_t$ as $t \to \infty$. Therefore, the pest-free solution (7) is globally attractive if $R^N_0(k, q) \leq 1$.

It is interesting to note that the expression of $R_0(k, q)$ clearly shows the effects of IPM strategies on the pest control: if only the chemical control is applied, the threshold value $R_0(k, q)$ is reduced to $R_1(k, q)$ which is obviously larger than $R_0(k, q)$, due to $R_2(k, q) < 1$. If only the biological control is implemented, the threshold value $R_0(k, q)$ is reduced to $a^d R_2(k, q)$, which is also larger than $R_0(k, q)$. Therefore, the threshold condition $R_0(k, q)$ confirms that an integrated control strategy is more effective than any single control strategy.

In particular, if $\delta_i = \delta$ for $i \in \mathcal{N}_0$, where $\mathcal{N}_0 = \{0, 1, 2, 3, \ldots\}$, then for subsystem (5) there exists a unique periodic solution, denoted by $N^T_t$ and
\[
N^T_t = \delta d^T \sum_{i=0}^{k} d^{-i} q, \quad t \in (kq, (k+1)q], \quad k \in \mathcal{N}
\]
with initial value $N^0_0 = \delta$. It is easy to prove that for every solution $N_t$ of (5) in the case of $\delta_i = \delta$ for $i \in \mathcal{N}_0$ we have $|N_t - N^T_t| \to 0$ as $t \to \infty$. For this special case, the threshold value $R_0(k, q)$ turns into the following form:
\[
R_0(k, q) = R_1(k, q) \exp \left( -\alpha \delta \frac{1 - d^{(k+1)q}}{1 - d} \right) = \tilde{R}_0(k, q).
\tag{14}
\]
Then the pest-free periodic solution $(0, N^T_t)$ is globally attractive provided that $\tilde{R}_0(k, q) \leq 1$. 

3.2. Determining the new number of natural enemies to be released

The threshold value $R_0(k, q)$ reveals how the chemical and biological control tactics contribute to the pest control, in which $R_1(k, q)$ shows the effects of the frequency of pesticide applications and development of pest resistance on the control output, and the second part $R_2(k, q)$ represents the contribution of natural enemies. We know that $R_1(k, q)$ is a monotonically increasing function with respect to $k$ and $q$, which indicates that chemical control alone will quickly fail once strong pesticide resistance develops. So the question is how to release the natural enemies such that the threshold value $R_0(k, q)$ or $\bar{R}_0(k, q)$ is relatively small, for example less than one forever? That is, how to determine $\delta_k$ or $\delta$ in $R_0(k, q)$ or $\bar{R}_0(k, q)$ such that those threshold values equal a constant $R_C$?

Due to the complexity of $R_0(k, q)$, we first consider $\bar{R}_0(k, q)$. In fact, solving equation

$$R_1(k, q) \exp \left(-\frac{\alpha \delta \left(1 - d^{(k+1)q}\right)}{1 - d}\right) = R_C$$

with respect to $\delta$, yields

$$\delta = -\frac{1 - d}{\alpha \left(1 - d^{(k+1)q}\right)} \ln \left(\frac{R_C}{R_1(k, q)}\right), \quad k \in \mathcal{N}.$$  

(16)

If our aim is to eradicate the pest population, then the constant $R_C$ should be assumed to be less than one. There is an interesting fact from (16) that if $R_1(k, q) \leq R_C$ for some $k \in \mathcal{N}$, then $\delta \leq 0$, which means that the chemical control alone can suppress the pest outbreak at the initial stage. However, once the pest resistance develops such that $R_1(k, q) > R_C$, then pulsed releases of natural enemies are necessary to maintain $\bar{R}_0(k, q)$ as a constant $R_C$. All these results confirm that the number of natural enemies to be released $\delta$ depends strictly on the number of pesticide applications $k$. Therefore, the number of natural enemies to be released $\delta$ for all $k \in \mathcal{N}$ can be defined as follows:

$$\delta = \delta_k = \begin{cases} 
\delta_c, & \text{if } R_1(k, q) \leq R_C, \\
-\frac{1 - d}{\alpha \left(1 - d^{(k+1)q}\right)} \ln \left(\frac{R_C}{R_1(k, q)}\right), & \text{if } R_1(k, q) > R_C,
\end{cases}$$  

(17)

where $\delta_c$ can be zero or a relatively small positive constant.

In order to clarify the way to release natural enemies according to the formula (17) and constant number, we adopted numerical analyzes, see Figure 1. In Figure 1 (a) and (c), we plot the growing trend of the threshold values $\bar{R}_0(k, q)$ with the times of pesticide spraying $k$ by using a strategy of releasing a constant number of natural enemies in which the number of natural enemies to be released $\delta$ is determined by formula (17). From Figure 1 (a), we can see that the threshold value $\bar{R}_0(k, q)$ is increasing with respect to the times of pesticide spraying $k$, and exceeds 1 after spraying pesticide twice because of the development of pesticide resistance following farmers' releases of the same numbers of natural enemies every control time. And under this strategy, we can see that the density of the pest population is decreased at first because of the high efficiency of the pesticide. However, with the development of the pesticide resistance, the efficiency of pesticide drops and the pest
Figure 1. The threshold values $R_0(k, q)$ and numerical simulations of model (4) with constant pulse releasing of natural enemies. The baseline parameter values are as follows: $\omega_0 = 0.99$, $R_C = 0.95$, $d_1 = 0.8$, $q = 3$, $a = 1.6$, $b = 0.001$, $\alpha = 2$, $\beta = 0.1$, $d = 0.6$ and $\delta_c = 0$ (a) The plot of $R_0(k, q)$ with respect to $k$ and $\delta = 0.2$; (b) The time series of the pest population associated with (a); (c) The plot of $R_0(k, q)$ with respect to $k$ and the releasing constant $\delta$ determined by formula (17); (d) The time series of the pest population associated with (c).

population becomes resurgent (see Figure 1(b)), which means that pest control cannot be successful with a strategy of constant releases of low numbers of natural enemies. However, if we release natural enemies only when $R_1(k, q) > R_C$ and maintain $R_0(k, q) = R_C$, that is $\delta_k$ is determined by formula (17) and $\delta_c = 0$ (see Figure 1(c)), the pest population will be eradicated after a certain number of times that pest control is conducted (see Figure 1(d)).

Now let us turn to the general case, i.e. the threshold value $R_0(k, q)$.

In this case, we let $R_0(k, q) = R_C$. It follows from (8) that we have

$$R_1(k, q) e^{-\alpha \left( \sum_{i=0}^{k} \delta_i d^{(k-i)} q \right) \left( \sum_{i=0}^{q} d^i \right)} = R_C,$$
this indicates that
\[
\sum_{i=0}^{k} \delta_i d^{(k-i)q} = -\frac{1-d}{\alpha(1-d^q)} \ln \frac{R_c}{R_1(k,q)},
\]
or
\[
\sum_{i=0}^{k} \delta_i d^{-iq} = -\frac{1-d}{\alpha d^q(1-d^q)} \ln \frac{R_c}{R_1(k,q)}. \tag{18}
\]

By employing the same ideas and methods as for the threshold value \(\bar{R}_0(k,q)\), we assume, without loss of generality, that there exists an integer \(k' \in \mathbb{N}\) such that (i) \(R_0(k,q) \leq R_C\) for \(k \leq k'\) due to the slower development of pest resistance and the high effectiveness of pesticide applications in the initial stage and (ii) \(R_0(k,q) > R_C\) for \(k > k'\), due to the development of pest resistance and a decline in the efficiency of the pesticide. Thus, we let \(\delta_k = \delta_c\) for \(k \leq k'\) and let \(R_0(k,q) = R_C\) for \(k > k'\). Therefore, according to Equation (18), we have
\[
\sum_{i=0}^{k'} \delta_c d^{-iq} + \sum_{i=k'+1}^{k} \delta_i d^{-iq} = -\frac{1-d}{\alpha d^q(1-d^q)} \ln \frac{R_c}{R_1(k,q)},
\]
or
\[
\sum_{i=k'+1}^{k} \delta_i d^{-iq} = -\frac{1-d}{\alpha d^q(1-d^q)} \ln \frac{R_c}{R_1(k,q)} - \delta_c \sum_{i=0}^{k'} d^{-iq} = A_k.
\]

Thus, for \(k = k' + 1\), we have
\[
d^{-(k'+1)q} \delta_{k'+1} = A_{k'+1},
\]
that is
\[
\delta_{k'+1} = A_{k'+1} d^{(k'+1)q},
\]
for \(k = k' + 2\), we have
\[
d^{-(k'+1)q} \delta_{k'+1} + d^{-(k'+2)q} \delta_{k'+2} = A_{k'+2},
\]
that is
\[
\delta_{k'+2} = (A_{k'+2} - A_{k'+1}) d^{(k'+2)q},
\]
and for \(k = k' + 3\), we have
\[
\delta_{k'+3} = (A_{k'+3} - A_{k'+2}) d^{(k'+3)q}.\]

By induction, the number of natural enemies to be released \((\delta_k)\) at time \(kq\) can be determined by the following formulae
\[
\delta_k = \begin{cases} 
\delta_c, & \text{if } k \leq k', \\
A_{k'+1} d^{(k'+1)q}, & \text{if } k = k' + 1, \\
(A_k - A_{k-1}) d^{kq}, & \text{if } k > k' + 1.
\end{cases} \tag{19}
\]
4. Different patterns of insecticide applications and natural enemy releases

In many cases, pesticides not only have strong impacts on pests but also have strong adverse impacts on natural enemies [3, 6, 33]. Therefore, in order to reduce those adverse impacts on natural enemies, many tactics have been proposed such as chemical control and biological control being carried out at different times, or with different control periods [37, 39]. In this section, we assume that the pesticide is sprayed at generations $\tau_i$, and natural enemies are released at generations $\lambda_m$. Therefore, taking the above control actions into account we have the following model

$$
P_{t+1} = \frac{aP_t}{1 + bP_t} e^{-\alpha N_t}, \quad t \neq \tau_i,
$$

$$
N_{t+1} = \beta P_t (1 - e^{-\alpha N_t}) + dN_t, \quad t \neq \lambda_m,
$$

$$
P_{\tau_i} = (1 - \omega_{\tau_i}d_1)P_{\tau_i}, \quad t = \tau_i,
$$

$$
N_{\lambda_m} = N_{\lambda_m} + \delta_m, \quad t = \lambda_m,
$$

with initial value $P_{0+} = P_0$, $N_{0+} = N_0$ and $\omega_0$.

In the following, we will discuss the case when chemical control is applied more frequently than biological control, which indicates that pesticide applications and natural enemy releases are applied with different patterns in the model (20).

For simplicity, we assume that the natural enemies are released periodically with period $q_N$, i.e. $\lambda_{m+1} - \lambda_m \equiv q_N$ for all $m$ (without loss of generality, we assume that natural enemies are released at time $0, q_N, 2q_N, \ldots, nq_N, \ldots$), and pesticides are sprayed $k$ times within the period $q_N$. In order to avoid applying pesticides and natural enemies simultaneously, we assume that for $n \in \mathbb{N}$

$$(n - 1)T_N < (n - 1)T_N + \tau_1 < (n - 1)T_N + \tau_2 < \cdots < (n - 1)T_N + \tau_k < nT_N. $$

4.1. Threshold condition for the pest-free solution

As in Section 3, we first consider the pest-free solution about system (20) and the condition which guarantees the eradication of the pest population.

The basic properties of the following subsystem

$$
N_{t+1} = dN_t, \quad t = 1, 2, \ldots,
$$

$$
N_{nq_N+} = N_{nq_N} + \delta_n, \quad n = 1, 2, \ldots,
$$

$$
N_0 = \delta_0,
$$

play key roles for the investigation of model (20).

The analytical solution of this subsystem at any impulsive interval $((n - 1)q_N, nq_N]$ gives

$$
\bar{N}_t = d^t \sum_{i=0}^{n-1} \delta_id^{-iq_N}, \quad (n - 1)q_N < t \leq nq_N. $$


Therefore, the expression for the pest-free solution of system (20) over the \( n \)th time interval \((n-1)q_N < t \leq nq_N\) is given by \((0, \bar{N}_t^*)\).

Denote
\[
D_{n-1} = e^{-\alpha d^{(n-1)q_N} \sum_{i=0}^{n-1} d^{-iq_N \delta_i}},
\]
and
\[
R_0(n, q_N) = a^q N D_{n-1}^q \prod_{i=1}^{q-1} \left(1 - d_1 \omega(n-1)q_N + \tau_i\right) \geq \bar{R}_0(n, q_N) D_{n-1}^q \prod_{i=1}^{q-1} \left(1 - d_1 \omega(n-1)q_N + \tau_i\right),
\]
where \(\bar{R}_0(n, q_N) = a^q N \prod_{i=1}^{q-1} \left(1 - d_1 \omega(n-1)q_N + \tau_i\right)\), then for the pest-free solution we have the following threshold theorem.

**Theorem 4.1:** The pest-free solution \((0, \bar{N}_t^*)\) is globally attractive for solutions of (20) if \(R_0(n, q_N) < 1\).

**Proof:** It is seen from the second equation of system (20) that \(N_{t+1} > dN_t\). Consider the following impulsive difference equation
\[
y_{t+1} = dy_t, \quad t = 1, 2, \ldots,
\]
\[
y_{nq_N^+} = y_{nq_N} + \delta_n, \quad n = 1, 2, \ldots,
\]
\[
y_0 = \delta_0.
\]
According to the comparison theorem on impulsive difference equations, we have \(N_t \geq y_t = \bar{N}_t^*\). It follows from the first equation of system (20) that
\[
P_{t+1} \leq \frac{aP_t}{1 + bP_t} e^{-\alpha \bar{N}_t^*}.
\]
Now we consider the following impulsive differential equation
\[
Z_{t+1} = \frac{aZ_t}{1 + bZ_t} e^{-\alpha \bar{N}_t^*}, \quad t = 1, 2, \ldots,
\]
\[
\omega_{t+1} = \frac{(1 - d_1) \omega_t}{1 - d_1 \omega_t},
\]
\[
Z_{(n-1)q_N + \tau_i^+} = (1 - d_1 \omega(n-1)q_N + \tau_i) Z_{(n-1)q_N + \tau_i}, \quad t = (n-1)q_N + \tau_i,
\]
Again, according to the comparison theorem on impulsive differential equations we have \(P_t \leq Z_t\).
Solving (24), we have

\[
Z_{(n-1)qN+1} = \frac{aD_{n-1}Z_{(n-1)qN}}{1 + bZ_{(n-1)qN}},
\]

\[
Z_{(n-1)qN+2} = \frac{a^2 D_{n-1}^d Z_{(n-1)qN}}{1 + bZ_{(n-1)qN} + abD_{n-1}^d Z_{(n-1)qN}},
\]

and

\[
Z_{(n-1)qN+3} = \frac{a^3 D_{n-1}^{d+1} Z_{(n-1)qN}}{1 + bZ_{(n-1)qN} + abD_{n-1}^d Z_{(n-1)qN} + a^2 bD_{n-1}^{d+1} Z_{(n-1)qN}}.
\]

By induction, we get

\[
Z_{(n-1)qN+\tau_1} = \frac{a^{\tau_1} D_{n-1}^{\tau_1-1} Z_{(n-1)qN}}{1 + b \left( 1 + \sum_{i=1}^{\tau_1-1} a^i D_{n-1} \right) Z_{(n-1)qN}},
\]

and

\[
Z_{(n-1)qN+\tau_1^+} = \frac{(1 - d_1 \omega_{(n-1)qN+\tau_1}) a^{\tau_1} D_{n-1}^{\tau_1-1} Z_{(n-1)qN}}{1 + b \left( 1 + \sum_{i=1}^{\tau_1-1} a^i D_{n-1} \right) Z_{(n-1)qN}}.
\]

For simplicity, we denote

\[
W_l = \prod_{i=1}^{l} \left( 1 - d_1 \omega_{(n-1)qN+\tau_i} \right) a^{\tau_i} D_{n-1}^{\sum_{j=0}^{\tau_i-1} d^j},
\]

\[
E = 1 + \sum_{i=1}^{\tau_1-1} a^i D_{n-1} \left( \sum_{j=0}^{\tau_i-1} d^j \right),
\]

and

\[
F_l = 1 + \sum_{i=1}^{\tau_1+1} a^i D_{n-1}^{\sum_{j=0}^{\tau_i-1} d^j+\tau_i}.
\]

Thus

\[
Z_{(n-1)qN+\tau_1^+} = \frac{W_1 Z_{(n-1)qN}}{1 + bEZ_{(n-1)qN}}.
\]

By using the same methods, we have

\[
Z_{(n-1)qN+\tau_2^+} = \frac{W_2 Z_{(n-1)qN}}{1 + b (E + F_1 W_1) Z_{(n-1)qN}}
\]

and

\[
Z_{(n-1)qN+\tau_3^+} = \frac{W_3 Z_{(n-1)qN}}{1 + b \left( E + \sum_{l=1}^{2} W_l F_l \right) Z_{(n-1)qN}}.
\]
By induction, we get
\[
Z_{(n-1)qN + \tau_k^+} = \frac{W_k Z_{(n-1)qN}}{1 + b \left( E + \sum_{l=1}^{k-1} W_l F_l \right) Z_{(n-1)qN}}.
\]
solving (24) at \( t = nqN \), we have
\[
Z_{nqN} = \frac{a^{qN - \tau_k} D_{n-1} \left( \sum_{i=0}^{qN - \tau_k} d^{i} \right) Z_{(n-1)qN + \tau_k^+}}{1 + b \left( 1 + \sum_{i=1}^{qN - \tau_k} a^i D_{n-1} \left( \sum_{j=0}^{i} d^{j} \right) \right) Z_{(n-1)qN + \tau_k^+}}
\]
\[
= \frac{a^{qN} D_{n-1} \left( \sum_{i=0}^{qN-1} d^{i} \right) \prod_{i=1}^{k} \left( 1 - d_1 \omega_{(n-1)qN + \tau_i} \right) Z_{(n-1)qN}}{1 + b \left( E + \sum_{l=1}^{k} W_l F_l \right) Z_{(n-1)qN}}.
\]

note that in order to simplify the upper equation, we denote \( \tau_{k+1} = qN \). Due to
\[
R_0(n, qN) = a^{qN} D_{n-1} \sum_{i=0}^{qN-1} d^{i} \prod_{i=1}^{k} \left( 1 - d_1 \omega_{(n-1)qN + \tau_i} \right),
\]
we can conclude that \( Z_{nqN} < R_0(n, qN) Z_{(n-1)qN} \), thus, if \( R_0(n, qN) \leq 1 \), then \( Z_{nqN} \to 0 \) as \( n \to \infty \). Therefore, \( Z_t \to 0 \) as \( t \to \infty \). Due to \( 0 < P_t \leq Z_t \), thus, if \( R_0(n, qN) < 1 \), then \( P_t \to 0 \) as \( t \to \infty \).

The following part of the proof is the same as for Theorem 3.1.

The formula of \( R_0(n, qN) \) reveals the relationships between pesticide resistance development, spraying period, the number of natural enemies released and their releasing period on the pest control. Moreover, this threshold value is a function of the timings of the pesticide applications, and all these results can help us to understand better how these key factors including the development of the pesticide resistance affect the pest control. Note that the first term \( \bar{R}_0(n, qN) \) describes the effects of the pest’s growth rate, pesticide resistance development and active ingredient effectiveness on the threshold conditions, and the second term involves all factors related to natural enemies including their initial density \( (N_0) \), searching efficiency \( (\alpha) \), releasing period \( (qN) \) and the total number newly released \( (\delta_i, i = 1, 2, \ldots, h - 1) \).

Moreover, in order to successfully control the pest, we must design the control strategies such that the threshold value \( R_0(n, qN) \) is less than one for a long time when the pesticide resistance develops, which is quite difficult due to the complexity of the expression of \( R_0(n, qN) \). Nevertheless, we still choose the number of natural enemies newly released as parameters and fix all others with the aim of determining the new number of natural enemies to be released and maintaining the threshold value less than one.
4.2. Determining the new number of natural enemies to be released under the revised conditions

In this section, we will investigate how to release the natural enemies such that the threshold value $R_0(n, q_N)$ is relatively small, for example less than one forever. That is, how to determine $\delta_n$ in $R_0(n, q_N)$ such that those threshold values equal a constant $R_C(< 1)$?

In fact, if $R_0(n, q_N) < R_C$ for some $n$, then $R_0(n, q_N) < R_C$. As in Section 3.2, we assume that there exists an integer $n' \in \mathbb{N}$ such that (i) $R_0(n, q_N) \leq R_C$ for $n \leq n'$ and (ii) $R_0(n, q_N) > R_C$ for $n > n'$. Thus, we let $\delta_n = \delta_c$ for $n \leq n'$ and let $R_0(n, q_N) = R_C$ for $n > n'$.

With these conditions and letting $R_0(n, q_N) = R_C$, we get

$$-\frac{\alpha (1 - d^{q_N})}{1 - d} \left( \sum_{i=0}^{n-1} d^{i(n-1)q_N} \delta_i \right) = \ln \left( \frac{R_C}{R_0(n, q_N)} \right), \quad n \in \mathbb{N}, \quad (25)$$

or

$$\sum_{i=0}^{n-1} d^{-iq_N} \delta_i = -\frac{1 - d}{\alpha d^{(n-1)q_N} (1 - d^{q_N})} \ln \left( \frac{R_C}{R_0(n, q_N)} \right).$$

Due to $\delta_n = \delta_c$ for $n \leq n'$, thus, we have

$$\sum_{i=0}^{n-1} d^{-iq_N} \delta_i + \sum_{i=n'+1}^{n-1} d^{-iq_N} \delta_i = -\frac{1 - d}{\alpha d^{(n-1)q_N} (1 - d^{q_N})} \ln \left( \frac{R_C}{R_0(n, q_N)} \right) - \sum_{i=0}^{n'-1} d^{-iq_N} \delta_c \doteq \Lambda_{n-1},$$

that is

$$\sum_{i=n'+1}^{n-1} d^{-iq_N} \delta_i = -\frac{1 - d}{\alpha d^{(n-1)q_N} (1 - d^{q_N})} \ln \left( \frac{R_C}{R_0(n, q_N)} \right) - \sum_{i=0}^{n'-1} d^{-iq_N} \delta_c \doteq \Lambda_{n-1},$$

thus, when $n - 1 = n' + 1$, $n - 1 = n' + 2$, $n - 1 = n' + 3$ respectively, we have

$$\delta_{n'+1} = d^{(n'+1)q_N} \Lambda_{n'+1},$$

$$\delta_{n'+2} = d^{(n'+2)q_N} (\Lambda_{n'+2} - \Lambda_{n'+1})$$

and

$$\delta_{n'+3} = d^{(n'+3)q_N} (\Lambda_{n'+3} - \Lambda_{n'+2}).$$

By induction, we get

$$\delta_n = d^{(n)q_N} (\Lambda_n - \Lambda_{n-1}).$$

Therefore, the new number to be released $\delta_n$ can be determined as follows

$$\delta_n = \begin{cases} 
\delta_c, & \text{if } n \leq n', \\
 d^{(n)q_N} \Lambda_n, & \text{if } n = n' + 1, \\
 d^{(n)q_N} (\Lambda_n - \Lambda_{n-1}), & \text{if } n > n' + 1.
\end{cases} \quad (26)$$

The above formula reveals how to release the natural enemies when the pesticide resistance develops, which could be useful for the success of the pest control.
5. Discussion

In order to fight pest resistance and control pests, the simple and direct method is to reduce the frequency of spraying pesticides and apply IPM [29] including chemical and biological control. As mentioned in the introduction, the important issue is how to achieve the optimal combination of chemical control and biological control when the pesticide resistance develops. By employing continuous models [34, 37] have proposed pest-natural enemy systems to address the above important questions. Recently, the residual effects and delayed responses of pesticides on pest and natural enemies have been taken into account in more detail [17, 18, 39], and the effects of those factors on pest control have been investigated.

Considering the non-overlapping of the pest generations and the evolution of pesticide resistance within each generation, discrete host-parasitoid models could be used to not only reveal how the evolution of pesticide resistance affects the density of the pest population and the success or failure of pest control, but also to determine the balance between the resistance development and releases of natural enemies, the rate of which should be varied in line with the resistance development. Therefore, in the present work, we have proposed a novel model which can depict the dynamics of both populations and development of pesticide resistance. Two possible cases were studied.

For each case the threshold conditions for the pest eradication and the relationship between the development of pest resistance and the rate of natural enemies to be released were obtained and discussed, and the optimal rate of natural enemies to be released was investigated based on the threshold values. The results could help in the design of IPM strategies in the field when pesticide resistance develops. In particular, the results indicate that at the initial stage or during the first few generations a chemical control tactic alone can successfully control a pest outbreak. However, when pesticide resistance develops, a biological control tactic should be applied combined with the chemical control strategy. Moreover, the releasing constant should be varied dynamically according to the pest resistance, and the analytical formula for the dynamic releasing constant has been provided in this paper, which could greatly help in the design of optimal strategies and reduce the effects of the pesticides on the natural enemies.

Our results in the present paper mainly focussed on the conclusions that for models (4) and (20) there exist pest free periodic solutions which could be globally stable under certain conditions. However, the dynamics of these models could be very complex once the threshold conditions were no longer satisfied. To show this, we chose $a$, $d$, $\alpha$, and $\delta$ as the bifurcation parameters respectively; the bifurcation diagrams shown in Figure 2 reveal the complex dynamics of the model. The results indicate that system (4) may exhibit complex dynamical behaviour such as period doubling bifurcations and multiple attractors co-existing for a wide range of parameters. Therefore, how do those complex dynamics affect the pest control when pesticide resistance develops? This question will be studied in the near future.

Note that the evolution of pest resistance has been depicted in formula (2) within each generation, which is a simplification. In fact, the evolution of pesticide resistance could be modelled in different ways including evolution of resistance genes [25]. For example, if we assume that the pest resistance is determined by a single gene with two alleles $R$ and $S$, and divide the pest population into three different types: homozygote resistant individuals $RR$, homozygote susceptibles $SS$ and heterozygotes $RS$, then the evolution of the frequencies of
Figure 2. Bifurcation diagrams for model (4) with different bifurcation parameters $a$, $d$, $\alpha$, and $\delta$. The baseline parameter values are as follows: $d_1 = 0.8$, $q = 3$, $a = 3.8$, $b = 0.1$, $\text{delta} = 0.1$, $\beta = 0.4$, $d = 0.1$, $\alpha = 2$. (a) Bifurcation diagram for the density of the pest population with bifurcation parameter $a$; (b) Bifurcation diagram for the density of the pest population with bifurcation parameter $d$; (c) Bifurcation diagram for the density of the pest population with bifurcation parameter $\alpha$; (d) Bifurcation diagram for the density of the pest population with bifurcation parameter $\delta$.

the resistance allele in males and females can be modelled as follows [2, 4, 26]:

\[
\begin{align*}
    p_m(t + 1) &= \frac{W_{m,RR} p_m(t) p_f(t) + 0.5 \left( W_{m,RS} (p_m(t)(1 - p_f(t)) + p_f(t)(1 - p_m(t))) \right)}{\bar{W}_m}, \\
    p_f(t + 1) &= \frac{W_{f,RR} p_f(t) p_m(t) + 0.5 \left( W_{f,RS} (p_f(t)(1 - p_m(t)) + p_m(t)(1 - p_f(t))) \right)}{\bar{W}_f}
\end{align*}
\]

where $p_m$ and $p_f$ denote the frequencies of the resistance allele in males and in females, respectively. $W_{i,RR}$, $W_{i,RS}$ ($i = m(\text{male}), f(\text{female})$) are the fitness of male (female) RR type pest and fitness of male (female) RS type pest, and $\bar{W}_m$, $\bar{W}_f$ are the mean fitnesses of males and females, respectively. Important and interesting questions are how to combine the $p_m$ and $p_f$ into the dynamic equations for the pest and natural enemy populations, and how different evolution equations affect the dynamics of the models with pesticide resistance. Further, how to determine the trend of the evolution of pest resistance and set up the evolution of a pest resistance model considering the resistance gene and the effects of pesticide sprays on pest resistance, are questions to be addressed in future work.

In this paper, we assume that the population of pests are spatially homogenous. However, in many species, the distribution of populations in space is heterogeneous and such
spatial heterogeneity has marked effects on the dynamics of host-parasitoid systems [1, 5, 12]. Thus, spatial heterogeneity should be modelled in population growth systems [30]. The question is how does spatial heterogeneity affect the pesticide resistance and pest control? In our future work, we will investigate this question also.
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