Thermal dependence of large scale freckle defect formation
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Summary

The fundamental mechanisms governing macroscopic freckle defect formation during directional solidification are studied experimentally in a Hele-Shaw cell for a low melting point Ga-25wt.%In alloy, and modelled numerically in 3D using a microscopic parallelised Cellular Automata lattice Boltzmann method. The size and distribution of freckles (long solute channels, or chimneys) is shown to be strongly dependent on the thermal profile of the casting, with flat, concave and convex isotherms being considered. For the flat isotherm case, no large-scale freckles form, while for concave or convex isotherms large freckles appear but in different locations. The freckle formation mechanism is as expected buoyancy-driven, but the chimney stability, its long-term endurance and its location, are shown to depend critically on the detailed convective transport through the inter-dendritic region. Flow is generated by curved isopleths of solute concentration. As solute density is different from that of the bulk fluid, gravity causes ‘uphill’ or ‘downhill’ lateral flow from the sample centre to the edges through the mush, feeding the freckle. An excellent agreement is obtained between the numerical model and real-time x-ray observations of a solidifying sample under strictly controlled temperature conditions.

Introduction

During alloy solidification partitioning of elements at the liquid-solid interface leads to segregation of solute. If the segregation region approaches meso-macro length scales and fully solidifies it leads to a heterogeneous
material, where the discontinuity in composition and hence variation in material properties can have adverse effects on the performance of components. These solute enriched regions are known as freckle defects and are common in many industrial processes, for example Nickel-based superalloys, used to manufacture industrial gas turbine blades, can develop freckles [1-4], as well as steel ingots [5]. Freckles vary in size from $O(100\mu m)$ to $O(1cm)$. Extensive work has been carried out demonstrating that there is a critical Rayleigh number (defined variously by Fellicelli et al. [6], Auburtin et al. [3] and Beckerman et al. [4]) which leads to the onset of freckles. Microscale numerical models [7-10] have captured the underlying mechanism that leads to small-scale freckle formation and successfully predicted this criterion and have revealed. However, due to the limitation on domain sizes in the simulations it is not possible to predict large-scale freckles, the size of which can be larger than the computational domains used. For larger scale freckles it has been necessary to use macroscale models [4,5,11,12], however this requires necessary assumptions about the microstructure, for example, porosity. Such assumptions are often empirical and while macroscale models have successfully predicted freckle formation and distribution, operating on this scale can obscure the fundamental mechanisms. With significant advances in parallel computing, resolving macroscale solidification from a microstructural perspective has become a reality using 100s of millions to billions of computational cells [13-15]. This is furthered by novel coupling of massively parallel methods, for example, in this work a cellular automata method [16,17] predicts solidification and operates on the larger end of the microscale. This is coupled to a lattice Boltzmann method that resolves the hydrodynamics with high efficiency [18-20].

This paper concerns the large-scale freckle formation that is often observed in the casting of Ni-based superalloy turbine blades. The partitioned solute in Ni-based superalloys is lighter than the bulk mixture, this leads to the formation of solute plumes, rising through the microstructure, emanating from the solid-liquid interface and dispersing back into the bulk. As the solute rises, it destabilises the thermal-solutal equilibrium preventing solidification, causing remelting and forming a channel. If the channel becomes stable, then as the cast continues to cool the channel will solidify as a freckle. Thermal conditions play a key role in the formation and distribution of freckles, for example, industry-focused large-scale experiments have shown [21] that there is a tendency for freckles to form on the boundary between the cast and the mould. Ni-based superalloys melt at a high temperature making experimental in-situ observations difficult. In terms of component density difference, the Gallium-Indium system shares many characteristics to Ni-based superalloys but it is liquid at room temperature and much easier to handle. In this work, experiments are
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conducted on this analogue system. A parallel microstructure numerical study validated by these experiments is conducted investigating the large-scale mechanisms of freckle formation and how it is affected by macroscale thermal variations.

Experimental Method

The in-situ solidification experiments were carried out at Helmholtz-Zentrum Dresden-Rossendorf using an experimental setup which is described in detail in [22,23]. The experiments are performed in a Hele-Shaw cell made of quartz with a liquid metal volume of $29 \times 29 \times 0.15 \text{ mm}^3$. The cell is filled with the low-melting-point hypereutectic Ga–25wt.%In alloy that is prepared from gallium and indium of 99.99% purity. The solidification cells were produced in two geometric versions: a hexagonal cell and a rectangular one [24]. Two pairs of Peltier elements are mounted as a heater and as a cooler on the top edge and bottom edge of the solidification cell, respectively. The synchronized regulation of the power of both Peltier elements by means of a PID controller unit allowed the cooling rate and the temperature gradient to be adjusted during the process. In all experiments, the cooling rate was set at 0.01 K/s. The temperature difference $\Delta T$ between the heater and the cooler is measured using two miniature K-type thermocouples, which make thermal contact to the outer surface of the cell near the edge of Peltier elements. The accuracy of the temperature control is ±0.3 K. The vertical temperature gradient was calculated from the temperature difference measured between these two thermocouples. The lateral temperature gradient was calculated from the complete temperature field which was measured by an infrared camera (Trotec IC 080 LV) equipped with an image sensor with a resolution of 384 x 288 pixels. Parameters of solidification experiments are shown in Table 1. The solidification setup was mounted on a three axis translation stage between a microfocus X-ray source (XS225D-OEM, Phoenix X-ray, Germany) and an X-ray detector (TH9438HX 9”, Thales, France). In-situ and real-time observation of the solidification process was realized with an acquisition rate of 1 image per 1 second and with a spatial resolution of 5 – 10 microns. The description of the image processing and analysis of the solidification front velocity can be found in [23,25]. The local composition of the solidifying alloy was determined from the relative brightness in the acquired X-ray images. The composition calibrations were performed by using reference measurements in cells filled with pure liquid Ga and with the Ga-25wt.%In alloy.

Numerical Method

The numerical model is a bespoke parallel Cellular Automata Lattice Boltzmann based Method (CALBM) designed specifically to handle convection driven solidification problems. The cellular automata method (CAM) part predicts the evolution of the microstructure, while the lattice Boltzmann method (LBM) calculates the hydrodynamics. The two methods are linked by body forces and convective transport of heat and mass. To capture meso-macroscopic features from a
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microscopic perspective requires extensive parallelisation, which is achieved through domain decomposition using Message Passing Interface (MPI) for inter-process communications. This section provides a brief overview of the governing equations for each method, coupling of the methods and parallelisation. A more detailed description of the numerical method can be found here [26].

**Cellular Automata Method**
The CAM uses a continuous phase variable $\phi_s$ to represent solidification, where $\phi_s = 1$ is fully solid, $\phi_s = 0$ is fully liquid and intermediate values are solidifying. For alloy solidification the concentration of solute in the solid and liquid are governed by

$$C_e = kC_i,$$

(1)

where $k$ is the partitioning coefficient of solute. The equivalent concentration is defined as

$$C_e = \phi_i C_i + \phi_s C_s.$$

(2)

At the interface, the solid fraction rate of change is given by

$$C_i (1 - k) \frac{\partial \phi_i}{\partial t} = -\nabla \cdot (D_e \nabla C_i) + [1 - (1 - k)\phi_i] \frac{\partial C_i}{\partial t}.$$

(3)

The equilibrium interface temperature, $T^i$, is calculated from the alloy phase diagram using

$$T^i = m_i (C_i - C_0),$$

(4)

where $m_i$ is the liquidus slope and $C_0$ is a reference concentration. Convective transport of solute is governed by

$$\frac{\partial C_e}{\partial t}_{\text{CAM}} + \mathbf{u} \cdot \nabla C_i = \nabla \cdot (D_e \nabla C_i),$$

(5)

where $\mathbf{u}$ is the flow velocity in the liquid, and $D_e = \phi_i D_i + k \phi_s D_s$ is the equivalent diffusion coefficient. Due to the low thermal Peclet number and high thermal diffusivity, the temperature is assumed to be known explicitly. Thus, during solidification, the temperature field simply becomes

$$\frac{\partial T}{\partial t} = -Q,$$

(6)

where $Q$ (K/s) is the cooling rate. The relative buoyancy force acting on the liquid is expressed as

$$\mathbf{F} = \rho g (\beta_T (T - T_0) + \beta_C (C - C_0)),$$

(7)

where $\rho$ is the density, $g$ is acceleration due to gravity, $\beta_T$ and $\beta_C$ are the thermal and solutal expansion coefficients and $T_0$ is a reference temperature.

**Lattice Boltzmann Method**
A three-dimensional D3Q19 lattice with 19 discrete velocities has been employed in this work to simulate hydrodynamics described by the Navier–Stokes equation (NSE),

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{F}.$$

(1)
The NSE can be recovered from the lattice Boltzmann equation (LBE), which describes the evolution of a particle distribution function (PDF),

\[ f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{1}{\tau} \left( f_i(x, t) - f_i^{eq}(x, t) \right) + F_i(x, t) \Delta t, \tag{2} \]

through the Chapman-Enskog expansion, linking the kinematic viscosity to the relaxation time as

\[ \nu = \frac{c^2}{6}(2\tau - \Delta t), \tag{3} \]

where \( c = \Delta x / \Delta t \) is the lattice speed. The TRT (two relaxation time) collision scheme is used in this work for stability purposes modifying the LBE in (2) as

\[ f_i(x + c_i \Delta t, t + \Delta t) = f_i(x, t) + g_i^+(x, t) + g_i^-(x, t) + F_i(x, t) \Delta t, \tag{4} \]

where

\[ g_i^\pm = -\frac{1}{\tau^\pm} (f_i^\pm - f_i^{eq \pm}), \text{with } f_i^\pm = \frac{1}{2} (f_i \pm f_i^0), c_i = -c_i \tag{5} \]

The force \( F_i \) acting on the system is given by [28]

\[ F_i = \left(1 - \frac{1}{2\tau}\right) \frac{3(c_i \cdot u) \cdot a}{c^2} f_i^{eq}. \tag{7} \]

The equilibrium PDF \( f_i^{eq} \) is defined as

\[ f_i^{eq} = \rho w_i \left(1 + 3 \frac{c_i \cdot u}{c^2} + 9 \left( \frac{c_i \cdot u}{2c^4} \right)^2 \right), \tag{8} \]

where \( w_i \) and \( c_i \) are the lattice weight coefficients and discrete velocities. Then, the density and fluid velocities can be calculated from the PDFs as

\[ \rho = \sum_i f_i \quad \rho u = \sum_i f_i c_i + \frac{\Delta t}{2} F. \tag{9} \]

A 3D moment-based boundary method, which is an extension from 2D [29], is used for the velocity and pressure boundaries. The bounce-back scheme is used to describe the complex interior boundaries.

**Parallelisation**

The coupled CA-LB algorithm is parallelised on CPUs using the MPI-based libraries for inter-processor communication. The numerical domain is decomposed and distributed equally across all cores. The information exchange is handled through halo regions. The halo regions are populated with the physical boundary condition if they are domain boundaries, or with the neighbouring boundary information if they are inter-core boundaries. The halo regions are updated once every time step, and then are communicated across the neighbouring processes. The message-passing updates the halo regions in core pairs, sequentially for each direction.

**Coupling**
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The fully coupled CA-LB model utilises a separate spatial scale for each method. The ratio of the CAM scale to the LBM scale is restricted to powers of two. The two-way coupling between the CAM and LBM can also vary in strength by changing the ratio of their respective temporal scales. The spatial and temporal scales are generally linked through the CFL condition, as both methods are fully explicit, and their selection is problem-dependent. The spatial scales are chosen so that both microstructure and fluid flow features, such as secondary dendritic arm spacing (SDAS) and inter-dendritic flow, can be captured. The typical length scale of the inter-dendritic flow is much larger than the SDAS, thus a coarser grid to resolve the flow can be chosen to minimise the computational requirements. In this work, the ratios of both the spatial and temporal scales have been chosen as 4 and 50 respectively.

**Problem Setup and Assumptions**

The numerical model is a cuboid domain of size $32 \times 32 \times 0.16 \text{ mm}^3$ populated with cubic cells of length $10 \mu \text{m}$, giving a computational grid of $3200 \times 3200 \times 160 = 1.64$ billion cells, representing the macroscopic scale of the sample. All domain walls have zero velocity with no mass flux, except for the top wall, which is a zero-pressure boundary with bulk concentration conditions. Material properties used in the model represent Ga-25wt.%In and are given in Table 2. The lateral temperature variation is modelled by assuming that isotherms can be represented by an off-centred circle. When the centre of the circle is below the domain, the isotherms take a convex shape while if the centre of the circle is above the domain the isotherms become concave (see also figures below). In all the cases presented, the thermal gradient is aligned with gravity, $G_z = 1.6 \text{ K/mm}$ and the cooling rate is taken as $Q = 0.0064 \text{ K/s}$ giving a characteristic solidification velocity of $4 \mu \text{m/s}$. Initially the lower boundary is nucleated with 20 evenly spaced seeds, then as the system cools these seeds begin to grow partitioning gallium into the liquid phase. The localised high concentration of gallium is lighter than the bulk fluid and generates a net force in $z$. Fluid flow is driven towards the bulk transporting with it the enriched gallium forming a plume of solute.

There is a disparity in the timescales between the numerical model and experiment. To ensure a good thermal contact the Peltier cooler overlaps with the sample in the experiment, such that in situ observation of this region is not possible. This overlapped region is up to 6mm and solidification would take 1500 s with $4 \mu \text{m/s}$ growth. After nucleation, the local gallium rich liquid will introduce a constitutional undercooling, requiring further cooling, therefore it could take up to 2000 s before solidification is above the cooler. It also depends on the location of the field of view of experiments, where to capture the final details this does not necessarily encompass the entire sample. Also, the time averaged velocity in the experiments was approximately $5 \mu \text{m/s}$, slightly faster than the numerical model. Times quoted for experiments are based on the first observation of the solid front, while in the numerical results time is given from nucleation.

**Results and Discussion**

The first case considered is with flat isotherms, hence $G_x = 0$. With no variation in temperature normal to gravity there is no flow driven by thermal buoyancy as it is balanced by a hydrostatic pressure gradient. Natural convection is then driven by localised high concentrations of gallium escaping into the bulk. Figure 1 shows numerical (a-c) and experimental (d-f).
results for the time evolution of the microstructure. Figure 1c also shows macroscopic contour lines of $\phi$, which have been calculated by volume averaging over relatively large volumes of $1.6\,\text{mm} \times 160\,\mu\text{m} \times 1.6\,\text{mm}$. In both the numerical and experimental results no stable channel is formed. Small channels appear, but then after a short period the microstructure either grows into this region or overgrows the channel leaving small pockets of gallium rich liquid. These pockets are small scale freckles that have been captured theoretically, numerically and experimentally by other investigations and are generated when Ra is above a critical value. The pockets appear throughout the entire microstructure and the mechanism for this behaviour can be attributed to the migration of plumes. As a plume forms, the high concentration of rising gallium remelts part of the microstructure and prevents solidification. However, to preserve continuity the high concentration flow leaving the interface is replaced by local inter-dendritic fluid, which in turn is fed by downward flow from the bulk. This low concentration downward flow promotes solidification, reducing the inter-dendritic porosity in local regions surrounding the plume. Eventually, the inter-dendritic regions can no longer feed the plume from the sides and by necessity, a counter flow from the bulk enters the channel encouraging solidification. The lighter liquid escapes and the plume destabilises; it either dissipates into the bulk or migrates to a new location on the interface. The contours of solid fraction $\phi$ in figure 1(c) show that in regions where these pockets have formed the values of $\phi$ are closer, indicating that solidification was encouraged in these regions. For example, on the lower right hand side of figure 1(c) the line of $\phi = 0.4$ extends high up into the mush, with pockets either side. At this location flow into this region fed the pockets until the value of $\phi$ increased and was unable to feed the channels. This unstable process continues throughout solidification and with no stable flow field forming at any point on the interface, no stable channel forms. The mechanism for this is highlighted in figure 1(g-i). Below the interface, the system drives to equilibrium between the liquid concentration and temperature. As the isotherms are flat, direct application of equation (4) also requires the isopleths of concentration to be flat. Therefore, the solute buoyancy force in the liquid regions of the mushy zone becomes constant in planes normal to gravity. This hydrostatically balanced system leads to very little residual flow from the mushy zone to the interface. Figure 1(g) highlights the flat isopleths through the liquidus concentration (the concentration if all cells were liquid). Figure 1(h) shows the $z$-component of velocity, the velocity of the plumes is $O(1\,\text{mm/s})$, however the scale bar is purposefully scaled to slower velocities, for comparison to subsequent cases but to also highlight that deep in the mushy zone there is effectively no flow. Figure 1(i) shows the relative pressure, $\Delta p$, which is calculated by removing the hydrostatic pressure. In this case small pressure variations only occur at the interface driving the small-scale circulations that are shown schematically on the figure, and highlighting that the mechanism for the formation of small pockets of gallium-enriched liquid is localised to plume and the interface. There is a direct analogy for this case to Rayleigh-Bernard flow, where the system quickly evolves into a chaotic state. With no time averaged spatial bias of convective transport of solute it is not possible to sustain a large scale channel.

Case 2 is with $G_x \approx 0.25\,\text{K/mm}$ and is representative of experimental results with a moderate thermal gradient. Figure 2 shows a comparison of numerical (a-c) and experimental (d-f) results of the microstructure time evolution, leading to the formation of a stable channel. Although thermal buoyancy now drives large-scale flow circulations, the results reveal that
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this is not the primary mechanism for the formation of the stable channel. Instead, the mechanism is driven by solute buoyancy forces. The temperature does play a key role, in that in the inter-dendritic regions the system drives to a thermo-solutal equilibrium and with the isotherms now convex, the concentration isopleths also take on a convex profile. With a cooler centre and higher concentration, the solute forces are stronger here than at the edge of the sample. This leads to a relative force in the inter-dendritic liquid that drives flow up the centre of the sample and down at the edges. This solute driven large-scale flow generates a net transport of high concentration gallium toward the centre through the inter-dendritic region causing re-melting of the microstructure and ultimately the formation of the channel. As the plume leaves the channel, it assists the channel formation by generating a suction force. This is highlighted in figure 2(g), which shows the liquid concentration and the entire microstructure is in thermo-solutal equilibrium except near the channel, where the re-melted liquid and high flow velocities prevent the system from reaching this equilibrium. Figure 2(h) shows the x-component of velocity with positive and negative values on the left and right respectively of the channel highlighting the large-scale flow necessary to form and sustain the channel. As the only driving force for flow is gravity directed in z, a pressure gradient forms in x to drive the inter-dendritic feeding flow. The relative pressure is shown in figure Figure 2(i) along with a schematic of the large-scale flow field.

Once a channel begins to form it is not immediately clear if it is due to the relative forced introduced by the convex isopleths of concentration or, as previously suggested [22], due to the suction force from escaping plumes. However, these results suggest that a bias is introduced from the convex isopleths of concentration. This argument is further supported by comparing the buoyancy force due to the high concentration gallium in the channel to the force generated by the convex isopleth of concentration. In the channel the integral force can be described by $F_p = \rho g \beta (C_p - C_0) V_p$, where $C_p$ is the concentration of the liquid in the channel, $C_0$ a reference concentration taken to be the thermal-solutal equilibrium concentration along the centre of the domain and $V_p = WDH_m$ is the volume of the channel, with dimension width, $W$, depth, $D$ and height of the microstructure, $H_m$. The integral force in the inter-dendritic fluid can be expressed as $F_m = \rho g \beta (C_m - C_0) V_m (1 - \phi)$, where $V_m (1 - \phi)$ is the volume of the inter-dendritic fluid and $V_m = (L - W)DH_m$. A schematic of the relevant lengths is given in figure 3. $C_m$ is the integral concentration in the inter-dendritic region. From equation (4), $C_m$ can be obtained by integration with respect to $x$

$$2 \int_0^L \int_0^W G_x = \int_0^L \int_0^W m_l \frac{\partial (C_m - C_0)}{\partial x} \quad (10)$$

giving

$$C_m - C_0 = \frac{G_x}{m_l} (L - W). \quad (11)$$

From both the experimental and numerical results the width of a channel is typically O(1mm). For the experimental conditions and material properties, this gives a concentration difference between the edge and the centre of the sample $C_m - C_0 \approx 3$wt. % The relative strength of these two forces becomes
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\[ \frac{F_p}{F_m} = \frac{(C_p - C_0)W}{G_m(L - W)^2(1 - \phi)} \]  

(12)

Using the numerical results the average value of \( \phi = 0.4 \) was calculated in the microstructure.

In the channel \( C_p \) is assumed constant; it is the thermo-solutal equilibrium that changes. At the base of the channel it can be assumed that \( C_0 = C_p \) then varying linearly to the bulk concentration at the top of the channel. As it is the term \( C_p - C_0 \) that determines the force, it is strongest at the top of the interface. In both experiments and the numerical models the initiation of the channel begins with Gallium concentrations around 80 wt.\% Substituting this into equation (12) gives a relative force \( \frac{F_p}{F_m} = 0.1 \) indicating that although both forces are acting in the same direction, it is the force in the interdendritic fluid that is more likely to initiate the formation of a channel. Even in the unrealistic case where channel is 100\% Gallium the relative force is still \( \frac{F_p}{F_m} = 0.5 \). Although this solution suggests the initiation is due to the forces in the interdendritic liquid it does not consider the suction force that would be present for a fully formed channel. However, this solution can be further extended to investigate the relative effect of the suction force a sustained plume would have on a fully formed channel. To compare the suction force of the plume to the relative forced introduced by the convex isopleths of concentration, assume the plume has a height \( H_p \) and the microstructure has a height \( H_m \). The ratio of forces then becomes

\[ \frac{F_p}{F_m} = \frac{(C_p - C_0)WH_p}{G_m(L - W)^2(1 - f)H_m} \]  

(13)

By setting \( \frac{F_p}{F_m} = 1 \), the ratio of the plume height to the microstructure height for these experimental conditions becomes \( H_p/H_m = 2.1 \) for a Ga concentration of 90 wt.\% and increasing for a Ga concentration of 80 wt.\% to \( H_p/H_m = 6.4 \). Given that the earliest height where stable channels are observed is around 10 mm, the plume would need to be on the scale or larger than the entire sample. This also implies that for a plume with a velocity of O(1 mm/s) it will take 21 s to develop for 90 wt.\% Gallium. However, as the plume dissipates it will also decelerate so this time scale will be longer. Dissipation of the plume can be estimated from

\[ \frac{\Delta C}{\Delta t} = \frac{D_l \Delta C}{L_D^2} - \frac{u_r \Delta C}{L_D} \]  

(14)

where the velocity \( u_r \) accounts for radial flow circulations near the tip of the plume. With \( u_r = 0 \) in 21 s the diffusion length scale is 207 \( \mu \)m. However, even with a moderate radial flow of 100 \( \mu \)m/s the transported length scale becomes 3.2 mm, much larger than the plume itself. It is unlikely that such a large plume would be sustained and consequently unable to supply a strong enough suction force to become the dominant mechanism. In the case of large-scale casts, where at some distance below the interface the eutectic forms the length \( H_m \)is known and for these experimental parameters would be O(20-30mm). Therefore, the plume would need to be at least O(40-60mm) high to provide an equal suction force to interdendritic solute buoyancy force.
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In the initial stages of solidification, the channel is not stable, an unstable behaviour observed both in the experiments and in the numerical results. Channels form, but cannot be sustained by the inter-dendritic flow, this can be explained by looking at mass balance. Consider a channel of width $W$ that is being fed by a microstructure with height $H$. Balancing the mass flux at the exit of the channel to mass entering the channel from the microstructure gives $u_pW = 2u_mH(1 - \phi)$, where $u_p$ is the velocity of the channel and $u_m$ the inter-dendritic fluid velocity. In this work, stable channels typically have $u_p = 1$ mm/s with $W = 1$ mm. From the numerical results $u_m = O(50 - 100)\mu m/s$, $H$ can be calculated to be 8-16 mm for $\phi = 0.4$ and 6mm-13mm for $\phi = 0.2$. Two estimates of $\phi$ are given as they encompass the predictions of the numerical model as $\phi$ increases over time while slow solidification occurs whilst feeding the formation. This simple calculation is in good agreement with both the numerical and experimental observations. During this unstable formation regime, oscillations between solidification and re-melting occur with the channel size ultimately increasing. This is highlighted both in the numerical and experimental results in figure 4(a,c) which shows that when the inter-dendritic liquid cannot feed the channel, downflow from the bulk is introduced, leading to rapid to solidification and closing of the channel as shown in figure 4(b,d).

This process is similar to Case 1, but here the channels will reopen again due to the inherent bias introduced by the convex isotherms. Due to the influx of low concentration liquid, the re-solidification process occurs over a short time scale of O(10-100s). When the channel closes off, gallium plumes will seek alternative passages into the bulk. This leads to a competition between channels to release gallium, and in some instances this can lead to ejected gallium oscillating between two channels. This behaviour is analogous to a fluidic oscillator and figure 5 shows this behaviour captured in both the numerical and experimental results. In the numerical results figure 5(a-b) shows that initially, the gallium is being ejected from the left channel and that a short time later (100 s) the plume is coming from the right-side channel. Similarly, in the experimental results figure 5(e-f) shows the same behaviour but with the channels reversed. This fluidic oscillator behaviour is a function of local porosity and inter-dendritic flow. Gallium flowing out of one of the channels is fed by local fluid from the inter-dendritic region, which in turn is fed from the bulk. The low concentration bulk flow encourages growth reducing the porosity and at some point, it can no longer feed the channel, the plume pinches off and the gallium flows through the other channel. As the porosity decreases, the pressure in this region increases. Consequently, the oscillation between channels comes down to an oscillation in pressure, much like the behaviour in the feedback tubes of a fluidic oscillator. The corresponding pressure drops are highlighted in the numerical results in figure 5(c-d) for each channel. The process can repeat itself until the two channels merge, then as the microstructure continues to grow the volume of inter-dendritic fluid increases and inter-dendritic liquid can sustain the channel for longer periods of time until eventually the channel becomes stable.

The final case is where $G_c < 0$ is giving a cooler temperature at the edges of the sample and a hotter centre. This case is more typical of industrial casting applications where heat is lost through the mould of the cast. Generating this kind of thermal field was not possible with the current experimental set up and so Figure 6 shows numerical results only for the evolution of the microstructure. In contrast to Case 2, Figure 6(a-c) shows that the interface takes on a ‘U’ shape with stable channels forming on both edges of the sample. The mechanism for this formation essentially follows the same argument as Case 2, but in this case the thermo-solutal equilibrium generates a relative force upwards at the sample edge and downwards.
at the centre. This creates a bias where in the latter stages of solidification the solute plumes form at the edges. However, a key difference between these two cases is that there is also the interaction of the solute plume with the sample wall. Once the solute channel has fully melted through the solid, it attaches to the wall through the Coandă effect. Although this effect also occurs in Case 2 through the interaction of merging channels, the static wall allows the channel to fully attach and in an ideal perfectly smooth wall the channel remains fully attached all the way into the bulk. Figure 6(d) shows the liquid Ga concentration indicating that the only region where temperature and solute are not in equilibrium is in the channels. This figure also highlights how this temperature field introduces a bias for the channels to form at the edge, which is consistent with industry related experiments that show a general tendency for freckles to form between on the boundary of the cast and the mould [21]. Figure 6(e) shows the $x$-component of velocity with flow in the opposite direction to Case 2 with negative and positive values on the left and right respectively. This lateral flow through the inter-dendritic region is driven by a pressure gradient in $x$. The relative pressure is shown in figure Figure 6(f) along with a schematic of the large-scale flow field.

Conclusions and Future Work

The application of a parallel CALBM microscale numerical model has revealed fundamental mechanisms for the formation and stability of large-scale freckle defects. An excellent match between the numerical model and experiments conducted on thin sample Ga-25wt.%In alloy was achieved. Three cases representing flat, concave and convex isotherms demonstrated that the distribution and size of freckles is strongly dependent on the transverse thermal profile. With a flat isotherm, no large-scale channels were observed, however the mechanisms for small-scale freckles were captured. For a convex isotherm a large stable channel formed in the centre of the sample and for a concave isotherm two stable channels attached to the sample wall. A comparison of forces revealed that the force due to curved isopleths of concentration is the dominant mechanism for large-scale channel formation and stability compared to the suction force from escaping plumes.

Strong lateral flow through the inter-dendritic region driven by a lateral pressure gradient was shown to be the feeding mechanism for stable channels. This pressure gradient is a direct consequence of the curved isopleths of concentration. To preserve continuity the lateral flow required large scale circulations and in regions where flow was incident from the bulk into the mushy zone solidification was encouraged resulting in an increase in solid fraction.

With an improved understanding of the mechanism, there are avenues of future study, primarily developing methods that can remove the freckle formation bias introduced by the thermal field. One possibility is the *Phil. Trans. R. Soc. A.*
introduction of external forces, for example Lorentz force from external magnetic fields. This could be used to introduce additional fluid flow, or to counteract the lateral pressure gradient that feeds channels. Although, the parallel modelling technique deployed in this work is on the macro scale, there is still much development required in computing resources to realise large component scale simulations. However, by resolving the microstructure at macroscopic scales allowed for integrated values of the solid fraction to be predicted. These may be useful for improving, macroscale porosity modelling assumptions that are still necessary for component scale modelling.
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Table 1. Experimental parameters of solidification experiments.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Temperature gradient G_z, K/mm</th>
<th>Lateral gradient G_y, K/mm</th>
<th>Solidification cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>1.6</td>
<td>~ 0</td>
<td>rectangular</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>1.5 – 1.9</td>
<td>0.3 - 0.5</td>
<td>hexagonal</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>1.4</td>
<td>~ 0</td>
<td>rectangular</td>
</tr>
</tbody>
</table>

Table 2. Material properties used in simulations.

<table>
<thead>
<tr>
<th>Property</th>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density Ga</td>
<td>( \rho_{Ga} )</td>
<td>6095</td>
<td>kg m(^{-3})</td>
</tr>
<tr>
<td>Density In</td>
<td>( \rho_{In} )</td>
<td>7020</td>
<td>kg m(^{-3})</td>
</tr>
<tr>
<td>Kinematic viscosity</td>
<td>( \nu )</td>
<td>3.28 X 10(^{-7})</td>
<td>m(^2) s(^{-1})</td>
</tr>
<tr>
<td>Partitioning coefficient</td>
<td>( k )</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>Solute diffusivity</td>
<td>( D_l )</td>
<td>2 X 10(^{-4})</td>
<td>m(^2) s(^{-1})</td>
</tr>
<tr>
<td>Liquidus slope</td>
<td>( m_l )</td>
<td>2.9</td>
<td>K wt. %(^{-1})</td>
</tr>
<tr>
<td>Solute expansion coefficient</td>
<td>( \beta_C )</td>
<td>1.66 X 10(^{-3})</td>
<td>wt. %(^{-1})</td>
</tr>
<tr>
<td>Thermal expansion coefficient</td>
<td>( \beta_T )</td>
<td>1.18 X 10(^{-4})</td>
<td>K(^{-1})</td>
</tr>
</tbody>
</table>

Figure and table captions
Figure 1. Case 1 with $G_x = 0$. a-c) Numerical results of evolution of microstructure at times a) 1500 s, b) 3000 s, c) 5000 s with contours of $\phi$. d-f) Experimental results of microstructure evolution at times d) 1100 s, e) 2500 s, f) 3200 s. Numerical results at 5000 s of g) liquidus concentration, h) $z$-component of flow, i) relative pressure.
Figure 2. Case 2 with $G_x \approx 0.25$ K/mm. a-c) Numerical results of evolution of microstructure at times a) 2500 s, b) 4000 s, c) 5750 s with contours of $\phi$. d-f) Experimental results of microstructure evolution at times d) 700 s, e) 1050 s, f) 1750 s. Numerical results at 4000 s of g) liquidus concentration, h) x-component of flow, i) relative pressure at 5750 s with schematic of large scale flow.
Figure 3. Schematic of lengths used to compare forces between the relative force from the isopleths of concentration with the force from the channel and from the suction force of the plume.

Figure 4. Channel closing mechanism. a,c) Numerical and experimental results respectively of the open channel with arrows highlighting the inflow of bulk concentration and the outflow of Gallium enriched liquid.
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b,d) Numerical and experimental results respectively showing the closed channel.

Figure 5. Fluidic oscillator between two competing channels. a,b) Numerical results showing Gallium expelled from the right channel and then later by the left. c,d) relative pressure with location of channels indicated by arrows. e,f) Experimental results showing the same effect, but with channel oscillation reversed.
Figure 6. Case 3 with $G_x \approx -0.25$ K/mm. a-c) Numerical results of evolution of microstructure at times a) 2000 s, b) 3750 s, c) 4500 s with contours of $\phi$. d-f) Numerical results at 3750 s of g) Ga liquid concentration, h) $z$-component of flow, i) relative pressure at 4500 s with schematic of large scale flow.