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Poly(propylene glycol) (PPG) samples of different molecular mass were characterized using differential scanning calorimetry, modulated differential scanning calorimetry, thermogravimetry and thermally stimulated current (TSC) spectroscopy. It was shown, by TSC, that the glass transition temperature and the degree of molecular mobility increased with increasing molecular mass of PPG. Additional experiments showed that PPGs of molecular mass 425, 1000 and 2000 Da undergo one global relaxation process; however, PPG 2700 (Da) undergoes an additional relaxation process after the glass transition which has been attributed either to the release of the excess charge delocalised in the polymer structure or a liquid-liquid transition.

Thermally induced phase separation in aqueous solutions of PPG has been examined using a variety of techniques including high sensitivity scanning calorimetry (HSDSC), hot stage microscopy, small angle neutron scattering, and turbidity measurements. The data suggest that phase separation is a consequence of PPG aggregation (droplets); the aggregates grow in size, as the temperature is raised further. It is postulated that phase separation occurs via nucleation and growth, which is corroborated by model fitting the calorimetric data using a mass action aggregation model. It is concluded that phase separation of PPG occurs as a result of the disruption of a hydrogen bonded network between water and PPG.

The effect of five sugars (mannitol, maltose, raffinose, sucrose and trehalose) on the $T_m$ (transition temperature) of aqueous PPG 1000 solutions was studied by HSDSC and turbidity measurements. All the sugars decreased the phase separation temperature of the PPG solutions, with trehalose and maltose showing the greatest effect.

A series of experiments, using HPLC, showed that phase separated PPG (1000 Da) increased the apparent aqueous solubility of naphthalene.

SALONI GUPTA [B.Sc. (Hons)]
OVERVIEW

Chapter 1 provides a brief background to the subject area of the research reported in the thesis and the project objectives.

Chapter 2 gives a general introduction to polymers, in particular PPG, and the phase-separation behaviour of PPG is discussed.

Chapter 3 provides the theory and the principles underlying the experimental techniques used in the research reported herein.

In Chapter 4 the experimental thermal properties of five different molecular weight PPG samples obtained using different techniques are discussed.

In Chapter 5 the experimental phase-separation behaviour of aqueous samples of PPG 1000, using different techniques, as a function of concentration, is reported and discussed.

In Chapter 6 the effect of the presence of five sugars, at different concentrations, on the phase-separation behaviour of aqueous PPG solutions is reported.

In Chapter 7 the use of aqueous PPG solutions as a solubilizing medium using a model hydrophobic compound, naphthalene, is reported.
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<table>
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</tr>
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<tbody>
<tr>
<td>ACN</td>
<td>Acetonitrile</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>ASTM</td>
<td>American Society for Testing and Materials</td>
</tr>
<tr>
<td>BHT</td>
<td>Butylated hydroxytoluene</td>
</tr>
<tr>
<td>CP</td>
<td>Cloud point</td>
</tr>
<tr>
<td>CMC</td>
<td>Critical micelle concentration</td>
</tr>
<tr>
<td>DP</td>
<td>Degree of polymerisation</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DTG/TG</td>
<td>Derivative thermogravimetric/thermogravimetric</td>
</tr>
<tr>
<td>DSC</td>
<td>Differential scanning calorimetry</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulfoxide</td>
</tr>
<tr>
<td>DLS</td>
<td>Dynamic light scattering</td>
</tr>
<tr>
<td>EPR</td>
<td>Enhanced permeation and retention</td>
</tr>
<tr>
<td>EO</td>
<td>Ethylene oxide</td>
</tr>
<tr>
<td>GPC</td>
<td>Gel-permeation chromatography</td>
</tr>
<tr>
<td>GRAS</td>
<td>Generally recognized as safe</td>
</tr>
<tr>
<td>gP</td>
<td>Glycoprotein</td>
</tr>
<tr>
<td>HPLC</td>
<td>High performance liquid chromatography</td>
</tr>
<tr>
<td>HVLP</td>
<td>High volume low pressure</td>
</tr>
<tr>
<td>HSDSC</td>
<td>High-sensitivity differential scanning calorimetry</td>
</tr>
<tr>
<td>HSM</td>
<td>Hot-stage microscopy</td>
</tr>
<tr>
<td>HLB</td>
<td>Hydrophilic-lipophilic balance</td>
</tr>
<tr>
<td>HOC</td>
<td>Hydrophobic organic compound</td>
</tr>
<tr>
<td>IPN</td>
<td>Interpenetrating polymer networks</td>
</tr>
<tr>
<td>LCST</td>
<td>Lower critical solution temperature</td>
</tr>
<tr>
<td>MDSC</td>
<td>Modulated differential scanning calorimetry</td>
</tr>
<tr>
<td>MSR</td>
<td>Molar solubilisation ratio</td>
</tr>
<tr>
<td>MDR</td>
<td>Multi-drug resistant</td>
</tr>
<tr>
<td>NDI</td>
<td>Naphthalenediimide</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------</td>
</tr>
<tr>
<td>e</td>
<td>Absorptivity</td>
</tr>
<tr>
<td>n</td>
<td>Aggregation number</td>
</tr>
<tr>
<td>$C_{P,xs}$</td>
<td>Apparent excess heat capacity</td>
</tr>
<tr>
<td>$S_{aq}$</td>
<td>Aqueous saturated solubility of naphthalene</td>
</tr>
</tbody>
</table>

PCS  Photon correlation spectroscopy
PEG  Poly(ethylene glycol)
PEO  Poly(ethylene oxide)
PPG  Poly(propylene glycol)
PPO  Poly(propylene oxide)
PEI  Polyethylenimine
PIC  Polyion complex
PNIPA Poly-$N$-isopropylacrylamide
PTFE Polytetrafluoroethylene
PO  Propylene oxide
QELS Quasi-elastic light scattering
RID  Refractive index detector
RCS  Refrigerated cooling system
RES  Reticuloentothelial system
SANS  Small-angle neutron scattering
THF  Tetrahydrofuran
TM  Thermal microscopy
TW  Thermal windowing
TIPS  Thermally induced phase-separation
TMDSC Thermally modulated differential scanning calorimetry
TSC  Thermally stimulated current
TSDC  Thermally stimulated depolarisation current
TGA  Thermogravimetric analysis
UV-Visible Ultraviolet-Visible
UCST  Upper critical solution temperature
VWD  Variable wavelength detector
G_2 \quad \text{Autocorrelation function}

A \quad \text{Background term designated as the baseline value}

k \quad \text{Boltzmann’s constant}

\Delta H_{\text{cal}} \quad \text{Calorimetric enthalpy}

\Delta H \quad \text{Change in enthalpy}

\Delta T \quad \text{Change in temperature}

\Delta Q \quad \text{Change in the heat}

\mu^o_X \quad \text{Chemical potential of aggregates in pure state}

\mu^o_X \quad \text{Chemical potential of unimers in pure state}

\mu_X \quad \text{Chemical potential of unimers in solution}

\mu_X \quad \text{Chemical potential of aggregates in solution}

[X_n] \quad \text{Concentration of } n \text{ unimer aggregates}

[X]^n \quad \text{Concentration of unimeric chains}

T_c \quad \text{Crystallisation temperature}

\Gamma \quad \text{Decay constant}

I(T) \quad \text{Depolarisation current}

D \quad \text{Diameter of particles}

q \quad \text{Difference in the magnitude of charge between either ends of dipole}

\alpha \quad \text{Diffusion coefficient}

\alpha \quad \text{Dimensionless particle size parameter}

d \quad \text{Distance between the centres of positive and the negative charge.}

\mu \quad \text{Electric dipole moment}

\delta \quad \text{Electronegativity}

\Delta H_{\text{mixing}} \quad \text{Enthalpy of mixing}

S \quad \text{Entropy}

\Delta S_{\text{mixing}} \quad \text{Entropy of mixing}

K \quad \text{Equilibrium constant}

K_p \quad \text{Equilibrium constant or partition coefficient for the equilibrium distribution}
\text{of naphthalene between water and the separated PPG phase}

P_e \quad \text{Equilibrium polarisation at infinite time}

T_f \quad \text{Final temperature upon heating of the sample}

k_f \quad \text{Final wavevector}

\chi_{AB} \quad \text{Flory-Huggins interaction parameter}
\( \Delta G_{\text{dil,} A} \) Free energy of dilution of molecules A

\( \Delta G_{\text{mixing}} \) Free energy of mixing

\( G_B \) Free energy of molecules B

\( G_A \) Free energy of molecules A

\( G_2 \) Free energy of solute

\( G_1 \) Free energy of solvent

\( R \) Gas constant

\( T_M \) Glass transition temperature obtained by TSC

\( T_g \) Glass-transition temperature obtained by DSC

\( T_{g'} \) Glass-transition temperature when polymer is heated from glassy-state

\( \Delta C_P \) Heat capacity change

\( C_P \) Heat capacity of the system at constant pressure

\( T_i \) Initial temperature

\( k_i \) Initial wavevectors

\( B \) Instrument-dependent factor

\( I_0 \) Intensity of the incident light

\( I \) Intensity of the transmitted light

\( l \) Length of the optical path

\( \beta \) Linear heating rate

\( T_m \) Melting-point temperature

\( q \) Modulus of the scattering vector

\( M_i \) Molar mass of the molecular species i

\( n_A \) Mole fraction of A

\( n_B \) Mole fraction of B

\( X_A \) Mole fraction of molecules A

\( X_B \) Mole fraction of molecules B

\( x_2 \) Mole fraction of solute

\( x_1 \) Mole fraction of solvent

\( n_{\text{PPG}} \) Mole of phase separated PPG

\( Q \) Momentum transfer

\( G_1 \) First order autocorrelation function

\( M_a \) Number Average molar mass

\( W \) Number of different arrangements of arranging molecules in the lattice
\( \text{NA} \) Number of molecules of A

\( \text{NB} \) Number of molecules of B

\( \text{Ni} \) Number of molecules of i

\( \text{N} \) Number of scattering particles per unit volume

\( \text{T}_m \) Phase-transition temperature

\( \text{T}_p \) Polarisation temperature

\( r \) Radius of the particles

\( m \) Ratio of the refractive index of the particles and the medium

\( \text{C}_{\text{ref}} \) Reference concentration

\( \text{T}_{\text{ref}} \) Reference temperature

\( n \) Refractive index of the dispersion medium

\( n_m \) Refractive index of the medium

\( n_p \) Refractive index of the particles

\( \tau \) Relaxation time

\( \text{P}(t) \) Remaining polarization at time \( t \)

\( I \) Scattered intensity

\( \theta \) Scattering angle

\( E_p \) Static electric field

\( T \) Temperature

\( T_d \) Temperature a few degree below polarisation temperature

\( T_o \) Temperature at quench cooling of dipoles

\( T_{1/2} \) Temperature at which half the molecules have formed a separate phase

\( T_w \) Temperature of thermal windowing experiments

\( S^* \) The apparent aqueous solubility of naphthalene in the aqueous two-phase system

\( d \) The apparent Stokes-Einstein particle diameter

\( \alpha \) The extent of conversion of unimeric polymer chains into aggregates

\( S_{\text{PPG}} \) The solubility of naphthalene in the separated PPG phase

\( t \) Time

\( t_w \) Time for which the sample is held isothermal without any external electric field

\( t_w \) Time of windowing

\( t_p \) Time static electric field is applied for

\( t \) Time-of-flight

XXIV
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\text{Total}} )</td>
<td>Total concentration</td>
</tr>
<tr>
<td>( C )</td>
<td>Total concentration of the polymer</td>
</tr>
<tr>
<td>( L )</td>
<td>Total flight path</td>
</tr>
<tr>
<td>( Q )</td>
<td>Total Mie scattering coefficient</td>
</tr>
<tr>
<td>( N )</td>
<td>Total number of sites in the lattice</td>
</tr>
<tr>
<td>( D_r )</td>
<td>Translational diffusion coefficient</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Turbidity</td>
</tr>
<tr>
<td>( \Delta H_{\text{vH}} )</td>
<td>van’t Hoff enthalpy</td>
</tr>
<tr>
<td>( pA^\circ )</td>
<td>Vapour pressure of A in pure state</td>
</tr>
<tr>
<td>( pA )</td>
<td>Vapour pressure of substance A in a solution</td>
</tr>
<tr>
<td>( t' )</td>
<td>Very small time interval</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Viscosity</td>
</tr>
<tr>
<td>( V )</td>
<td>Volume</td>
</tr>
<tr>
<td>( \Phi_A )</td>
<td>Volume fraction of A</td>
</tr>
<tr>
<td>( \Phi_B )</td>
<td>Volume fraction of B</td>
</tr>
<tr>
<td>( V_A )</td>
<td>Volume occupied by each molecule of A</td>
</tr>
<tr>
<td>( V_B )</td>
<td>Volume occupied by each molecule of B</td>
</tr>
<tr>
<td>( V_W )</td>
<td>Volume of water</td>
</tr>
<tr>
<td>( \lambda_m )</td>
<td>Wavelength of the incident light in the dispersion medium</td>
</tr>
<tr>
<td>( \lambda_0 )</td>
<td>Wavelength of the incident light in vacuum</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Wavelength of the incident neutron beam</td>
</tr>
<tr>
<td>( M_w )</td>
<td>Weight average molar mass</td>
</tr>
<tr>
<td>( M_z )</td>
<td>( z )-Average molar mass</td>
</tr>
</tbody>
</table>
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Chapter 1: Project Overview

1.1 Project Background

Folkman and Long, in 1964, discovered that small hydrophobic drug molecules diffuse at a controlled rate through silicon tubing which then revolutionised the use of polymer systems for controlled drug release (Freiberg & Zhu 2004). Since then, polymers have been utilised in drug and gene delivery for example in the form of films, tablets, microspheres and implantation devices. Polymeric micelles are becoming increasingly popular for use as vehicles for the delivery of therapeutic and diagnostic agents (Alivisatos 1996; Sutherland 2002). They are preferred over the traditional surfactants because the CMC of polymeric micelles is in the order of $10^{-7}$ to $10^{-6}$ M while that of surfactant molecules is in the order of $10^{-4}$ to $10^{-3}$ M (Rijcken et al. 2007). This suggests that polymeric micelles are less prone to dissociation at low concentrations (for example, with blood volume upon intravenous administration) (Torchilin 2001) and so they have longer circulation times in the body and hence greater bioavailability. Their size is similar to the size of many natural carriers such as viruses and serum lipoproteins, which make these particles easily recognizable in the body and enhances their interaction with specific cells in the body. These materials include polymer micelles, polymer-DNA complexes, nanogels and liposomes which are, all collectively, designated “nanomedicines” (Batrakova & Kabanov 2008). Polymer therapeutics is another term commonly used for linear or branched polymer chains acting either as a bioactive (a polymeric drug) or an inert carrier to which the drug is covalently attached (Liechty et al. 2010). These materials offer increased bioavailability of the drug, improved release kinetics and intracellular transport. They can exhibit temporal control which aims to achieve pre-determined drug release kinetics and spatial distribution control; the purpose being targeted drug delivery in the body. Most of the polymer conjugates are designed for anticancer therapeutics but some other diseases have also been targeted including rheumatoid arthritis, diabetes, ischemia and hepatitis B and C (Liechty et al. 2010).
Their popularity in cancer drug delivery is due to the passive tumour targeting phenomenon, first stated by Maeda and Matsumura, called enhanced permeation and retention (EPR) (Maeda & Matsumura 1988). It has been shown that when anticancer drugs are transported as polymer conjugates, they accumulate in tumour cells by up to 70-fold compared with “normal” cells (Liechty et al. 2010). They can help to circumvent the reticuloendothelial system (RES), renal clearance and other natural defence mechanisms in the body which is of considerable interest for drug delivery purposes (Batrakova & Kabanov 2008). Conjugation of polypeptide drugs with some synthetic polymers is known to improve many biological properties of drugs such as bioavailability, cell adhesion, stability, dissolution and plasma half-lives.

**Rationale**

Pluronics are amphiphilic ABA block copolymers comprising of two ethylene oxide (EO), A, blocks separated by a central propylene oxide (PO), B, block. They are used in a wide variety of industrial formulations/processes and are becoming increasingly popular for the formulation of drug delivery systems. Structurally they may be described by the following formula $\text{EO}_y-\text{PO}_x-\text{EO}_y$, where $y$ has a chain length of 2-130 EO units and $x$ from 16-70 PO units (Kabanov et al. 2002). The amphiphilic pluronic copolymers can be characterized by their hydrophile-lipophile balance (HLB). This is determined by the relative sizes of the EO and PO blocks and determines their potential to interact with hydrophobic surfaces and biomembranes. The most widely investigated copolymers are the tri-block copolymers PEO-PPO-PEO consisting of two polyethylene oxide (PEO) (also called poly(ethylene glycol) PEG) chains and a poly(propylene oxide) (PPO) (also called poly(propylene glycol) PPG) chain (Kabanov et al. 2002). They are also called poloxamers. These copolymers form aggregates that can be rod-like, spherical, ellipsoidal or cylindrical depending on the concentration, the temperature, the molecular weight and the ratio of the EO and PO blocks in the copolymer (Kadam et al. 2011). In aqueous solutions (water) the core of the micelles/aggregates is occupied by the hydrophobic PPG chain.
and the shell consists of hydrated, hydrophilic PEG chains. The core of these micelles can act as a “cargo hold” for the insertion of hydrophobic therapeutic agents, usually in amounts of 20-30% by weight (Batrakova & Kabanov 2008). The shell prevents any interaction between the drugs inserted inside the core and the proteins and other cell components outside these micelles, leading to the relatively high bioavailability of these drugs inside cells of the body. The critical micelle concentration (CMC) is a concentration above which amphiphilic molecules begin to self-associate to form aggregates termed micelles. The CMC for these block copolymers is temperature dependent and it decreases with an increase in temperature.

More recently these block copolymers have been used to increase the therapeutic effectiveness of many anticancer agents such as carboplatin, camptothecin, paclitaxel, and cisplatin since once translocated into the cell, they affect various cellular functions including mitochondrial respiration, ATP synthesis, and drug efflux transporters (Zahedi et al. 2012). All these effects are the result of the unimers (non-aggregated polymer chains) which exist below the CMC. The first anti-cancer micellar formulation to reach clinical evaluation was SP1049C which comprises of pluronics L61 and F127 containing the drug doxorubicin (Dox) in the mixed micelles of these pluronics. The pharmacokinetic and the biodistribution data obtained demonstrated more efficient accumulation of the micellar drug in the tumour cells compared with the free drug (Batrakova & Kabanov 2008). Another study reported increased carboplatin toxicity, in experimental carcinoma, of the drug in micelles constituted of pluronic L61 and P85 compared with the free drug (Krupka et al. 2007).

A good understanding of the micellisation process is necessary to enable the use of any block copolymers, or polymers, for drug delivery purposes. The micellisation process is entropy-driven and involves the dehydration of the PPG chains at elevated temperatures. The dehydration of the PPG leads to an increase in hydrophobicity, which results in the aggregation of the PPG blocks, whilst at the same time the PEG chains remain hydrophilic. However, with
any further increase in temperature PEG chains become dehydrated which leads to phase separation. Phase separation is detected as a clouding phenomenon (Inoue & Yamashita 2006). Therefore, the sequence of transformation is unimer → micelle → phase separation.

The aim of this study is to closely study the aggregation behaviour of PPG chains without any hydrophilic attachments (unlike the presence of hydrophilic PEG chains in poloxamers) since PPG might be the driving force for the micellisation process. The aggregation behaviour of poly(propylene oxide) (PPO) with positive charges at both ends has been investigated in aqueous solution; the positive charges were produced by protonation of terminal NH$_2$ groups attached to the polymer composed of 33 PO units. It was found that the aggregation behaviour is quite sensitive to temperature. At low temperature, the polymer dissolves in water as a unimer. When temperature is increased, the unimer solution undergoes a phase separation to give a turbid solution. Further increase in temperature produces a transparent micellar solution (Inoue & Yamashita 2006). This behaviour is similar to that of pluronic L62 reported by Bahadur and co-workers. They reported two cloud-points for aqueous L62 solutions. The first cloud-point reported in aqueous solutions of L62 is due to the presence of polydispersity and, because the short PPG chains are unable to form micelles when heated, they phase separate. The second cloud-point, however, is due to the dehydration of PEG chains (Inoue & Yamashita 2006; Zahedi et al. 2012). However, PPG containing terminal NH$_2$ groups has only one cloud point due to the absence of PEG chains. Apart from the foregoing research, researchers have studied systems with PPG 400 + (NH$_4$)$_2$SO$_4$ in water (Kato et al. 1990), PPG 425 in NaCl at three different temperatures and PPG 725 in NaCl at two different temperatures (Cheluget et al. 1994). Zafarani-Moattar et al., examined the liquid-liquid equilibria data for aqueous PPG in the presence of tri-potassium citrate at different temperatures (Zafarani-Moattar et al. 2008). The effect of sodium di-hydrogen phosphate on aqueous PPG system has also been studied (Sadeghi & Jamehbozorg 2008). Many other research studies have been conducted by other
researchers in order to examine the phase-separation of PPG by the addition of salts or other moieties but the phase-separation of PPG solutions in water with changing temperature has not, to date, been examined in detail.

Previous researchers have reported the use of pluronics in promoting drug penetration across cell membranes (Kabanov et al. 1992; Slepnev et al. 1992), the blood-brain barrier (Kabanov et al. 1989) and skin. It has been shown that pluronics L61 and P85 enhance the sensitivity of multi-drug resistant (MDR) cells. L61 and P85 have hypersensitizing effect on cytotoxic effect of doxorubicin and daunorubicin in MDR cells respectively (Alakhov et al. 1996; Venne et al. 1996). Melik-Nubarov et al., suggested that the ability of pluronics to bind to cell membranes results in the promotion of drug penetration across biological barriers. They examined the binding to cells of two copolymers, P85 and L61, and showed that pluronic L61 with higher hydrophobic PPG content bounds to cells 1.5-2.5 times better than pluronic P85 with a higher hydrophilic, PEG, content (Melik-Nubarov et al. 1999). This difference in binding abilities of the two different pluronics to the cell membrane is because of the difference in their hydrophobicities (HLB index). Their findings were comparable to the work undertaken by other researchers suggesting the greater therapeutic effect of L61 compared with P85 (Batrakova et al. 1996). This suggests that PPG greatly enhances the binding of drugs to certain cells and hence the current research is aimed at analysing the physico-chemical properties and phase-separation behaviour of PPG and investigating its potential as a solubilizing agent, as PPG might have the potential to be used for drug delivery purposes.

1.2 Project Objectives

The research reported herein has the following objectives.

- Since a detailed study of the physico-chemical properties of PPG is missing in the scientific literature, a study has been conducted on the thermal properties of pure PPG
samples of different molecular weight using three different techniques: thermogravimetric analysis (TGA), differential scanning calorimetry (DSC) and thermally stimulated depolarisation current (TSDC) spectroscopy (including thermal windowing (TW)). A study was also performed to analyse the effect of the molecular weight of PPG on the phase-transition temperature ($T_m$) of aqueous solutions of PPGs using high sensitivity differential scanning calorimetry (HSDSC) together with turbidity measurements undertaken using UV-Visible spectroscopy to measure cloud-points of PPG solutions.

- As a result of changes in temperature, PPGs in pluronics are the cause of micellisation. So, an investigation to study the phase-separation behaviour of PPG becomes necessary. The phase-separation of one PPG (out of the five different molecular PPGs) as a function of temperature and concentration has been studied in more detail. The foregoing studies were undertaken using HSDSC together with turbidity measurements, dynamic light scattering (DLS), small angle neutron scattering (SANS) and hot stage microscopy (HSM) to help investigate the mechanism of phase-separation in detail.

- The effect of five different sugars on the phase separation of PPG has been investigated. Sugars decrease the phase-transition temperature of PPG solutions. To formulate a drug in the body, the aggregates encapsulating a drug need to be stable at room temperature and hence sugars were used to reduce the phase-transition temperature of aqueous PPG solutions. The effect of different sugars as a function of varying concentration of sugar and temperature was investigated using HSDSC studies together with turbidity data obtained using turbidity measurements.
Solubilisation of hydrophobic drugs is a major issue in the pharmaceutical industry. Use of aqueous PPG as a solubilizing agent to increase the solubility of a model hydrophobic compound, naphthalene, was examined using HPLC measurements.
Chapter 2: Polymers and their Phase-Separation in Aqueous Solutions

2.1 Polymers

A polymer is a large molecule composed of various smaller units called monomers. The word polymer is derived from two Greek words, ‘poly’ meaning many and ‘meros’ meaning part (Gedde 1995). The term polymerism when originated applied to molecules with identical empirical formulae but different chemical and physical properties. In the 1920’s, Herman Staudinger introduced another term ‘macromolecule’ which is another Greek word meaning a ‘large molecule’ which is now interchangeably used with the word polymer (Nicholson 2012). Polymers can be linear, branched or have a highly interconnected three-dimensional network. The size of the polymer can be defined by its mass or the degree of polymerisation (number of repeat units in that polymer). The relative molar mass of a polymer can be calculated by multiplying the relative molar mass of the monomer and its degree of polymerisation (DP). Generally molecules with a relative molar mass of 1000 Da or above or a DP of 1000 or above are considered to be polymers (Nicholson 2012).

2.1.1 Classification of Polymers

Polymers are classified into different types and subtypes (Fig. 2.1 and Table 2.1).

![Figure 2.1 A general classification of polymers.](image-url)
On the basis of thermal treatment

<table>
<thead>
<tr>
<th>Thermoplastics</th>
<th>Thermosets</th>
</tr>
</thead>
<tbody>
<tr>
<td>They melt when heated and re-solidify when cooled.</td>
<td>Do not melt when heated but decompose irreversibly at very high temperatures.</td>
</tr>
<tr>
<td>Have linear or lightly branched structure.</td>
<td>Highly branched with extensive three-dimensional network of covalent chemical bonds.</td>
</tr>
</tbody>
</table>

On the basis of the type of reaction involved in their formation

<table>
<thead>
<tr>
<th>Condensation polymers</th>
<th>Addition polymers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis involves loss of a small molecular weight molecule, usually a water molecule, e.g. formation of polyesters.</td>
<td>Formed by the addition reaction of an unsaturated monomer, e.g. formation of vinyl chloride.</td>
</tr>
</tbody>
</table>

On the basis of the mechanism involved in the polymerisation reactions

<table>
<thead>
<tr>
<th>Step reactions</th>
<th>Chain reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar to condensation reactions but does not involve the loss of the small molecule, e.g., synthesis of polyurethanes.</td>
<td>Involves the activation of a few sites within the reacting medium and a build-up of a few high relative molar mass molecules while the rest of the monomer remains unreacted.</td>
</tr>
<tr>
<td>Large molecules do not appear until towards the end of the reaction.</td>
<td>Large molecules appear and the monomers are present during the most of the reaction.</td>
</tr>
<tr>
<td>Form simple linear molecules or heavily cross-linked network.</td>
<td>Form linear or lightly branched molecules.</td>
</tr>
<tr>
<td>Lead to the formation of either thermoplastics or thermosets.</td>
<td>Most of these reactions lead to the formation of thermoplastics.</td>
</tr>
</tbody>
</table>

On the basis of existence in nature

<table>
<thead>
<tr>
<th>Natural polymers</th>
<th>Synthetic polymers</th>
</tr>
</thead>
<tbody>
<tr>
<td>They are present naturally in nature.</td>
<td>They are man-made organic polymers and are usually based on covalent compounds of carbon.</td>
</tr>
<tr>
<td>They are, usually, structurally more complex than synthetic polymers.</td>
<td>Can have elements that are capable of covalent bonding with carbon like hydrogen, oxygen, chlorine, fluorine, phosphorus and sulphur.</td>
</tr>
<tr>
<td>Examples include proteins, nucleic acids and carbohydrates.</td>
<td>Examples include poly(ethylene), poly(propylene), poly(styrene), poly(vinyl chloride) etc.</td>
</tr>
</tbody>
</table>

On the basis of stereochemistry

<table>
<thead>
<tr>
<th>Isotactic</th>
<th>Syndiotactic</th>
<th>Atactic</th>
</tr>
</thead>
<tbody>
<tr>
<td>The substituents are attached on the same side of the backbone polymer chain.</td>
<td>The pendant groups are on the opposite side of the polymer backbone.</td>
<td>Do not have any regularity in the arrangement of the carbon atoms.</td>
</tr>
</tbody>
</table>

Table 2.1 Classification of polymers and their general properties (Nicholson 2012).
2.1.2 Polymer Architecture

Polymer architecture, also known as topology, describes the shape of a single polymer molecule. Polymer structure influences the physiochemical properties of the polymer. The structure/sequence/number of monomer(s), the backbone stability and water solubility (as well as many other factors) affect polymer properties and are taken into consideration when selecting polymers for drug delivery. Linear polymers and block copolymers have different properties to branched polymers. They display different melt rheology, physical behaviour and solution properties. Polymers have been classified based on their structure (Table 2.2).

Figure 2.2 shows the basic structure of different polymers.

a. Linear Polymers

![Diagram of linear polymers]

- Homopolymer
- AB-type diblock copolymer
- ABA-type triblock copolymer
- Random copolymer
- BAB-type triblock copolymer
- Alternating copolymer
- ABC-type triblock copolymer
**b. Branched polymers**

- Hyper-branched polymer
- Graft copolymer
- Star-shaped polymer
- Star-shaped block copolymer
- Dendri-graft copolymer
- Dendrimer
- Block dendrimer

**c. Cross-linked polymers**

- Polymer networks
- Interpenetrating polymer networks (IPN)
- Semi-IPN

**Figure 2.2** Basic structure of polymers (Qiu & Bae 2006).
Table 2.2 Polymer classification and their general pharmaceutical properties (Qiu & Bae 2006).

<table>
<thead>
<tr>
<th>Type of Polymer</th>
<th>Properties</th>
</tr>
</thead>
</table>
| Linear Polymers           | ➢ The polymer-drug conjugation model was proposed by Ringdorf in 1975, which consists of polymeric backbone, spacer, drug, targeting group and the solubilizing moiety (Ringdorf 1975). This model is used to design these conjugates and target them in the subcellular compartments.  
➢ When dissolved in solvents can form random coil structures of 5-15 nm in size.  
➢ Can also be tailored to have multivalency by addition of co-monomers to the polymer backbone and therapeutic drugs can be linked to these polymers. |
| Block copolymers          | ➢ Linear polymers having two or more blocks possessing both a soluble and an insoluble block.  
➢ They can be AB type diblock, ABA- or BAB- type triblock or multiblock polymers. The A block represents the solvent soluble block and the B is the insoluble block.  
➢ Are being used for the delivery of anticancer, anti-inflammatory, antiviral, antibacterial and DNA drugs.  
➢ When dissolved in a solvent, they can self-assemble to form one of the following:  
  o common block copolymer micelle  
  o drug-conjugated block copolymer micelle  
  o block ionomer complex micelle. |
| Branched polymers         | ➢ A common example is polyethylenimine (PEI), are water-soluble polyamines with different molecular weights and degrees of chemical modification.  
➢ Form spheroid-shaped molecules with primary, secondary and tertiary charged amine groups which can act
as a cationic polyelectrolyte and are used for DNA delivery.

| Graft polymers       | ➢ Contain an extensive branching along the linear polymer backbone and are also called comb-type copolymers.  
|                      | ➢ Can act as thermosensitive hydrogels when added to aqueous solutions for drug delivery purposes. |

| Star polymers        | ➢ Three-dimensional hyperbranched structures having a central core and different molecular weight linear arms emerging from the core.  
|                      | ➢ Are used as drug vectors, they have a benefit over linear polymers because of a smaller hydrodynamic radius and low solution viscosity which helps in complete renal excretion. |

| Dendrimers           | ➢ Three-dimensional structures having layered branches, called generations, extending from the central core.  
|                      | ➢ Have a multifunctional central core, branched units and surface groups.  
|                      | ➢ Internal cavity for non-covalent drug encapsulation of hydrophobic drugs.  
|                      | ➢ Controlled multivalency of the dendrimers can serve as points for attaching combination of drug molecules, targeting and solubilizing groups. |
The basic structure of linear and block copolymers in drug delivery systems is explained below.

**Linear polymers:** Each individual component of the linear polymer-conjugate model can be individually optimised/selected to enhance the efficiency of drug transport in the body. Figure 2.3 shows a sketch of a linear drug-polymer conjugate.

![Figure 2.3 A sketch showing a linear drug-polymer conjugate (Qiu & Bae 2006).](image)

**Block copolymers:** PEG usually acts as the hydrophilic block in most of the block copolymers because of its low toxicity and high water solubility. In drug conjugated micelles, the drug interacts with the hydrophobic block to form a hydrophobic core, so the drug remains out of contact with water and the hydrophilic block helps in the dissolution of this conjugate. There are three major types of micelles based on linear block copolymers; common block copolymer micelles, drug-conjugated block copolymer micelles and block ionomer complex micelles. A polyion complex (PIC) is comprised of two block copolymers of opposite charge (Qiu & Bae 2006). Figure 2.4 shows the structure of the three types of micelles formed by linear block copolymers.
2.1.3 Molar Mass of Polymers

Polymers when produced result in a mixture of molecular sizes and the properties of these polymers depend on the average size of the molecules present. There are three types of molar mass distributions (Nicholson 2012).

1. Number average,

\[ M_n = \frac{\sum_{i=1}^{\infty} N_i M_i}{\sum_{i=1}^{\infty} N_i} \]  

2. Weight average,

\[ M_W = \frac{\sum_{i=1}^{\infty} N_i M_i^2}{\sum_{i=1}^{\infty} N_i M_i} \]

Figure 2.4 Types of micelles formed by linear block copolymer;
(a) common block copolymer micelle, (b) drug-conjugated block copolymer micelle, and (c) block ionomer complex micelle (Qiu & Bae 2006).
For polymers with all molecules of the same molar mass, $M_n = M_w$, the ratio $M_w : M_n = 1$ which is termed as the polydispersity of the sample. Such a sample is said to be homo- or monodispersed.

3. The third distribution is called the z-average, $M_z$, given by:

$$M_z = \frac{\sum_{i=1}^{\infty} N_i M_i^3}{\sum_{i=1}^{\infty} N_i M_i^2}$$ (2.3)

There are various experimental methods that are used to determine the average relative molar mass of polymers (Table 2.3).

**Table 2.3** Experimental methods to determine the average relative molar mass of polymers (Nicholson 2012).

<table>
<thead>
<tr>
<th>Molar mass distribution type</th>
<th>Experimental Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_n$</td>
<td>Gel-permeation chromatography (GPC)</td>
</tr>
<tr>
<td></td>
<td>Membrane osmometry</td>
</tr>
<tr>
<td></td>
<td>Vapour phase osmometry</td>
</tr>
<tr>
<td></td>
<td>End group analysis</td>
</tr>
<tr>
<td>$M_w$</td>
<td>Light scattering and GPC</td>
</tr>
<tr>
<td>$M_z$</td>
<td>Ultracentrifugation</td>
</tr>
</tbody>
</table>

2.2 Glass-Transition and Melting: Important Polymer Properties

The glass-transition is a property present in amorphous polymers and it is a process whereby the polymer goes from a glassy state to a rubbery state. During this transition, it passes through the glass-transition temperature ($T_g$). It is the temperature on the specific volume vs temperature plot where the slope of the glassy and the rubbery region intersect.
Since polymers are never perfectly crystalline, in crystalline polymers, the surrounding amorphous regions undergo a glass-transition. Such polymers display both a T_g and a melting point (T_m) corresponding to the disordered and the ordered regions of the polymer, respectively. T_m is the temperature at which the material undergoes a phase-change from solid to liquid. It is contributed by the crystalline part of the polymer and the polymer loses its crystalline structure at this temperature. The T_m usually represents a melting range because of the presence of various polymer chain lengths and crystallites of various sizes with many defects. These defects lead to the depression of the melting temperature (Cowie 1991).

The glass-transition temperature (T_g) is not a specific transition temperature but a range of temperatures over which the mobility of a polymer changes. It is very important because a lot of polymer properties change in this region. A plot of specific volume measured as a function of temperature can be used to determine the T_g. When the specific volume is plotted against the temperature, both the glassy and the rubbery region show a linear change in specific volume with the temperature but the slopes of the two states are different, with the slope of the rubbery state being greater than that of the glassy state. T_g is at a higher temperature when the polymer is cooled from a rubber state than if the polymer is heated from a glassy state which is designated as T_g’ (Daniels 1989). Fig. 2.5 shows the two glass-transition temperatures, one upon heating and the other upon cooling of the sample.
The $T_g$ of polymers change with change in molecular weight; it increases with an increase in the molecular weight of the polymer. A larger molecular weight polymer would have a restricted mobility and hence a higher energy needed to move the molecules.

All polymers are rigid solids at very low temperatures but as the temperature is increased, they gain thermal energy and the polymer chains start to move freely and they become viscous liquids. Solid polymers can have a crystalline or a non-crystalline structure which depends upon the cooling rate from its melting temperature ($T_m$) to $T_g$ (Fig. 2.6). A linear polymer is a viscous liquid at temperatures above $T_m$ (A). On rapid cooling, it goes through a rubbery region (C) which upon further cooling below the $T_g$ vitrifies into an amorphous glassy-state (D). However, upon slow cooling below the $T_m$ crystallites form in a rubbery matrix (E) which upon further slow cooling forms a glassy matrix (F) (Gerdeen & Rorrer 2011). The glassy state is a persistent non-equilibrium state (Dissado & Fothergill 1992).

**Figure 2.5** Glass-transition temperatures upon heating and cooling of a sample using a plot of change in specific volume as a function of temperature.
The glass transition temperature, $T_g$, is very important as it marks the point where the mechanical properties of the polymer change and it becomes deformed after this temperature. At temperatures below the $T_g$, the polymer is more brittle and so this temperature determines the applications for the polymer use. Generally, polymers with a $T_g$ below room temperature are defined as elastomers and a $T_g$ above room temperature defines rigid polymers with defined structures (thermoplastics) (Hempstead & Worthington 2005).

### 2.3 Poly(Propylene Glycol) (PPG)

PPG is a polymer of propylene oxide monomers and is also called poly(propylene oxide) or poly(propane-1,2-diol). The term “oxide” is used for high molar mass polymers whereas “glycol” is used for low to medium range molar mass (500-3500) polymers (Chanda & Roy 2006). They are clear, viscous liquids and have a low pour point. Increasing molecular weight is directly proportional to the increase in viscosity and inversely proportional to solubility (Dow Chemical Company, Codex 2003). These polymers are synthesised by the base-catalyzed addition of propylene oxide to 1,2-propylene glycol initiator at temperatures of 100-200°C and

![Figure 2.6: The change in specific volume of polymer with the temperature for (i) rapid cooling of the material (A-C-D), (ii) slow cooling (A-E-F) (Alfrey & Gurnee 1967).](image)
pressures between 2000 and 6000 hPa (Dege et al. 1959; MAK 1998), as shown in Scheme 2.1. They have allyl and cis-propenyl end groups.

\[
\begin{align*}
\text{HO} \quad \text{CH} \quad \text{CH}_2 \\
\text{H}_3\text{C} \quad \text{OH}
\end{align*}
\]

\[x \quad \text{H}_3\text{C} \quad \text{HC} \quad \text{CH}_2 \quad \text{CH}_2 \quad \text{HO}
\]

\[x = 2.69 \]

Scheme 2.1 The production of PPG using propylene oxide.

The toxicity of PPG is moderate to low and depends on the molecular weight of PPG. It reaches its maximum toxicity at PPG 600 and PPG 750 (MAK 1998). The content of antioxidants such as tert-butylhydroxytoluene (BHT) present in PPG is very low; less than 0.09% (Dow Chemical Company). Propylene glycol is used in the automotive coolant industries because of its favourable toxicological and environmental properties compared with ethylene glycol (Beal & Coolants 1986).

The use of ethylene glycol in antifreeze agents is being substituted by propylene glycol in breweries and other industries because it is considered less toxic. Antifreeze agents traditionally manufactured using ethylene glycols are considered highly toxic and poisonous. It is substituted for ethylene glycol and glycerol, in the manufacture of synthetic resins, an emulsifier in foods and solvent for food colours and flavours (NIH U.S. National Library of Medicine). The Food and Drug Administration (FDA) has considered propylene glycol as GRAS, “generally recognized as safe”, making it acceptable for use in flavourings, drugs, and cosmetics, and as a direct food additive (Agency for Toxic Substances and Disease Registry). Ethylene oxide however is not considered GRAS by the FDA. Comparing the toxicity of ethylene glycol with that of propylene glycol, LaKind et al. stated that “From the standpoint of lethality, acute effects, and reproductive, developmental, and kidney toxicity, the toxicity of
ethylene glycol exceeds that of propylene glycol. Further, localized dermal effects from ethylene glycol and propylene glycol are both mild, with data suggesting that propylene glycol may have a skin contact sensitization potential. Finally, propylene glycol exposure in laboratory animals has been associated with reversible haematological changes; no data was provided for ethylene glycol from which to draw a toxicological comparison” (LaKind et al. 1999).

2.3.1 Properties

Table 2.4 gives some important properties of PPG. The basic structure of PPG is shown in Figure 2.7. The molecular weight of each repeat unit in PPG is 58 g/mol.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>Clear to lightly coloured liquid</td>
</tr>
<tr>
<td>Odour</td>
<td>None; slight sweet; faint ether-like</td>
</tr>
<tr>
<td>Propylene oxide, max</td>
<td>0.02%</td>
</tr>
<tr>
<td>pH</td>
<td>6-9</td>
</tr>
<tr>
<td>Specific gravity at 20°C</td>
<td>1.012</td>
</tr>
<tr>
<td>Boiling point at 1 atm</td>
<td>Decomposes</td>
</tr>
</tbody>
</table>

![Figure 2.7 Structure of poly(propylene) glycol.](image)

2.3.2 Applications

- PPG offers a wide range of formulating properties. It can be used as functional fluid since it has excellent solvency and lubricity.
- It is used as a raw material or additive for the production of spin finish lubricants for synthetic fibres due to their excellent lubricant properties.
- It can act as defoamer in the textile industry.
- It is also used in fermentation foam control by acting as a defoamer.
- It offers a variety of uses in metalworking including its use as a lubricant and paper processing (defoaming & deinking agents) applications.
- It has a wide role in personal care products because it can dissolve many cosmetic ingredients and has low toxicity, causes no skin irritation and has no odour.
- Its other applications include its use in water and wastewater treatment (foam control agents), heat-transfer/hydraulic fluids (because they have low vapour pressure and high thermal conductivity).
- Also has application as industrial surfactants and synthetic lubricants.

(Dow Chemical Company)

2.3.3 PPG as a Thermosensitive/Thermoresponsive Polymer

Thermoresponsive polymers in solutions respond to temperature. Thermoresponsive polymer solutions can either show lower critical solution temperature (LCST) or upper critical solution temperature (UCST) behaviour.

LCST and UCST are the temperatures below and above which the polymer-solvent mixture is completely miscible. PPG is a thermosensitive polymer (Ward & Georgiou 2011). Cloud point (CP) is a good determinant of LCST for linear thermosensitive polymers (Cao et al. 2007). The CP of most thermosensitive polymers can be modulated by copolymerising with hydrophobic or hydrophilic co-monomers. Hydrophobic co-monomers decrease the CP and hydrophilic co-monomers increase it (Ward & Georgiou 2011; Rijcken et al. 2007).

2.4 Thermodynamics of Phase-Separation in Polymer Solutions

The solubility of a solute in a solvent depends upon the interaction between the solute and the solvent. Polar polymers dissolve easily in polar solvents while the non-polar polymers prefer
organic solvents. A solute will dissolve in a solvent if the intermolecular forces between the polymer and the solvent are greater than or equal to the forces between the polymer-polymer and the solvent-solvent molecules. Whilst if any of the other two forces are greater than the polymer-solvent interaction, they will remain immiscible. A polymer can be solubilized in a solvent when the free energy of mixing, \( \Delta G_{\text{mixing}} \), is negative, which depends on the enthalpy, \( \Delta H_{\text{mixing}} \), and entropy, \( \Delta S_{\text{mixing}} \), of mixing given by:

\[
\Delta G_{\text{mixing}} = \Delta H_{\text{mixing}} - T \Delta S_{\text{mixing}}
\]

The free energy is strongly dependent on the enthalpy of mixing because the entropy of mixing is always positive.

Formally, Raoult’s law states that the vapour pressure of a solution of a non-volatile solute is equal to the vapour pressure of the pure solvent at that temperature multiplied by its mole fraction. It accounts for the mixing and behaviour of small molecules with comparable sizes of solvent and solute. The Flory-Huggins model, however, provides a better description for systems containing macromolecules. When the disparity between the sizes of the two components present in a system is great, the value for the entropy of mixing of the system starts to deviate from the “ideal behaviour” because Raoult’s law uses mole fraction to estimate the solute activity in solvents. Raoult’s law assumes the solution to be ideal and in reality only solutes at extreme dilution obey ideality. Flory-Huggins however uses volume fraction instead of the mole fraction to estimate the solute activity in solvents and provides a better model for predicting the solubility of higher molecular weight solutes (Chiou & Manes 1986; Flory 1942).
Raoult’s Law and Flory-Huggins Theory

Binary mixtures where the enthalpy of mixing, $\Delta H_{\text{mixing}}$, is zero (because when the components are mixed, the interactions in the individual components are same as the interactions between the mixed components, no thermal energy is released or taken during mixing) and the entropy is ideal are called ideal mixtures and follow Raoult’s law. These are either very dilute mixtures or mixtures of similar sized molecules. The free energy of dilution of A is given by (Nicholson 2012; Dill & Bromberg 2010):

$$
\Delta G_{\text{dil}, A} = kT \ln \left( \frac{p_A}{p_A^*} \right) \quad (2.5)
$$

Where $p_A$ is the vapour pressure of substance A in a solution and $p_A^*$ is the vapour pressure of A in the pure state. Raoult showed that for molecules of two dissimilar types, A and B, but similar size, the vapour pressure of substance A in the mixtures is related to the mole fraction of molecules of A in the mixture, i.e.,:

$$
p_A = p_A^* \frac{N_A}{N_A + N_B} = p_A^* n_A \quad (2.6)
$$

Where $n_A$ is the mole fraction of A. $N_A$ and $N_B$ are the number of molecules of A and B, respectively.

Substituting back into equation 2.5, Raoult’s law shows that the free energy of mixing or dilution is given by:

$$
\Delta G_{\text{dil}, A} = kT \ln n_A \quad (2.7)
$$

To calculate the entropy of mixing of such systems, the liquid is modelled on a lattice arrangement. For low molar mass solutes, each point in the lattice is either occupied by a solute
or a solvent molecule. The possible number of arrangements of a solute and solvent molecule in a lattice will be very large. According to the Boltzmann equation (Eq. 2.8), the greater the number of arrangements of molecules in a system, the greater the entropy.

\[ S = k \ln W \]  

(2.8)

Where \( S \) is the entropy and \( W \) is the number of different combinations of arranging \( N_A \) and \( N_B \) in a lattice of total number of sites \( N = N_A+N_B \).

\[ W = \frac{N!}{N_A!N_B!} \]  

(2.9)

Sterling’s approximation yields:

\[ \ln N! = N \ln N - N \]  

(2.10)

Substituting Eq. 2.9 and 2.10 into Eq. 2.8 gives:

\[ \Delta S_{mixing} = k(N \ln N - N_A \ln N_A - N_B \ln N_B) = -k(N_A \ln n_A + N_B \ln n_B) \]  

(2.11)

Equation 2.11 is only valid for equal sized low molecular weight molecules. Polymer solutions do not follow this law other than at extreme dilutions because of their large sizes compared with solvent molecules. In polymer solutions, where the molecular weight of polymer is a lot larger than the size of the solvent molecules, the mole fraction of solvent turns out to be close to unity. Therefore the partial pressure of the solvent (which is dependent upon the mole fraction of solvent in the solution) and the vapour pressure are equal according to Raoult’s law. However experiments do not confirm the validity of Raoult’s law for polymer solutions (Canuto 2010). Raoult’s model presupposes that the effect that a large a polymer solute has on the solvent is the same as any ordinary solute molecule which is not usually true because each
polymeric segment might be larger than an ordinary solute molecule (Flory 1953). This is why, for such systems, the Flory-Huggins theory provides a better understanding of the entropy of these systems since it uses volume fraction instead of mole fraction.

Figure 2.8 shows a lattice arrangement for ordinary solute molecules with solvent, and polymer in a solvent system. The number of possible arrangements in a polymer-solvent system would be less than a typical solute-solvent lattice arrangement. We assume that the polymer molecules consist of a large number of chain segments of equal length joined together by flexible links. Each link then occupies a site on the lattice. The solution has to be sufficiently concentrated so that the occupied lattice sites are distributed at random, rather than having the clustered structure in a non-random way.

Figure 2.8 A lattice model for solvent-solute (similar size) and for solvent-polymer molecules.

For polymers, the assumption is made that the lattice is comprised of \( N \) cells, with a total volume of \( V \). Each polymer and solvent molecule occupies volumes \( V_A \) and \( V_B \), respectively, with each monomer unit occupying a volume, \( V_{\text{mer}} \). The molecular volume, \( V_i \), is equal to the product of \( V_{\text{mer}} \) and the number of monomer units. For solvents, the number of monomer unit is 1. The volume fractions for A and B are represented by the equations:

\[
\Phi_A = \frac{V_A N_A}{V_A N_A + V_B N_B}; \quad \Phi_B = \frac{V_B N_B}{V_A N_A + V_B N_B}; \quad V = V_A N_A + V_B N_B
\]  

(2.12)
Substituting Eq. 2.12 in Eq. 2.11:

\[ \Delta S_{\text{mixing}} = -k(N_A \ln \phi_A + N_B \ln \phi_B) = -kV \left( \frac{\phi_A}{V_A} \ln \phi_A + \frac{\phi_B}{V_B} \ln \phi_B \right) \]  

(2.13)

\( \phi_A \) and \( \phi_B \) are the volume of fractions A and B, respectively.

P.J. Flory (Flory 1942) and M.L. Huggins (Huggins 1942), worked independently to arrive at the Flory-Huggins theory. Both the models were based on the idea of a lattice in which the components of a mixture are placed. Flory-Huggins theory gives the value for the free energy of mixing for a polymer solution:

\[ \Delta G_{\text{mixing}} = kTV \left[ \frac{\phi_A}{V_A} \ln \phi_A + \frac{\phi_B}{V_B} \ln \phi_B \right] + \frac{\phi_A \phi_B \chi_{AB} kTV}{\nu_r} \]  

(2.14)

\( \nu_r \) = molecular volume of a specific segment and \( \chi_{AB} \) = Flory-Huggins interaction parameter; \( \nu_r \) is often calculated as the square root of the product of the individual segmental unit molecular volumes of the polymeric components, \( \nu_r = \sqrt{V_A V_B} \).

2.4.1 Phase Diagrams

There are two major reasons why polymers may be soluble in water: (i) the presence of polar functional groups which interact with the water molecules and (ii) the presence of relatively non-polar groups which makes the structure of the polymer less regular and hence allows the water entry into the material. The presence of an organic non-polar backbone in polymers causes hydrophobic interactions when dissolved in water which causes the water molecules to adopt a cage-like structure, held together by hydrogen-bonds, around the non-polar part of the polymer chains. An increase in the temperature of polymer solutions showing LCST behaviour leads to the phase-separation of a system. So phase-separation in LCST polymers is entropy driven because the polymer is “not in solution” and water is less ordered and has high entropy; this effect is called the “hydrophobic interaction”. But for UCST polymers, the phase-
separation is enthalpy driven (Kulshreshtha & Vasile 2003). A variety of phase-diagrams are possible for a binary polymer solution other than the typical temperature-composition phase diagrams exhibiting LCST or UCST behaviour. Before we start discussing the phase-diagrams, it is important to study the phase-separation models proposed by various researchers.

**Models Explaining the Phase-Separation Phenomenon in Poly(ethers)**

Water has a tetrahedral coordination in the liquid state that is well established, by the use of X-ray and neutron diffraction data (Narten 1972), and has a large interstitial space. Kjellander and Florin analysed the phase behaviour of aqueous solutions of poly(ethylene oxide), PEG. When PEG is dissolved in water, the ether oxygen atoms of PEG form hydrogen bonds with water molecules and the methylene group of the PEG gets trapped in the interstitial voids of the tetrahedral water molecules. This increases the structuring of the system and decreases the entropy of the solution. The completion of this cage structure depends on the solute size, geometry and other properties of the solute molecules.

At low temperatures, the effect of unfavourable entropy due to the enhanced structuring of water around the PEG molecules is dominated by the effect of the combinatorial entropy gain (it has the largest value for small molecules) and the decrease in enthalpy due to structuring. This leads to complete miscibility of water and PEG. However, when the temperature is raised, if the extensive hydrogen-bonded structure does not break down rapidly enough, the unfavourable entropy factor starts to play a significant role leading to phase-separation and a decrease in the extent of hydrogen-bonding. If the temperature is further increased, because the structure has mainly disappeared at this stage, the role of combinatorial entropy starts to dominate. This allows the components to mix again to form a one-phase system (Kjellander & Florin 1981). When PPG is added to water (Fig. 2.9), it too forms an enhanced hydrogen-
bonded structure, similar to that encountered in the PEG/water system and is characterised by a negative excess entropy and enthalpy of mixing.

![Image of hydrogen bonding between PEG and water]

**Figure 2.9** Hydrogen bonding between PPG and water.

The difference between PEG and PPG in water is that the structuring is not optimal in PPG because of the steric hindrance due to the methyl groups in PPG. The strain of the water structure leads to a smaller hydrogen-bond energy than in the case of PEG leading to a lower phase-separation temperature. And this is the reason why some copolymers of ethylene oxide and propylene oxide have a lower phase-separation temperature than PEG because of the hydrogen-bond strain due to the methyl groups of PPG (Kjellander & Florin 1981).

Goldstein proposed a model, which is an extension of Flory-Huggins model, where he suggests the segment-solvent interaction parameter to be temperature dependent. He assumes that the polymer segments can be either hydrogen bonded or non-hydrogen bonded to the water molecules. The hydrogen bonded state would be energetically favoured but not entropically favoured; however, for the non-hydrogen bonded state the opposite would hold. So when the temperature is increased, the polymer-water interaction becomes more unfavourable leading to
phase-separation. This is because the hydrogen bonded regions between the polymer-solvent are strongly attractive while the non-hydrogen bonded regions are strongly repulsive. Goldstein suggested that at high temperatures the probability of the polymer-solvent interaction is dominated by the non-bonded interaction. So he proposed that the phase-separation occurs due to a reduction of the hydration of the PEG chains whereas Kjellander suggests that the phase-separation is the consequence of hydration (Goldstein 1984; Binks & Furlong 1999; Alexandridis & Lindman 2000).

A different model has been proposed by Karlström. His proposed mechanism is based upon the idea that the conformation of the PEG polymer segment varies with temperature in water. They assumed that each PEG segment exists in two forms due to the rotations around C-C and C-O bonds. So with the change in temperature and polymer conformation, the interaction of different segments with the adjacent polymer segments or the solvent molecules changes (Karlstrom 1985). He proposed that one of these conformations exists in a high energy state and another in a low energy state. The conformation with the lowest energy has the oxygen atoms in gauche orientation around the C-C bond and a trans conformation is preferred around the C-O bond (Bailey & Koleske 1976). This gives rise to a large dipole moment that is responsible for the interaction of polymer molecules with water. But at higher temperatures, the less-polar conformer of PEG chains become dominant. This increases the importance of the repulsive (non-polar) domains leading to phase-separation (Karlstrom 1985; Binks & Furlong 1999).

The advantage of the Karlström model is that it defines the temperature dependence on the solubility of EO based polymers in both aqueous and non-aqueous solutions. This model is consistent with observed NMR chemical shifts of PEG in aqueous solution, in organic solvents and in pure PEG (Bjoerling et al. 1991). The data supports conformational changes with
temperature. The Kjellander and Goldstein models can be used for other polymers and surfactants undergoing phase-separation in aqueous solutions (Binks & Furlong 1999).

A model was suggested by Carlsson for the phase-separation behaviour of poly(propylene oxide) in aqueous solutions (Carlsson et al. 1995). They proposed that the presence of the two conformations of the –OCCO- segments of the polyether depended on the temperature as well as the polarity of the environment; one with a small number of more-polar (lower internal energy) conformations and one comprising of the more numerous less-polar (higher internal energy) conformations. At low temperature, the polar state dominates, which leads to less unfavourable polymer-water interactions. But at elevated temperatures, the non-polar state becomes more populated, which results in more unfavourable polymer-water interactions (Fig. 2.10).

![Figure 2.10 Phase-separation model suggested by Carlsson et al (1991).](image)

**Process of Phase Separation**

A polymer solution can separate into two phases as a function of temperature; one with high polymer concentration and another one with low polymer concentration. There are several ways in which phase separation can occur. Phase separation induced thermally is called thermally induced phase separation (TIPS). Binary phase diagrams showing phase boundaries as a function of temperature and composition can provide information about the TIPS process (van de Witte et al. 1996). The thermodynamics of the phase separation helps
determine the possibility of the occurrence of a phase transition. For any system to be thermodynamically stable, the free energy of the system has to be minimal. And if a system is at high energy, it would undergo phase-separation to reduce the free energy of the system.

Phase separation may involve liquid-liquid de-mixing, crystallisation of the polymer from solution, gelation of the polymer solution or association between the components in a solution/aggregate structure. When temperature is plotted against the concentration of a particular molecular species a phase-diagram is obtained with phase-boundaries.

For homopolymer solutions or polymer blends, two phase-boundaries can be detected; the lower one corresponding to thermally induced mixing and the upper one corresponding to thermally induced demixing (Fig. 2.11). The maximum temperature of the lower boundary, where thermally induced mixing occurs, is the UCST and the maximum temperature, where thermally induced demixing occurs, is the LCST. The other phase boundaries in Fig. 2.11 will be discussed later in the chapter.

Figure 2.11 A typical temperature-composition diagram showing the LCST and UCST for a weakly interacting polymer solution (Robeson 2007).
Physics of the LCST and UCST

The total Gibbs free energy for a mixture of non-interacting molecules A and B of respective molar free energy $G_A$ and $G_B$ is given by:

$$G(pure, combined) = G_A \cdot X_A + G_B \cdot X_B$$

(2.15)

$X_A$ and $X_B$ are the mole fractions of A and B, respectively.

A plot of the change in the Gibbs free energy for the combination of pure A and pure B as a function of the change in the composition is shown in Fig. 2.12.

![Figure 2.12](image)

**Figure 2.12** Change in Gibbs free energy for the combination of pure A and pure B as a function of the change in composition.

The change in Gibbs free energy after mixing these two components, when there is an interaction between the two components, is given by the expression:

$$\Delta G_{mixing} = \Delta H_{mixing} - T \Delta S_{mixing}$$

(2.16)
Where $\Delta H_{\text{mixing}}$ is the enthalpy change upon mixing and $\Delta S_{\text{mixing}}$ is the entropy change upon mixing. $\Delta H_{\text{mixing}}$ depends on the chemical interactions between the two and $\Delta S_{\text{mixing}}$ is the increase in the randomness as the two components come in close contact with each other. For ideal solutions, $\Delta H_{\text{mixing}} = 0$. The change in the entropy of the mixture as the two components are mixed with each other is shown in Figure 2.13.

![Change in entropy with the change in composition upon mixing of two components.](image)

**Figure 2.13** Change in entropy with the change in composition upon mixing of two components.

Hence, the Gibbs free energy due to mixing (Fig. 2.14) can be derived using Eq. 2.16:

![Change in Gibbs free energy with composition upon mixing of the two components when $\Delta H_{\text{mixing}} = 0$.](image)

**Figure 2.14** Change in Gibbs free energy with composition upon mixing of the two components when $\Delta H_{\text{mixing}} = 0$. 
From Figs. 2.13 and 2.14, the total Gibbs free energy for a solution (Fig. 2.15) can be derived by adding the Gibbs free energy of the pure, combined, and the change in Gibbs free energy upon mixing.

**Figure 2.15** Total Gibbs free energy of the solution as a function of composition when $\Delta H_{\text{mixing}} = 0$.

The above curves are for binary systems which result in ideal or close to ideal solutions.

For non-ideal solutions, the enthalpy of mixing is never zero.

For a polymer mixture to be stable, the Gibbs free energy of the mixed system has to be lower than the free energies of the individual components. If $x_1$ is the mole fraction of solvent and $x_2$ is the mole fraction of solute (polymer), then for a mixture to be stable, the free energy of the mixture must be:

$$\Delta G_{\text{mixing}} < x_1\Delta G_1 + x_2\Delta G_2$$  \hspace{1cm} (2.17)

So for a system with a high value of $\Delta G_{\text{mixing}}$ (top of the concave down curve as shown in Fig. 2.16a), it would separate into two phases with the minimum $\Delta G_{\text{mixing}}$ value (bottom ends of the curve; Fig. 2.16b) and the composition of each phase corresponding to two minima of the
$\Delta G_{\text{mixing}}$ value (Fig. 2.16b). Fig. 2.16c shows the spinodal boundary which marks the limit of the stability of a solution. Within this curve, infinitesimally small fluctuations in composition will lead to phase-separation. The binodal curve denotes the condition at which two distinct phases may coexist. It also marks a boundary between the set of conditions for which it is thermodynamically favourable for the system to be fully mixed and the set of conditions for which it is thermodynamically favourable for a system to phase-separate.
A plot of Gibbs free energy as a function of the composition $x_2$ at different temperatures yields the UCST curve showing the binodal curve, spinodal curve and the critical point (Fig. 2.17).

**Figure 2.16** Set of phase-diagrams showing the change in Gibbs free as a function of composition.

**Figure 2.17** Change in Gibbs free energy at different temperatures as a function of composition showing the critical point, spinodal curve and the binodal curve.
Figure 2.18 shows the stable, metastable and the unstable regions in the phase-diagram.

The binodal curve also known as the cloud-point curve (for polydisperse systems) marks the boundary of the liquid-liquid coexistence curve. There exists another region bounded by the spinodal curve. Phase separation occurs by a nucleation and growth mechanism in the area between the binodal and the spinodal curve. The point where these two curves meet is called the critical point and at this point the amount and the composition of the polymer-rich and polymer-poor phase is similar. The area between the spinodal and the binodal is referred to as the metastable region. In this region, the solutions are stable depending on the composition fluctuations, if the fluctuations are small, the solution is stable and would not phase separate, but if they are large, demixing will occur. The region enclosed by the spinodal curve represents the unstable region (van de Witte et al. 1996).
In other words, the binodal curve is a phase transition line between a homogenous phase and a phase separated region in the phase diagram and the spinodal curve is the deeper part of the phase-separated region (Dill & Bromberg 2010).

Polymer mixtures that separate via cooling are characterized by an Upper Critical Solution Temperature (UCST) or the upper consolute temperature and those that separate upon heating are characterized by Lower Critical Solution Temperature (LCST) or the lower consolute temperature. Some polymers however have a combination of both UCST and LCST and can form a closed-loop miscibility gap (Fig. 2.19).

**Figure 2.19** Different phase-diagrams showing LCST, UCST and systems showing both LCST and UCST behaviour (Galaev & Mattiasson 2007).
As mentioned earlier, the stability of a system in the metastable region depends on the fluctuations in the system. There are two mechanisms for a system to undergo phase-separation: nucleation and growth or by spinodal decomposition.

a) Nucleation and growth: The metastable region corresponds to a region where the system is only stable with respect to small composition fluctuations but for very large fluctuations, it becomes unstable. Large composition fluctuations lead to nucleus formation and the phenomenon is called nucleation. This formed nucleus then starts growing and the whole process together is called nucleation and growth. Phase-separation by nucleation and growth requires an energy barrier to be crossed. The separation appears as small spherical regions of the phase 2 that grow over time.

Fig. 2.20 shows the part of the phase-diagram where the curvature is positive but inside the miscibility gap. The free energy change here increases which means any small fluctuations would be stable against the phase-separation. So the system needs large composition fluctuations, still inside the miscibility gap but outside the spinodal curve to decrease the energy and phase separate by nucleation (Jiang & Wen 2011).

**Figure 2.20** Large composition fluctuations (dotted line) in the metastable region of the phase-diagram.
b) Spinodal decomposition: A small change in the composition within the unstable spinodal curve reduces the free energy and any small fluctuations are amplified. This decomposition does not have any energy barrier. The separation is an interconnected domain of the two phases that appear as overlapping “worms” which coarsen over time to form spheroid domains (Sperling 2005).

Fig. 2.21 shows the part of the free energy curve where the curvature is negative. Any small fluctuations in composition shown by the dotted line will lead to phase-separation because the free energy change is negative (Hannay 2013).

\[
\frac{\partial^2 G_{\text{mixing}}}{\partial x_2^2} < 0
\]

**Figure 2.21** Small composition fluctuations (dotted line) in the unstable region of the phase-diagram.

The aim of this work is to study the phase-separation behaviour of aqueous PPG solutions using different experimental techniques. In order to understand the mechanism of this phase-separation, it is necessary to understand/take into account the phase diagrams and the models proposed by different researchers for phase-separation discussed in this chapter. The data from the HSDSC and turbidity measurements will be used to obtain the phase diagram for aqueous solutions of PPG. The effect of concentration, temperature, scan rate and molecular weight of PPG on the phase-separation temperature will be studied using the two techniques. The data
obtained from other experimental techniques will be used to assess the hypothesis proposed for the phase-separation mechanism. The phase-separation models will be used to explain the data obtained. Further to that, the effect of the addition of sugars on phase-diagrams will also be reported using HSDSC and turbidity measurements. Furthermore, studies of the use of phase-separated PPG for solubilisation of a model hydrophobic compound, naphthalene, using HPLC will be described.
Chapter 3: Principal Experimental Techniques: Theory, Instrumentation and Applications

3.1 Introduction

This chapter discusses the instrumentation, applications and the theory behind the principal experimental techniques used in this project. The data obtained from these techniques will then be presented and discussed in the subsequent chapters.

3.2 Calorimetric Analysis

Calorimetry is the primary technique used for the determination of the thermal properties of materials. It is the only known method for the direct determination of the enthalpy associated with thermally induced processes. The thermal properties obtained using this technique helps to provide an understanding of the effect of temperature on the specific physical properties of the samples. It measures the heat flow (power) associated with thermal transitions as a function of time and temperature.

Lavoisier and Laplace in 1780, designed an ice calorimeter wherein they measured the amount of ice melted/water produced by the metabolism of a guinea pig which indirectly helped in the measurement of the heat produced by the guinea pig (Fenby 1987). These experiments marked the foundation of the field of thermochemistry. Since then calorimetry has become a popular technique to monitor the heat changes involved in reactions.

3.2.1 Definition of Calorimetry

Calorimetry is the measurement of the heat changes occurring during a chemical or physical process. The experiments are performed under controlled conditions such as constant temperature, volume or pressure.
3.2.2 Classification of Calorimeters

Fig. 3.1 shows the general classification of calorimeters. They can be classified on the basis of: the principle of the measurement of heat (e.g. heat compensating or heat accumulating); or on the method of operation (e.g. static, flow or scanning); or on the principle of their construction (e.g. single or twin cell) (Haines 2002).

![Figure 3.1 Classification of calorimeters.](image)

3.2.3 Differential Scanning Calorimetry

Differential scanning calorimetry (DSC) was first developed in the early 1960’s (Schick 2009). It is used to measure the thermodynamic properties of thermally induced phase-transitions and conformational changes in polymers and biopolymers. DSC measures the characteristic temperatures and the heat flow associated with thermal transitions (including both chemical and physical reactions). Heat flow is the extra power provided by the instrumental heaters to maintain the same temperature between the reference and the sample pan/cell.

The change in the heat ($\Delta Q$) of a system is proportional to the change in temperature ($\Delta T$) and is dependent upon the heat capacity of the system at constant pressure ($C_P$). Heat capacity is...
defined as the heat required to raise the temperature of unit mass of sample by 1K. The expression defining the relationship between the three terms is given as:

$$\Delta Q = C_p \Delta T$$  \hspace{1cm} (3.1)

In this technique, the heat flow difference between the sample and the inert reference (usually an empty pan) is measured at a constant heating rate. The heat going in and out of the sample is dependent upon the heat capacity, and the size of the endothermic for example melting, evaporation, decomposition, protein denaturation or the exothermic for example crystallization) processes taking place in the system. The heat flow signal for the DSC output is given by:

$$\frac{dQ}{dt} = C_p \frac{dT}{dt} + f(T,t)$$  \hspace{1cm} (3.2)

Where \(\frac{dQ}{dt}\) is the heat flow rate, \(\frac{dT}{dt}\) is the heating rate and \(f(T,t)\) is the kinetic component of the heat flow at absolute temperature and time. A typical DSC curve is shown in Fig. 3.2.

**Figure 3.2** A typical DSC thermogram.
T_g in DSC studies is the temperature at the mid-point of the step change in the baseline of the heat flow signal (Gabbott 2008). First-order transitions such as melting and crystallization are detected by the peak maximum temperature. The enthalpy change (\(\Delta H\)) can be found by integration of the area under the first-order transition peaks and is a measure of the energy difference between the initial and final states of the system under examination.

Modulated DSC (MDSC) is performed these days in order to achieve a better understanding of the calorimetric signals. MDSC permits separation of the total heat flow signal into its thermodynamic and kinetic components. It improves the resolution of overlapping events that are otherwise difficult to characterise using standard DSC.

Sensitivity in standard DSC can be improved for the detection of weak transitions by either increasing the sample mass or decreasing the scan rate. But if better resolution is needed, then this is achieved by increasing the sample mass and/or by using faster scan rates, which is always at the expense of sensitivity. MDSC is therefore used to increase the resolution of thermal transitions without losing sensitivity. In MDSC, a sinusoidal modulation of temperature is overlaid on a linear heating ramp, which changes a constant heating rate to a periodic function (Verdonck et al. 1999).

**Applications:** DSC can be employed to examine phenomena such as glass-transitions, phase-changes, melting, crystallization, thermal stability, the onset of oxidation processes, polymorphic transitions and biopolymer denaturation /melting transitions.

**3.2.4 High Sensitivity Differential Scanning Calorimetry (HSDSC)**

HSDSC is a used to directly study the reactions occurring in solution. The sensitivity of the HSDSC instrument used for these experiments is \(\pm 0.028 \mu W\) and operates at relatively lower scan rates (0.05-2°C min\(^{-1}\)) than traditional DSC instruments. This technique permits the study of a range of systems including the denaturation of proteins, phase changes in lipid bilayers,
and phase transitions in dilute synthetic polymer solutions. Besides heating and cooling experiments, isothermal experiments can also be performed using HSDSC.

HSDSC instrument consists of two cells, one containing the sample and the other containing the reference. These cells are heated at a constant controlled rate by heaters, which are designed to maintain a zero temperature difference between the two cells. When a thermal process takes place in the sample cell, a temperature differential is detected between the sample cell and the reference cell by using very sensitive thermocouples; feedback systems are then used to control thermistors which compensate for the temperature differential to maintain the same temperature in both the reference and sample cells. The temperature differential between the two cells is measured as an excess power function and is recorded as a function of temperature.

The initial output from an HSDSC experiment is a power-temperature output which is converted into an excess heat capacity, \( C_p \), (the difference between the sample and the reference heat capacity) vs temperature output. \( C_p \) is the heat capacity measured at a constant pressure; it is the amount of heat required to raise the temperature of a certain amount of substance by one degree centigrade (Myers 2003). A thermogram consists of 3 regions, a pre-transition baseline, an endothermic transition and a post-transition baseline. At temperatures below the phase-transition temperature (\( T_m \)), the \( C_p \) indicates the difference in the heat capacity between the solution and the solvent. The endothermic transition reaches its maximum at \( T_m \), and the post-transition baseline represents the relative heat capacity of the product(s).

Liquid water has a high \( C_p \) due to its hydrogen bonded structure. Entropy is the measure of the disorder in system; the higher the disorder, the higher the entropy. Entropy can also be defined as the number of ways the molecules in a system can take up energy without an increase in the temperature. The magnitude of the heat capacity depends on the number of ways of distributing the added heat energy to the system. So a system with fewer ways of distributing the added
energy will require less energy to raise the temperature and hence will have a lower $C_p$. However, a system where energy can be added in a lot of different ways will require greater energy to raise the temperature of the system and will have a higher $C_p$. So adding heat to a system will increase its entropy by giving the molecules more energy to explore more ways of rearranging themselves. Water however, because of the presence of hydrogen bonds, has a greater tendency to resist the temperature change. HSDSC can be used to measure the heat absorbed by the solute molecules in a solution despite the high $C_p$ of water; thus demonstrating its sensitivity.

The calorimetric enthalpy, $\Delta H_{\text{cal}}$, is the total integrated area under the thermogram. After baseline correction, the signal represents the total heat energy change in the sample undergoing a transition. $\Delta H_{\text{cal}}$ is a model-free measure of enthalpy and only depends on the amount of sample present in the cell. However it must be emphasised that the measurement of $\Delta H_{\text{cal}}$ presupposes that all the molecules in solution undergo the observed transition. In a phase separation process not all the molecules will phase separate as indicated by reference to any relevant phase diagram (Atkins and de Paula, 2014)

The van’t Hoff enthalpy, $\Delta H_{\text{vH}}$, however, is an estimation of enthalpy based on an assumed model for the process. At any temperature, the area under the $C_p$ curve divided by the total area is the measure of the extent to which a process has occurred. Since the van’t Hoff enthalpy value is based on a model, the purity, polydispersity, concentration and the volume of sample does not impact on the value of $\Delta H_{\text{vH}}$. Ideally the values of $\Delta H_{\text{cal}}$ and $\Delta H_{\text{vH}}$ should be the same for a two state process but any deviations gives information about the purity and concentration of the sample, the mechanism involved during the transition and the reversibility of the reaction (Cooper et al. 2000).
There are two types of baselines that need to be taken into account for the estimation of calorimetric and van’t Hoff enthalpies, since both the area under the thermogram and the shape of thermogram are affected by the baseline. There is an “instrumental” baseline and a “sample” baseline. The instrumental baseline can simply be obtained by obtaining a scan of the reference sample in both cells of the calorimeter, but retaining the same parameters as the sample vs reference scan. The sample baseline, however, is not as straightforward because of the effects of the change in heat capacity as a function of temperature. Usually a sigmoidal baseline is fitted to the data in order to obtain the area under the thermogram and hence the value of $\Delta H_{\text{cal}}$.

A typical HSDSC output is shown in Fig. 3.3 and a sigmoidal baseline has been fitted to subtract from the sample scan.

![Figure 3.3 A typical HSDSC output.](image-url)
In the experiments conducted by HSDSC in this research, the sample baseline is obtained by fitting the pre-transition part of the thermogram to either a polynomial or a linear fit; whichever fits the pre-transition part of the baseline the best. This is then subtracted from the output to obtain the actual value of $\Delta H_{\text{cal}}$.

The pre- and post-transitional baselines have a different excess heat capacity. This is due to the change in the heat capacity of the solute after interaction with water. In the case of aqueous PPG solutions, the pre-transitional excess heat capacity is greater than the post-transitional excess heat capacity indicating the weakening of hydrogen bonds. The stronger the hydrogen bonds, the greater the heat capacity of the system (e.g. pure water). This is due to the loss of structuring and hence higher entropy in the system associated with the weakening of the hydrogen-bonded structure.

**Analysis of the Data**

Kirchhoff’s law is used in the determination of the temperature dependence of the specific enthalpy of a process obtained using a calorimeter (Association 1999):

$$\Delta H(T) = \Delta H(T_m) + \Delta C_p(T - T_m)$$ (3.3)

There are a few assumptions made for the analysis of the HSDSC data. The system is presumed to be a two-state process wherein no significantly populated intermediate states are observed, so all the reactant molecules undergo change to form product molecules/ensemble structures. In order for the phase-separation to occur in the metastable region, small fluctuations in composition do not cause an instability in the system such that phase-separation is irreversible. The data obtained using HSDSC (discussed further on in the thesis), confirms the idea that system comprises of a hydrogen-bonded network which collapses on heating and is reformed on cooling. So the phase-separation observed in the aqueous PPG system is *via* nucleation and
growth and we use a mass-action description of nucleation and growth. The equilibrium constant for aggregation is given by the ratio of the total concentrations of aggregates to unimeric chains.

\[
\begin{align*}
K(T) &= \frac{[X_n]}{[X]^n} \\
[X]^n &= \text{Concentration of unimeric chains} \\
[X_n] &= \text{Concentration of } n \text{ unimer chains} \\
n &= \text{Aggregation number}
\end{align*}
\]

HSDSC records the power required to maintain the reference and sample cells at the same temperature as the temperature is increased linearly as a function of time, so \(dT/dt\) is constant. The output of the calorimeter is recorded as \((dq/dt)_P\) versus \(t\) (time). This can then be converted into a plot of apparent excess heat capacity \((C_p, xs)\) versus temperature, \(T\), by multiplying the X-axis by the scan rate and the Y-axis by the reciprocal of the scan rate. This process is called scan rate normalisation.

\[C_p, xs\text{ at any point is related to the measured calorimetric enthalpy } (\Delta H_{cal}) \text{ by the equation:}\]

\[
C_p, xs = \Delta H_{cal} \frac{d\alpha}{dT}
\]

The van’t Hoff isochore equation describes the temperature dependence of the equilibrium constant.

\[
\frac{\partial \ln(K(T))}{\partial T} = \frac{\Delta H_{ph}(T)}{RT^2}
\]

\[51\]
\( \Delta H_{vH} \) = Change in van’t Hoff enthalpy

\( R = \) Gas constant

The temperature dependence of the van’t Hoff enthalpy is given by Equation 3.7:

\[
\Delta H_{vH}(T) = \Delta H_{vH}\left(\frac{T}{2}\right) + \Delta C_p\left(T - \frac{T}{2}\right)
\]  

(3.7)

\( T_{1/2} \) is the temperature where half the polymer chains are aggregated.

If \( \alpha \) is the extent of conversion of unimeric chains into aggregates, then \( K(T) \) can be rewritten in terms of \( \alpha \) as:

\[
K(T) = \frac{[X_n]}{[X]^n} = \frac{\alpha C}{n} \left( \frac{1}{(1 - \alpha)C} \right)^n
\]

(3.8)

\( C \) is the total concentration of the polymer.

Integrating the van’t Hoff isochore equation gives:

\[
\frac{K(T)}{K(T_{1/2})} = \exp \left( \frac{\Delta H_{vH}\left(\frac{T}{2}\right)}{R} \left( \frac{1}{T_{1/2}} - \frac{1}{T} \right) + \frac{\Delta C_p\left(\frac{T}{2}\right)}{R} \left( \ln \left( \frac{T}{T_{1/2}} \right) + \frac{T_{1/2}}{T} - 1 \right) \right)
\]

(3.9)

Substituting \( K(T) \) in the Eq. 3.9 with \( \alpha \) from Eq. 3.8:

\[
\frac{\alpha(T)0.5^{n-1}}{(1 - \alpha(T))^n} = \exp \left( \frac{\Delta H_{vH}\left(\frac{T}{2}\right)}{R} \left( \frac{1}{T_{1/2}} - \frac{1}{T} \right) + \frac{\Delta C_p\left(\frac{T}{2}\right)}{R} \left( \ln \left( \frac{T}{T_{1/2}} \right) + \frac{T_{1/2}}{T} - 1 \right) \right)
\]

(3.10)

Since all the parameters in the above equation apart from \( \alpha \) are known, \( \alpha \) can be calculated using Eq. 3.10.
The value of $\alpha$ can then be used to calculate $C_{p, xs}$:

$$C_{p, xs} = \frac{d}{dT}(\alpha(T)\Delta H_{cal}(T)) \quad (3.11)$$

Software called “Scientist” is then used for the data modelling purposes and a signal is simulated using the above calculations to fit the calorimetric signal by reducing the sum of square residuals to a minimum value possible as shown in the Eq. 3.12.

$$(C_{p, xs, data} - C_{p, xs, calc})^2 = \text{sum of square residuals} \quad (3.12)$$

Applications

HSDSC has many pharmaceutical and biochemical applications. It can be utilised in protein conformational studies, DNA binding studies to protein (Privalov & Gill 1987) and lipid phase-transitions and lipid-protein interaction studies (McElhaney 1982; Sturtevant 1987; Freire 1995). Phase transitions obtained using HSDSC have been used to determine values for binding interactions, purity, stability, and drug-release mechanisms for drug delivery purposes (Chiu & Prenner 2011).

3.3 Thermogravimetric Analysis (TGA)

This thermal technique measures the change in the mass of a sample as a function of time or temperature under a controlled atmosphere. Conventional thermogravimetry (TG) was undertaken by heating samples to a certain temperature and then removing them at regular time intervals to weigh the sample out (Keattch 1969). The technique was then refined so that the samples could be weighed while heating. Urbain and Boulanger first used the technique in 1912 (Urbain & Boulanger 1912). Isothermal studies can also be conducted sometimes where the change in mass is recorded as a function of time. TGA can be used to record/detect various
processes including the study of adsorption or absorption, sublimation, dehydration/desolvation, vaporization, desorption and decomposition.

A typical TGA curve is displayed in Fig. 3.4. A derivative curve (DTG) can also obtained from the first derivative of the weight as a function of temperature. This curve helps identify the onset, the peak and the endpoint of the processes that are poorly resolved by the weight (%) curve.

![Diagram of TGA curve](image)

**Figure 3.4** Typical TGA output showing the thermal gravimetric or TG curve (navy plot) and the derivative thermal gravimetric or DTG curve (red plot).

TGA is one of the most important techniques for the assessment of solid-state kinetic behaviour (Vyazovkin et al. 2011) to provide an insight into dehydration/hydration kinetics (Alkhamis et al., 2006). TGA is used in this study to determine the stability of PPGs of different molecular mass.
Main applications

The main applications of TGA are material characterization, performing thermal stability studies, kinetic studies & product lifetime estimation, corrosion studies, compositional analysis and determination of filler, moisture and volatile content in materials.

3.4 Hot Stage Microscopy (HSM)

Hot stage microscopy also known as thermal microscopy (TM) or thermo-microscopy is a technique to monitor the dynamic and kinetic changes in materials as the temperature is raised or cooled down (Maniar & Abrams 1974). It is a simple and inexpensive technique that involves the combination of microscopy and thermal analysis. It consists of a polarized microscope with x20 objective, or higher magnification, and a hot-stage where the sample is mounted. For kinetic studies, the events are recorded with a motion picture camera. The samples are heated under vacuum or under an inert gas atmosphere. The heating rate is controlled by varying the current applied to the stage. The cooling rate is controlled by gradually decreasing the current or by introducing a blast of an inert gas such as helium, at a certain pressure. Sample transformations are examined under bright-field illumination, phase-contrast, interference contrast or polarized-light illumination. Visual examination provides information about the melting-point and other transformations that take place during the heating or the cooling process. It also allows the determination of particle size and morphology.

Applications

HSM is used to study decomposition, polymorphism, compound morphology, sublimation, evaporation, different type of transformations, melting, solidification upon cooling and crystal growth.
3.5 Thermally Stimulated Current (TSC) Spectroscopy

TSC spectroscopy is a technique used to detect slow molecular mobility in solid state materials and used to measure the changes in the dipole orientation in polar molecules as a function of time or temperature, when an external static electric field is applied to samples. It has applications in the characterization of low molecular weight organic materials in the pharmaceutical, biotechnology and healthcare industries. It is the change in the orientation of dipoles due to rotational movement of parts or the whole of molecules or the movement of charged species which generates the current that is recorded in TSC. There are several experimental modes of TSC spectroscopy but the most commonly used mode is thermally stimulated depolarisation current (TSDC).

**Thermally Stimulated Depolarisation Current**

The sample is heated to a polarisation temperature \(T_p\). The polarisation temperature is the temperature at which the sample is excited when placed between the electrodes of a parallel plane capacitor. A static electric field \(E_p\) is applied to the sample for a time period \(t_p\) that is long enough to obtain the saturation of various polarisations at that temperature. This orients the dipoles in the sample and aligns them to their respective opposite charges. The dipoles are then frozen in their polarised position by quench cooling to a temperature \(T_o\) which is substantially lower than the polarisation temperature \(T_p\) and held isothermally for a short period of time, usually 1 min, before removing the externally applied electrical field. The sample is then heated from \(T_o\) to a final temperature \(T_f\) which is higher than the \(T_p\) at a linear heating rate \(\beta\). The increasing molecular mobility provided by heating the sample permits the dipoles to relax to a more random distribution of orientations. Higher temperatures decrease the relaxation time for the movement of dipoles back to their equilibrium distribution. The relaxation time is the time taken for the dipoles to relax back to the equilibrium state. The equilibrium state is a random distribution of dipole orientations.
This process generates current which is measured using an extremely sensitive electrometer ($10^{-14}$ A). The current generated is measured as a function of temperature.

The TSDC output is complex, consisting of several different dipole relaxation modes. Greater detail can be acquired by using the thermal windowing (TW) experiments which are explained later which isolates a series of current signals, each corresponding to groups of dipoles occurring within the global TSDC output. This is achieved by employing narrow temperature windows of polarisation.

The behaviour of dipoles during a TSDC experiment is shown in Fig. 3.5.

**Figure 3.5** Schematic of the response of molecules during a typical TSC spectroscopy experiment (Owusu-Ware 2013).
The difference in electronegativity of the atoms due to existence of partial positive (δ+) and partial negative (δ-) regions creates a dipole in the system. The electric dipole moment, μ, can be defined as μ = q x d, where q is the difference in the magnitude of charge between either ends of the dipole and d is the distance between the centres of positive and the negative charge (Tripathy & De 2008).

Table 3.1 shows the characteristics of the different types of polarisations in a sample when an external electric field is applied.

<table>
<thead>
<tr>
<th>Type of polarisation</th>
<th>Characteristics</th>
</tr>
</thead>
</table>
| Electronic           | • Involves distortion of electronic shell  
|                      | • Fastest (≤10⁻¹⁵s) because of the small distances required for the electronic displacement |
| Atomic               | • Polarisation due to the hetero-polar bonds leading to atomic displacement.  
|                      | • Second fastest (10⁻¹⁴ - 10⁻¹²s) |
| Space charge         | • Results from high voltage field or insufficient contact between electrodes and the sample |

Figure 3.6 Typical TSC output obtained using TSDC.
| Interfacial | • Similar to space charge but occurs because of the different ohmic conductivity of different phases  
• The charge is accumulated near the interface of different phases |
|---|---|
| Orientational or dipole | • Caused due to the orientation of permanent or induced molecular or ionic dipoles  
• Dependent upon viscosity due to restricted movement of parts of the molecules  
• Most important for TSC experiments  
• Time scale is $10^{-12}$ s |

Orientational polarisation provides information about the rotational freedom of the molecules and about the viscosity of the materials. They exhibit depolarisation that is directly proportional to the strength of the applied electric field.

**Thermal Windowing**

TW is another common experiment performed in TSC analysis. The sample is heated or cooled to a polarisation temperature where a direct electrical current is applied for a time period. The polarised sample is then cooled to a few degrees ($T_d$) below the initial $T_p$, where the electrical field is cut off and held isothermally for a time ($t_w$) to allow the dipoles with the shorter relaxation time to relax to their temperature dependent equilibrium orientations. The sample is then quench cooled to $T_o$ and the depolarisation current is measured as the sample is heated to the $T_f$ at a controlled rate.

In the TW experiment only a fraction of the full spectrum (a few dipoles with shorter relaxation times) is polarised and this is repeated across the whole temperature range of the global relaxation process, ideally resulting in the deconvolution of the complex relaxation process into elementary Debye relaxation processes.
Theoretical Background

The widely accepted model describing the TSDC relaxation process is Debye’s theory of dipole relaxation. This theory makes three major assumptions: (1) that polarisation of dielectric materials is homogeneous, (2) dipoles have a single relaxation time, and (3) that there are no interactions between the dipoles during the polarisation processes. The decay of polarisation is therefore generally expressed as:

\[ P(t) = P_e \left[ \exp \left( -\int_0^t \frac{dt}{\tau} \right) \right] \] \hspace{1cm} (3.13)

Where \( P(t) \) is the remaining polarization at time \( t \), \( P_e \) is equilibrium polarisation at infinite time and \( \tau \) is the relaxation time.

Assuming that depolarisation is the direct opposite of the polarising process i.e. dipoles exhibit the same relaxation time and no interactions between dipoles occur, then the rate of depolarisation in TSDC experiments is given by:

\[ \frac{dP(t)}{dt} = -\frac{P(t)}{\tau(T)} \] \hspace{1cm} (3.14)

During an experiment, depolarisation is induced by the application of a constant heating rate \( (\beta) \); hence there is a well-defined relationship between temperature and time so that \( T(t) = T_i + \beta t \), where \( T_i \) is the initial temperature. Incorporation of the heating rate into Eq. 3.14 gives:

\[ \frac{dP(T)}{dT} = \frac{1}{\beta} \frac{P(T)}{\tau(T)} \] \hspace{1cm} (3.15)
The depolarisation current \((I(T))\), which is the experimental output, is therefore given by:

\[
I(T) = -\frac{dP(t)}{dt} = -\beta \frac{dP(T)}{dT}
\]  
(3.16)

Values for the polarisation in the samples are given by taking the integral of Eq. 3.16 to give Eq. 3.17:

\[
P(T) = \frac{1}{\beta} \int_{T}^{T_f} I(T')dT'
\]  
(3.17)

Where \(T_f\) is the final temperature i.e. the temperature at which the sample is completely depolarised.

The temperature dependent relaxation time is therefore given by the expression:

\[
\tau(T) = \frac{1}{\beta} \int_{T}^{T_f} \frac{I(T')dT'}{I(T)}
\]  
(3.18)

The TSDC output of the distribution of relaxation time is usually presented in the logarithmic form as:

\[
ln[\tau(T)] = ln \left[\frac{1}{\beta} \int_{T}^{T_f} I(T')dT'\right] - ln I(T)
\]  
(3.19)

Applications

TSC studies are usually conducted to provide additional information about molecular mobility in the solid state and to characterise thermal transitions in the crystalline and amorphous phases in pharmaceutical drugs and excipients (Craig & Reading 2014; Antonijević 2012).
3.6 Turbidity Measurement (UV-Visible Spectrometer)

Turbidity is an optical property that measures the scattering of a light beam by particles dispersed in a fluid (normally liquid) medium when passed through a suspension (Fig. 3.7). It is also called photoextinction or total light scattering and gives information about flocculation, coagulation, sedimentation, particle concentration and particle size in a sample (Kissa 1999). Turbidity can be measured using a single or a double beam spectrometer or a nephelometer.

![Figure 3.7 Deflection of light beam by undissolved particles in a sample.](image)

The light transmittance in turbidity measurement depends on the type, size (Fig. 3.8), shape and concentration of the particles in the solution, the wavelength (colour) of the incident light and the angle of measurement.

![Figure 3.8 Effect of the particle size on the scattering of an incident light beam (Brumberger, H., Stein, R.S., and Powell 1968).](image)
Fehrenbacher and co-workers reported the use of UV-Visible spectrometers for turbidity measurements (Fehrenbacher et al. 2000). Turbidity, \( \tau \), is defined as the attenuation of the beam of light according to the equation:

\[
\tau = \left( \frac{1}{l} \right) \ln \left( \frac{I_0}{I} \right)
\]  

(3.20)

Where \( l \) is the length of the optical path and \( I_0 \) and \( I \) are the intensities of the incident and the transmitted light respectively. If absorbance can be excluded, the turbidity is solely due to the scattering of the light by the particles. So the measurement of \( \tau \) as a function of incident wavelength can be used to determine the optical properties of a solution (Anon 2012b). Using the relationship, turbidity, \( \tau = e \, c \) where \( e \) is the molar absorptivity coefficient and \( c \) is the total concentration of the solution, molar absorptivity constant can be found out when the turbidity of solution is known. The theory of light scattering by isotropic monodisperse spherical
particles has been given by Mie and can be used to find the turbidity by monodisperse spherical particles (Kissa 1999).

The decrease in light transmission due to light scattering depends on the number of scattering particles, \( N \), per unit volume and their scattering cross-section, \( \pi r^2 \).

\[
\tau = Q \pi r^2 N
\]  \hspace{1cm} (3.21)

Where \( Q \) is the total Mie scattering coefficient and \( r \) is the radius of the particles.

The scattering coefficient, \( Q \), is defined as the ratio of the scattering cross-section to the geometrical cross-section. \( Q \) is the function of two parameters \( \alpha \) and \( m \), where \( \alpha \) is a dimensionless particle size parameter (Eq. 3.22); \( m \) is the ratio of refractive index of the particles, \( n_p \), and refractive index of the medium, \( n_m \). This indicates that particles with bigger diameter will scatter more compared to the particles with a smaller diameter.

\[
\alpha = \frac{2\pi r}{\lambda_m} = \frac{\pi D}{\lambda_m}
\]  \hspace{1cm} (3.22)

Where \( \lambda_m \) is the wavelength of the incident light in the dispersion medium and \( D \) is the diameter of the particles. The wavelength \( \lambda_m \) is related to the refractive index, \( n_m \), of the medium by Eq. 3.23:

\[
\lambda_m = \frac{\lambda_0}{n_m}
\]  \hspace{1cm} (3.23)

Where \( \lambda_0 \) is the wavelength of the incident light in vacuum.

\[
m = \frac{n_p}{n_m}
\]  \hspace{1cm} (3.24)
Equation 3.22 states that $\alpha$ is inversely proportional to $\lambda_m$, which is the wavelength of the incident light. So using a shorter wavelength of incident light would give higher scattering efficiency. This can be used to help determine the incident wavelength to be used for the experiments.

**Applications**

Turbidity measurements are most commonly undertaken for wastewater treatment to determine the effectiveness of the treatment method. It can be used to monitor and increase the efficiency of precipitation and the filtration process (Staff 2011).

**3.7 Dynamic Light Scattering (DLS)**

Dynamic light scattering (DLS) is a technique used to measure the time-dependent fluctuations of scattered light and is also called photon correlation spectroscopy (PCS) or quasi-elastic light scattering (QELS) (Kissa 1999). It is a non-invasive technique for measuring the size and the size distribution of particles and molecules of submicron size (Goldburg 1999). In this technique, monochromatic light, e.g. a laser light is passed through a sample. The Brownian motion of particles or molecules in suspensions or emulsions causes the laser light to be scattered at different intensities due to the Doppler Shift which changes the wavelength of the incoming light. An interference pattern is created and each bright spot represents a speckle. The speckle pattern changes as the particle moves and this is called flickering. The study of these intensity fluctuations yields the velocity of the Brownian motion which can then be used to determine the particle size using the Stokes-Einstein equation (Goldburg 1999). The velocity of the scatterer is measured in order to calculate the diffusion coefficient which is then used to calculate the size of the particles. Larger particles move less rapidly than the smaller particles. If the Brownian motion is not interrupted by sedimentation or particle-particle interactions (usually due to high concentrations), the movement of particles is random. The fluctuations in
the scattered light intensity are detected and measured by a photomultiplier and the data obtained is processed by a correlator.

\[
G_2(t') = \frac{<I(t)I(t + t')>}{<I(t)>^2}
\]  

(3.25)

The experimentally measured intensity autocorrelation function \(G_2(t')\) depends only on the time interval \(t'\), and is independent of \(t\), at which the measurement was started.

This \(G_2(t')\), can be related to the normalized field autocorrelation function \(G_1(t')\) by the Siegert relation, if the number of particles in the measure volume is adequate.

\[
G_2(t') = A + B[G_1(t')]^2
\]  

(3.26)

**Figure 3.10** A sketch showing the effect of the particle size on the intensity of fluctuation of the laser light using DLS.

A correlator is used to compare the intensity of scattered light at time \(t\) to the intensity observed at a very small time interval \(t'\) and construct a second order autocorrelation function \(G_2(t')\) of the scattered intensity:
Where A is the background term designated as the baseline value, B an instrument-dependant factor.

It can be shown that the autocorrelation function $G_1(t')$ of a monodisperse sample decays exponentially:

$$G_1(t') = \exp(-\Gamma t')$$  \hspace{1cm} (3.27)

where $\Gamma$ is the decay constant ($s^{-1}$).

Substitution of the above two equations yields the measured intensity autocorrelation function:

$$G_2(t') = A + B\exp(-2\Gamma t')$$  \hspace{1cm} (3.28)

The decay constant $\Gamma$ is linearly related to the translational diffusion coefficient, $D_T$, of the particle:

$$\Gamma = D_T q^2$$  \hspace{1cm} (3.29)

The modulus, $q$, of the scattering vector is given by:

$$q = \frac{4\pi n}{\lambda_0} \sin(\theta/2)$$  \hspace{1cm} (3.30)

Where $n$ is the refractive index of the dispersion medium, $\theta$ is the scattering angle and $\lambda_0$ is the incident light wavelength in vacuum.

DLS measures the diffusion coefficient $D$, which can be used in the calculation of particle size using the Stokes-Einstein equation:

$$D = \frac{kT}{3\pi \eta d}$$  \hspace{1cm} (3.31)
Where \( k \) is the Boltzmann’s constant, \( T \) is the absolute temperature, \( \eta \) is the viscosity and \( d \) is the apparent Stokes-Einstein particle diameter. This equation is though only valid for non-interacting, spherically shaped, smooth and rigid particles.

One of the advantages of using this technique is that it allows the analysis of samples with broad molecular mass distribution (e.g. proteins in their native form and different size aggregates or polymers in their unaggregated and aggregated states).

Applications

This technique has a range of applications; it is used to for macromolecular characterization and to study the interactions in proteins, nucleic acids, micelles, viruses and polysaccharides and has many physiological and biomedical applications (Pecora 1985).

3.8 Small Angle Neutron Scattering (SANS)

Neutron scattering gives detailed information about the microscopic behaviour of condensed matter and plays a major role in shaping the experimental and theoretical understanding of materials ranging from magnetism and superconductivity to chemical surfaces and interfaces. Neutrons are generated by two main mechanisms; either by using a beam of neutrons derived by fission of \(^{235}\text{U}\) nuclei or a more recent approach where a beam of high energy charged particles is fired at the target to produce high energy neutrons. A moderator then slows these neutrons down. These types of neutron sources are called accelerator-based sources of neutrons. Traditional accelerator-based systems used an electron source to accelerate the electron beam and then fired at a dense target made of heavy element like uranium to produce neutrons by a two-stage process. But in the more recent approach, also used at ISIS, the sources use a linear accelerator together with a synchrotron to accelerate a beam of protons to high energy (~800 MeV) which is then fired at a heavy metal target for example tantalum, uranium or tungsten. Neutrons are produced by the spallation process, these types of sources are usually
pulsed and so a pulsed neutron flux is produced and is ideally suited for the time-of-flight neutron diffraction technique. This involves measuring the time-of-flight \(t\) taken for a neutron to travel the total flight path \(L\) from the moderator to the detector via the sample. The neutrons scatter from the sample, changing their energy and direction and are then intercepted by the detector. The momentum transfer \(Q\) to the sample involved in this process is given by the equation:

\[
Q^2 = k_i^2 + k_f^2 - 2k_i k_f \cos \theta
\]  

(3.32)

Where \(k_i\) and \(k_f\) are the initial and the final wavevectors respectively and \(\theta\) is the scattering angle.

Small-angle neutron scattering (SANS) has become one of the key techniques to study the large scale structures and the bulk properties of materials (such as size, polydispersity, structure and particle interaction). The length scale probed by this technique ranges from tens to hundreds of nanometers making them ideal to study surfactants, colloids and polymers.

In SANS, different length scales are explored in reciprocal space by detecting the number of scattered neutrons as a function of the wavevector, \(Q\), which is inversely proportional to the distance, \(d\) (where \(d = 2\pi/Q\)) and is related to the wavelength of the incident neutron beam, \(\lambda\) and the scattering angle, \(\theta\) by the relationship:

\[
Q = \frac{4\pi \sin(\theta/2)}{\lambda}
\]  

(3.33)

The value of \(Q\) hence can be varied by altering \(\theta\) or \(\lambda\).

SANS beam has a 2-D area detector in a vacuum tank between 2-20 m of the sample.
SANS measurements were performed on time of flight LOQ diffractometer at ISIS Spallation Neutron Source, Oxfordshire, UK. Neutron wavelengths spanning 2.2-10 Å were used to access a $Q$ range ($Q = 4\pi \sin(\theta/2)/\lambda$) of approximately 0.008-0.25 Å$^{-1}$ (25 Hz), with a fixed sample-detector distance of 4.1 m.

![Diagram](image)

**Figure 3.11** A simple diagram showing the influence of the particle size on the scattering angle.

Applications

SANS is used to study the bulk properties of a material (such as size, polydispersity, structure and particle interaction). The length scales probed by this technique ranges from tens to hundreds of nanometres which makes it ideal for studying materials such as surfactants, colloids, polymers, liquid crystals, protein solutions and lipid bilayers (ISIS).

3.9 High Performance Liquid Chromatography (HPLC)

HPLC is one of the most powerful chromatographic techniques for the separation and analysis of mixtures. The selectivity and the efficiency of the system can be altered by utilising stationary and mobile phase interactions. Classical liquid chromatography was evolved into highly efficient liquid chromatography in the 1960’s (Horvath et al. 1967; Huber & Hulsman
The high performance version of this technique is a result of the use of high operating pressures and small and uniform packing particle sizes, where individual components are moved down the column with the mobile phase forced through the column by high pressure using a pump. The mixture is then resolved into its individual components by the column packing due to the chemical/physical interactions between the mixture molecules and the column particles. These are then detected at the end of the column by a detector. The high performance refers to the narrowness of the peaks due to the extremely high plate numbers per unit length which is related to the small particle sizes in the packed column. High pressure is necessary to drive the fluid through the small pore sizes which creates an enormous back pressure. High performance also relates to the good resolution (separation) of peaks that is achievable.

In chromatography, the mobile phase retards components in relation to the degree of interaction they have with the stationary phase in competition with the mobile phase. The commonly used separation mechanisms in HPLC are reversed phase chromatography, normal phase and adsorption chromatography, ion exchange chromatography and size exclusion chromatography. Reversed phase chromatography is the most popular mode with the non-polar packing material in which silica gel is modified by attaching long hydrocarbon chains to them and a polar mobile phase is used. A strong attraction between the polar solvent and polar molecules in the mixture being passed through the column will lead to shorter retention time of these molecules. Non-polar compounds in the mixture however will tend to form attractions with the hydrocarbon groups attached to the silica gel because of van der Waals dispersion forces. They therefore spend less time in solution in the solvent and so they will travel through the column slowly.

For normal phase chromatography, a polar stationary phase e.g. silica is used with aliphatic or aromatic hydrocarbons as a mobile phase. Polar compounds in the mixture being passed
through the column will stick longer to the polar silica than the non-polar compounds which will pass through the column quickly and hence detected first by the detector.

**Applications**

HPLC can be used for both qualitative and quantitative analysis of pure samples and complex mixtures of molecules. It has applications in virtually all fields of science for fundamental and applied research including biotechnology, biochemistry and pharmaceutical industries. Table 3.2 shows the basic principles of the major techniques used in this project and the advantages and the disadvantages of each technique.
Table 3.2 Comparison of the major techniques used in this research.

<table>
<thead>
<tr>
<th>Analytical Technique</th>
<th>Basic principal</th>
<th>Information</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thermal Analytical techniques</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differential Scanning Calorimetry (DSC)</td>
<td>The instrument measures the heat flow into and out of a sample and an empty reference pan in a single furnace, as a function of temperature or time. The sample and the reference are heated at a controlled rate or held isothermally for a time period.</td>
<td>• Thermally activated processes associated heat exchange i.e. melting, evaporation, decomposition sublimation and glass transition</td>
<td>• Small sample mass                                                                         • Easy to use                                                                                 • Cannot capture transitions that are associated with small changes in enthalpy.</td>
<td>• Cannot capture transitions that are associated with small changes in enthalpy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No gold standard for baseline type to use for integration.</td>
</tr>
<tr>
<td>High Sensitivity Differential Scanning Calorimetry (HSDSC)</td>
<td>The instrument measures the difference between the heat flow into the sample solution and the blank solution, as a function of temperature or time.</td>
<td>• Thermally activated processes involving heat exchange in the solution samples, e.g. phase-transitions and aggregation processes.</td>
<td>• Small sample volume                                                                         • Easy to use                                                                                 • Air bubble and contaminants present in samples can affect the heat measurements.</td>
<td>• Air bubble and contaminants present in samples can affect the heat measurements.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No gold standard for baseline type to use for integration.</td>
</tr>
<tr>
<td>Thermal Gravimetric Analysis (TGA)</td>
<td>Sample in a crucible is heated in an enclosed furnace under inert or oxidative atmosphere suspended on a highly sensitive balance. The weight of the sample is measured as a function of temperature or time.</td>
<td>• Thermally activated processes associated with weight change i.e. decomposition, sublimation and evaporation</td>
<td>• Small sample mass                                                                         • Easy to use                                                                                 • Destructive</td>
<td>• Destructive method</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Limited to transitions with associated weight change.</td>
</tr>
<tr>
<td>Hot-stage microscopy (HSM)</td>
<td>A beam of visible light is passed through a condenser onto the sample. Transmission, refraction and reflection of the light by the sample is then magnified and focused onto the ocular. The attached heating block heats the sample at a controlled rate, allowing the assessment of the optical properties of the sample as a function of temperature or time. The attachment of cross-polarisers below and above the sample, which rotates the plane of a polarised light, allows the analysis of the birefringence of crystalline solids due to their anisotropic properties.</td>
<td>• Birefringent properties (crystallinity) • Crystal habits • Morphology</td>
<td>• Small sample mass                                                                         • Easy to use                                                                                 • Does not provide quantitative information</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectroscopic Techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Thermally stimulated current (TSC) spectroscopy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measures the current generated by the orientation/reorientation of dipoles under the influence of static electrical field. Secondary relaxations appear at temperatures below primary processes.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Direct determination of relaxation times and their distribution  
• Able to distinguish between primary and secondary relaxation process  
• Provides better resolution and higher sensitivity to secondary relaxation in comparison to DSC  
• Problems with reproducibility |
| **Turbidity measurements (UV-Visible spectroscopy)** |
| Absorption spectroscopy or reflectance spectroscopy in the ultraviolet-visible spectral region. Works on the principle of Beer-Lambert law, absorbance is directly proportional to the concentration of the absorbing species in the sample. This absorption corresponds to the excitation of the outer electrons in the molecules. |
| • Provides qualitative and quantitative information for identification and concentration analysis.  
• Analysis of mixtures  
• Easy to use  
• Non-destructive method  
• Temperature variability  
• Various sample types can be analysed  
• Spectra not highly specific  
• Mixtures of molecules can be a problem due to overlap |
| **Dynamic light scattering (DLS)** |
| A technique to measure the time-dependant fluctuations of scattering light and use that to measure the size and size distribution of molecules and particles typically in the submicron region. |
| • Helps characterization of particles, emulsions or molecules, which have been dispersed or dissolved in suspensions.  
• Capable of absolute measurements of several parameters of interest; e.g. molecular weight, mean square radius of gyration.  
• Useful over wide range of molecular weight.  
• Only useful for transparent samples  
• Requires removal of extraneous scattering moieties; e.g. dust.  
• Requires solvent with a different refractive index than the solute. |
| **Small angle neutron scattering (SANS)** |
| SANS is a neutron scattering technique that enables the study of materials on the nanometre to micrometre length scales. The experiment consists of a well collimated beam of neutrons being passed through a sample and detectors to count the number of neutrons scattered as a function of angle and neutron wavelength. This data can then be used to extract information about the shape, size, arrangement, and interactions of the components of the sample. |
| • SANS is used in a wide range of scientific fields, but finds particular use in the study of soft matter (e.g. colloids and polymers), biophysics (e.g. lipids and lipid-protein complexes), biology (e.g. solution structures of proteins) and hard condensed  
• Can be used to distinguish neighbouring elements in the periodic Table and isotopes of elements because they have substantially different scattering cross-sections.  
• Expensive to build and maintain the site  
• Have relatively low flux and limited investigations in rapid time dependent processes |
<table>
<thead>
<tr>
<th><strong>Chromatography Techniques</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High performance liquid chromatography (HPLC)</strong></td>
<td><strong>Sample is passed through a liquid mobile phase to separate the components of a mixture through a stationary column under high pressure. Components interacting with the stationary phase come out of the column slower than the non-interacting components and get detected at different times.</strong></td>
</tr>
</tbody>
</table>
|  | **- Can separate minute amounts of peptides and proteins.**  
|  | **- Have applications in many industries including pharmaceutical and biotechnology industries.**  
|  | **- Powerful, high resolution and automated process.**  
|  | **- Needs small amount of sample for analysis.**  
|  | **- Can be expensive to set up.**  
|  | **- Low-sensitivity for some compounds.** |
Chapter 4: Study of Some Physical-Chemical Properties of Different Molecular Mass PPGs

4.1 Introduction

Previous investigations have shown greater effectiveness of pluronics with higher PPG content in changing the membrane microviscosity. L61 which has 90% PPG content induces a greater change in the plasma membrane microviscosity of tumor cells compared with P85 which has 50% PPG content (Melik-Nubarov et al. 1999). These observations provide, in part, the rationale for the project which is to investigate whether PPG can be used as a solubilizing agent for the drug delivery purposes.

The purpose of this chapter is to report investigations of the physico-chemical properties of PPG in its “pure” liquid form using TGA, DSC, TSDC and TW. The TGA study was undertaken to understand the thermal stability of the polymers by examining any weight loss processes as a function of temperature. Thermal properties were ascertained using DSC and MDSC. The focus of the TSDC and TW investigation was to elucidate the relationship between the PPG molecular mass and the molecular mobility. The cloud-point temperature and the phase-transition temperature (Tm) of PPG upon heating were also analysed and compared using HSDSC and turbidity measurements.

4.2 Experimental

4.2.1 Materials

Five different molecular mass PPG samples \( M_n = 425, M_n = 725, M_n = 1000, M_n = 2000 \) and \( M_n = 2700 \) were purchased from Sigma-Aldrich UK and used as received. Double deionized water was used (supplied by the laboratories at the University of Greenwich).

The molecular mass of PPGs are between 150-4000 with the commercially available PPGs having a low polydispersity \( (M_w/M_n = 1.11-1.25) \) and are soluble in ketones,
chlorohydrocarbons and aromatic hydrocarbons (Salamone 1996). Solubility in water at 20°C varies with molecular mass. PPG 425 is completely miscible in all proportions with water but PPG 1025 has a limited solubility of 1.5 g/100 g solution in water (Anon 2012a). Some important properties of different molecular mass PPGs are shown in Table 4.1.

Table 4.1 Some properties of different molecular mass PPGs (Sigma-Aldrich).

<table>
<thead>
<tr>
<th>Average Molecular mass</th>
<th>Refractive index (nD20)</th>
<th>Viscosity (cSt) (25°C)</th>
<th>Hydroxyl value (mg KOH/g)</th>
<th>Density (g mL⁻¹) at 25°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>425</td>
<td>1.447</td>
<td>80</td>
<td>263</td>
<td>1.004</td>
</tr>
<tr>
<td>725</td>
<td>1.449</td>
<td>115</td>
<td>147</td>
<td>1.007</td>
</tr>
<tr>
<td>1000</td>
<td>1.449</td>
<td>150</td>
<td>111</td>
<td>1.005</td>
</tr>
<tr>
<td>2000</td>
<td>1.451</td>
<td>300</td>
<td>56</td>
<td>1.005</td>
</tr>
<tr>
<td>2700</td>
<td>1.451</td>
<td>630</td>
<td>37</td>
<td>1.004</td>
</tr>
</tbody>
</table>

4.2.2 Methods

4.2.2.1 Thermogravimetric Analysis

Instrument: Q5000-IR Thermogravimetric Analyser

Manufacturer: TA Instruments, UK

Cooling system (internal): Compressed air cooling/water circulator

Software (control): TA Q Series (TA Instruments, UK)

Software (analysis): TA Universal Analysis (TA Instruments, UK)

Calibration

Temperature calibrations were performed using the Curie point of a ferromagnetic metal as described by the ASTM E1582 method. A magnet is placed beneath the furnace in this calibration to increase the apparent weight of the certified reference materials, which in this case are alumel and nickel. After the stabilisation of the apparent weight under the influence of
the magnet, the sample is heated at usually 5 and 10°C min\(^{-1}\). The sample loses magnetism at the Curie point resulting in a sharp drop in the loss of the apparent weight. The extrapolated end point temperature is calculated. The expected Curie points for the certified alumel and nickel materials are 152.26 and 358.28°C, respectively. The instrumental software automatically computes the offset between the experimental and reference Curie point temperatures and stores the value in a calibration temperature table.

Weight calibration is performed using known calibration weights provided by the manufacturer. For this calibration an empty sample pan and 100 mg standard weight are weighed and automatic adjustments of the balance are performed until the weight reading matches that of the standard weight.

All samples were introduced into the furnace in a Tzero™ hermetically sealed aluminium sample pan with a single pinhole in the lid. Samples were heated under a nitrogen atmosphere at a flow rate of 25 ml min\(^{-1}\) from ambient temperature to a maximum of 600°C at a specified heating rate.

**Instrumentation and Experimental Protocol**

The main components of a thermobalance are: a sensitive recording balance, a furnace with a controlled environment and a data recorder and plotter. The change in mass is recorded by a null-balance when the beam carrying the sample and the counterweight moves leading to a variation in current in the photodetector. The sample usually hangs down from the balance into the furnace. The furnace is designed to withstand high temperatures and is purged with air or nitrogen to maintain inert atmosphere inside the furnace (Price et al. 2000).

A sample mass of 15.00 ± 1 mg was used for all PPG samples. Samples were heated to 600°C in hermetically sealed aluminium pans with a single pinhole in the lid, at a heating rate of 10°C min\(^{-1}\).
4.2.2.2 Differential Scanning Calorimetry

Instrument: DSC Q2000

Manufacturer: TA Instruments, UK

Cooling system (internal): Refrigerated cooling system (RCS)

Software (control): TA Q Series (TA Instruments, UK)

Software (analysis): TA Universal Analysis (TA Instruments, UK)

Calibration

The calibration of the TA Instruments Q2000 instrument is performed in two parts. The first part is the determination of the cell resistance and capacitance. For this calibration two experiments are performed. The first experiment is the determination of the cell resistance and this is performed with an empty cell. During this experiment the cell is equilibrated at a temperature of -90°C for 5 minutes, followed by a heating ramp from -90 to 400°C at 20°C min⁻¹. It is important to note that a preheating experiment using the same parameters is usually performed. The second part of the calibration is to determine the cell capacitance, which involves the same experimental method as the cell resistance but with the use of sapphire discs of known weight and heat capacity in the reference and sample cell.

The next calibration involves the determination of the cell constant and temperature calibration, which are obtained from a single experiment.

In this experiment 1-5 mg of an indium standard is pre-heated to a temperature above the melting transition temperature i.e. 180°C and then held at this selected temperature. The sample is then cooled to 100°C held under isothermal conditions and then subjected to a heating ramp (usually 10°C min⁻¹) to a temperature above the melting transition. The enthalpy of fusion is determined by integration and compared with the known value (28.71 J g⁻¹). The cell constant
is the ratio between the experimentally determined and expected value and should be between 1 and 1.2. The melting temperature is determined using the extrapolated onset temperature, and this is also compared with the known value (56.6°C) and the difference is calculated for the temperature calibration.

**Instrumentation and Experimental Protocol**

DSC studies were performed using hermetically sealed Tzero™ aluminium pans with a pinhole in the lid. DSC studies were performed under a nitrogen atmosphere at a flow of 50 mL min\(^{-1}\). Sample masses of 10 ± 1 mg were equilibrated at -90°C, held isothermally for 5 min and then heated to -40°C at 2°C min\(^{-1}\).

**4.2.2.3 Thermally Stimulated Current Spectroscopy**

**Instrument:** TSCII/RMA, Thermally Stimulated Current spectrometer

**Manufacturer:** SETARAM Instrumentation, France

**Electrometer (internal):** 6517A electrometer/high-resistance meter (Keithley, UK)

**Cooling system (external):** 900 series LN2 microdosing system (Norhof, Netherlands)

**Software:** TSC/RMA software (SETARAM Instrumentation, France)

**Calibration**

The only calibration that is needed before analysis is a temperature calibration using an indium standard. The objective of the calibration is to compensate for the temperature difference between the temperature sensor and the sample area. The instrument comes with a special calibration kit (Fig. 4.1) that consists of a calibration electrode probe, which holds the indium sample firmly in place against the PTFE cup. The dimple in the electrode absorbs the molten indium upon heating to prevent it from flowing out to the edge of the electrode. This is important as it lowers the noise generated during the melting of indium.
In the calibration experiment the indium sample is initially heated to 190°C, which is about 40°C above the melting point. This preheating process removes any internal stress. A polarisation voltage of 1 V mm⁻¹ is applied as the sample is kept at 190°C for 3 min. The response of the indium sample is then recorded as the sample cooled and heated at the same rate, allowing the determination of the temperature onsets for the crystallisation (T_c) and melting (T_m) processes (Fig. 4.2).

The offset is calculated by comparing the experimentally determined onsets with expected values (T_m = 156.6°C and T_c = 155.0°C) i.e. the offset is given by the subtraction of the experimental onsets from the expected values.

Figure 4.1 SETARAM TSC II calibration kit set up (SETERAM TSC II manual).

Figure 4.2 Calibration results showing the onsets of crystallisation and melting processes (SETERAM TSC II manual).
Instrumentation and Experimental Protocol

Experiments were performed using a liquid electrode arrangement that consists of a bottom and upper electrode with a PTFE ring spacer, the sample in this arrangement has an effective surface area of 50 mm$^2$. The sample size used was in the range of 60 – 80 mg. Prior to each experimental run, the sample chamber was evacuated to 10$^{-4}$ mbar and flushed several times with high purity helium (1.1 bars) prior to the analysis. The global TSDC spectra were obtained by polarising the sample at -70°C with a polarisation field ($E_p$) ranging from 50 to 350 V mm$^{-1}$ for 2 min ($t_p$). In the case of thermal windowing experiments, the samples were polarised with $E_p = 350$ V mm$^{-1}$ at $T_p$ of -94 to -65°C in increments of 1°C. $T_w$ was set at 1°C, whilst $t_p$ and $t_w$ were set at 2 min for all four samples.

4.2.2.4 High Sensitivity Differential Scanning Calorimetry

Instrument: NanoDSC

Manufacturer: TA Instruments, UK

Heat Measurement System Power Compensation

Software (control): Nano DSC Run (TA Instruments, UK)

Software (analysis): NanoAnalyze (TA Instruments, UK)

Instrumentation and Experimental Protocol

No calibration is needed. But the balancing of cells is occasionally performed. The balance and residual scans are run to obtain flat baselines. When baseline scans are subtracted from sample scans, the baseline shifts cancel out. The balance run creates a baseline for the calorimeter, which yields a heat flow signal that is near zero when both cells contain solutions with near identical heat capacity. To further flatten the baseline across the entire temperature range, a residual scan is run to correct the instrument baseline and is generally used for cosmetic
reasons only. To perform the balance and the residual scan, deionized and degassed water is filled in the reference and the sample cells and is scanned from 0-130°C at 1°C min⁻¹. This instrument can measure microwatt levels of power input into the appropriate cell in order to maintain the cells at the same temperature. The cells have a fixed capillary design which minimizes aggregation and precipitation of samples in the cells. This design has another benefit; these capillary tubes have a high surface-to-volume ratio that helps provide an even heat supply to the samples and reduces the temperature gradient and viscosity effects. It has a small cell volume of 300 μL. This small volume helps in minimizing the temperature gradient that occurs in large sample volumes and also helps in the elimination of the need of constant stirring of the sample to avoid the presence of any air bubbles entering the cells. The small cell volume also prevents the production of heat due to the stirring of variable viscosity liquids that can produce uncontrollable heat, which is a lot greater than the measured heat effect. The fixed cells system helps reproducibility and stability between the subsequent scans.

2 mg mL⁻¹ aqueous solutions of PPG samples were prepared in deionised water. All the samples were degassed in the degassing station (TA Instruments) for 10 min at 25°C under a vacuum of 20 mmHg to minimise gas bubble formation during scanning. This process is necessary in order to prevent noisy scans as bubble formation can cause abrupt changes in heat capacity data. The reference cell was filled with deionised water and the sample cell with the degassed sample and the cells were pressurised up to 3 atm using the software control. The samples were scanned up and down from 10-85°C at a scan rate of 1°C min⁻¹ and equilibrated at the temperature for 30 minutes before the start of each scan.
4.2.2.5 UV-Visible Spectroscopy

Instrument: Cary 100 UV-Vis

Manufacturer: Agilent Technologies, UK

Software (control): Cary WinUV (Agilent Technologies, UK)

Software (analysis): Cary WinUV (Agilent Technologies, UK)

**Calibration**

There is no need for calibration. In-built tests in the software are available for the optimization of the settings and validation of the accuracy of Cary 100. The tests are pre-set with default parameters that comply with international standards for Good Laboratory Practices.

**Experimental Protocol**

Aqueous solutions of PPGs (2 mg mL\(^{-1}\)) were prepared in deionised water and the blank used was deionised water. The samples were heated from 10-85°C at 2°C min\(^{-1}\) and the measurements were taken at every 2°C. The temperature was held at 10 and 85°C for 5 min to allow the sample to equilibrate. Measurements were taken at 532 nm wavelength and optically matched glass cuvettes were used for the experiments with plastic lids to cover the cuvettes.

4.3 Results and Discussion

4.3.1 Thermogravimetric Analysis

TGA results for the different PPG samples (Fig. 4.3) show a significant difference in the temperature of decomposition between PPG 425 and the other PPG samples analysed as the samples were heated from ambient to 600°C. We propose the reaction in the pans was a decomposition reaction because of the PPG decomposes upon heating due to the appearance of tiny black residues at the end of the experiment. It has also been reported in the literature
that heating of PPG at 1 atm causes it to decompose (Cheremisinoff 2003). The derivative weight-loss curve (Fig. 4.3) shows that there is a single weight-loss process involved because of the presence of only one peak for each PPG samples in the thermogram. The derivative peak temperature (Table 4.2) shows the peak weight loss temperature for different PPGs. Furthermore, no water content was detected for the PPGs except for PPG 425 which exhibited a very low moisture content of 1.2 ± 0.3% (Fig. 4.4). TGA gives information about the stability of the PPG samples. The decomposition temperatures for the five PPGs indicate the lowest stability of PPG 425 because of lower decomposition temperature compared with the other PPGs. The difference between the decomposition temperatures of PPG 425 compared with the other PPGs is probably due to the lower entanglement and intramolecular interactions between the lower molecular mass PPGs.

![Derivative Thermogravimetric (DTG) curve overlay of different PPG samples heated from ambient temperature to 600°C at 10°C min⁻¹.](image)

**Figure 4.3** Derivative Thermogravimetric (DTG) curve overlay of different PPG samples heated from ambient temperature to 600°C at 10°C min⁻¹.
Table 4.2 The peak temperatures for the weight loss change for different PPG samples upon heating.

<table>
<thead>
<tr>
<th>Molecular mass of PPG</th>
<th>Peak temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>425</td>
<td>293 ± 1</td>
</tr>
<tr>
<td>725</td>
<td>374 ± 2</td>
</tr>
<tr>
<td>1000</td>
<td>379 ± 2</td>
</tr>
<tr>
<td>2000</td>
<td>374 ± 2</td>
</tr>
<tr>
<td>2700</td>
<td>374 ± 2</td>
</tr>
</tbody>
</table>

Figure 4.4 Thermogravimetric (TG) curve overlay of different PPG samples.

4.3.2 Differential Scanning Calorimetry

MDSC was performed on the samples. PPG samples are liquid at room temperature and the DSC results show that cooling the sample to -90°C generates an amorphous form. Enthalpy relaxation was observed in the heat flow step-change during the glass transition (Fig. 4.5). Normally this phenomenon is due to non-equilibrium cooling producing free volume. The molecular motion of the chains has been frozen and the chains are not in their preferred equilibrium positions (Hutchinson 1995). On warming above T_g, the chains can move and relax into their preferred positions thereby giving rise to the enthalpic signal superimposed upon the T_g step.
The $T_g$ was determined by the temperature mid-point of the transitions (Fig. 4.6). Fig. 4.5 shows the total heat flow obtained using DSC. This graph shows that there is a step change in the heat flow baseline obtained for the 5 PPG samples that overlaps with a small endothermic signal (enthalpy relaxation). Data obtained from the temperature modulated DSC (TMDSC) (Fig. 4.6 and Fig. 4.7) separates the total heat flow into two parts; a reversible or thermodynamic component, reflecting the temperature changes of vibrational amplitudes and an irreversible or kinetic process, so-called enthalpy relaxation.

The reversing heat flow signal, (Fig. 4.6) gives information about the glass-transition temperature. $T_g$ increases with an increase in the molecular mass of PPG (Table 4.3).

The non-reversing heat flow signal (Fig. 4.7) shows recovery of excess energy (enthalpy relaxation) lost during the glass formation process for different molecular mass PPGs. Table 4.3 shows that the enthalpy relaxation decreases with the increase in molecular mass. The difference between these enthalpy relaxation values for the different PPGs is very small (Table 4.3). This decrease is possibly due to the fact that mobility is more sluggish for larger molecular mass compounds; and as such the loss in excess energy due to molecular rearrangement is limited by viscous factors. This certainly seems a reasonable explanation given the scale of the increase in viscosity when PPG 425 is compared to PPG 2700, as shown in Table 4.1.
Figure 4.5 Total heat flow using DSC for the five different PPG samples.

Fig. 4.6 shows the glass transition that is under equilibrium control, i.e. it is reversible. Fig. 4.7 shows that enthalpy relaxation is not reversible due to PPG chains in their non-preferred orientations and positions.

Figure 4.6 Reversing heat flow signal obtained using DSC for the five different PPG samples showing the glass transition which is under equilibrium control i.e. it is reversible.
4.3.3 Thermally Simulated Current Spectroscopy

TSDC and TW experiments were conducted to study the movement of dipoles in the samples. Four PPG samples were analysed using TSC covering the molecular mass between 425-2700. PPG 425, 1000, 2000 and 2700 were chosen for the detailed TSC study.

**Table 4.3** Change in the enthalpy relaxation and $T_g$ with the change in the molecular mass of PPGs.

<table>
<thead>
<tr>
<th>Molecular mass of PPG</th>
<th>Enthalpy Relaxation change, $\Delta H$ (J g$^{-1}$)</th>
<th>Glass-transition temperature, $T_g$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>425</td>
<td>2.7</td>
<td>-74 ± 1</td>
</tr>
<tr>
<td>725</td>
<td>2.5</td>
<td>-73 ± 1</td>
</tr>
<tr>
<td>1000</td>
<td>2.3</td>
<td>-72 ± 1</td>
</tr>
<tr>
<td>2000</td>
<td>2.1</td>
<td>-71 ± 1</td>
</tr>
<tr>
<td>2700</td>
<td>1.9</td>
<td>-70 ± 1</td>
</tr>
</tbody>
</table>

**Figure 4.7** Non-reversing heat flow signal obtained using DSC for the five different PPG samples showing that enthalpy relaxation is not reversible.
**TSDC analysis**

The TSDC output for the PPGs after polarisation at -70°C using a voltage of 350 V mm\(^{-1}\) is presented in Fig. 4.8. The global dipole relaxation processes observed for the PPG samples that is attributed to the glass transition relaxation process are observed in the temperature range analysed. The current intensity and the temperature of the current maxima (\(T_m\)) exhibit small but consistent differences between consecutive PPG’s. The current intensity decreases but the \(T_m\) increases with the increasing molecular mass. The temperature and magnitude of the currents generated provide information about the degree of dipole mobility, which is an indication of the molecular mobility.

![TSDC curve overlay of PPG 425, 1000, 2000 and 2700 polarized at -70°C with a polarizing field of 350 V mm\(^{-1}\).](image)

**Figure 4.8** Global TSDC curve overlay of PPG 425, 1000, 2000 and 2700 polarized at -70°C with a polarizing field of 350 V mm\(^{-1}\).
For related polymer materials, interpretation of the TSDC spectrum in terms of the degree of molecular mobility can be difficult, since the current generated from TSDC experiments can result from a multitude of contributing factors such as space charge and interfacial polarisations, sample mass and number of dipoles per unit volume present in the sample (Turnhout 1975; Ibar 1993). However, with careful experimentation, the contributions from space and interfacial charges can be removed, and by normalising the polarisation acquired, it is possible to extract important information about the nature and the degree of the molecular mobility.

In this study the polarisation values, obtained using 350 V mm\(^{-1}\) at -70°C, were normalised with respect to the mass (g) and the number of moles. When polarisation is normalised in relation to mass (g), an inverse linear relationship (R\(^2\) > 0.999) with increasing PPG molecular mass was observed (Fig. 4.9a). The decrease in polarisation detected with increasing PPG molecular mass is attributed to the hydroxyl value, which form the major polarisable units in the PPG polymers. PPG 425, which undergoes greater polarisation, has the highest hydroxyl value, whilst PPG 2700 which has the lowest hydroxyl value exhibits the lowest polarisation of the PPG samples analysed (Table 4.1).

The next approach leads to the polarisation being normalised based on the number of moles, to account for the effect of the amount of hydroxide groups/permanent dipoles present in each sample on the magnitude of polarisation (it is assumed that each PPG molecule is linear and contains only two OH groups located on the ends of the polymer chain). Polarisation increases with increasing molecular mass (R\(^2\) > 0.9) (Fig. 4.9b). If we consider the magnitude of polarisation to be indicative of the amount of molecular motion the sample undergoes, then it can be stated that increasing molecular mass increases the degree of molecular mobility. This demonstrates that mobility does not only arise from the OH groups but involves the movement of the molecular backbone which is full of oxygen in its structure. An increase in PPG
molecular mass leads to a decrease in the intra- and inter- molecular interactions which then lead to an increase in the chain flexibility. Larger molecular mass PPGs exhibit greater degrees of motional freedom and, therefore, a greater number of motional modes can be activated during the polarisation process. The degree of molecular mobility of polymer segments (once activated) is therefore enhanced in larger molecular mass PPGs, which is reflected in the relationship found between polarisation per molecule (C mol\(^{-1}\)) and the molecular mass of the PPGs analysed (Fig. 4.9b).

![Graphs showing polarization vs. PPG molecular mass](image)

**Figure 4.9** Plots of normalised polarization values against PPG molecular mass

- (a) normalised to the mass of sample used
- (b) normalised using the number of molecules.
TW Analysis

The thermal windowing experiments were performed to provide greater detail about the nature of the molecular mobility detected in the glass transition region for the PPG samples. Figs. 4.10 and 4.11 show the results obtained from the TW experiments conducted on the PPG samples together with the distribution of the relaxation times for each elementary process isolated.

Figure 4.10 The TW results obtained for PPG 425 (left) and PPG 1000 (right), (a) the TW experimental output showing each discrete relaxation mode under the global TSDC output and (b) the distribution of relaxation times obtained for each TW experimental output.
The output reveals a second relaxation process (Fig. 4.11 right) on the high temperature side (-60 to -55°C) of PPG 2700 that was not clearly visible in the TSDC experiments, demonstrating the resolving power of this experimental approach. These relaxation processes are designated as $T_\rho$ and are believed to be originated from various different processes according to various different researchers. Some researchers propose that the process is due to the release of the excess charge delocalised in the polymer structure, whilst others have attributed $T_\rho$ to be a liquid-liquid transition (Viciosa et al. 2010). It has been stated to be universally present for all the polymers in TSC analysis (Ibar 1993). However, the results

**Figure 4.11** The TW results obtained for PPG 2000 (left) and 2700 (right), (a) the TW experimental output showing each discrete relaxation mode under the global TSDC output and (b) the distribution of relaxation times obtained for each TW experimental output.
presented in this work for PPG contradicts that statement, it demonstrates that this may be true only for high molecular mass polymers, in this case molecular mass $\geq 2700$ for the PPG.

The total depolarisation current intensity of a TW, when all the conditions are kept constant, arises from the combined result of polarising efficiency at $T_p$ and the tendency of dipoles to orient back to their temperature equilibrium during the absence of the electric field (i.e. during isothermal depolarisation and cooling steps involved) (Correia et al. 2000). At $T_p \ll T_g$ due to only a small group of motional modes with low activation energies can be activated. But as the $T_p$ temperature raises, a greater number of motional modes, including those with higher activation energies are activated which leads to an increase in the current intensity up until the temperature reaches $T_g$ (where nearly all the high activation energy motional modes can be activated). At temperatures higher than the $T_g$, viscosity is lower and molecules have a greater kinetic energy. In this state a greater number of motional modes are accessible and activated during polarisation; however freezing-in of the polarisation becomes difficult for the exact same reason. Lower viscosity and higher kinetic energy allow a significant number of those modes to relax back during the initial depolarisation step at $T_d$. The $T_p$ is therefore an important temperature parameter to quote in addition to the $T_m$ for TSC $T_g$ values ($T_M$). The $T_p$ that results in the highest current intensity obtained for the PPG samples compares well with that obtained from the DSC results. However when the $T_m$ is considered, there is a difference of 10°C observed between the $T_g$ obtained by DSC and TSC (Table 4.4). But the $T_g$ increases with increasing molecular mass in all cases. The temperature scale in TSC over which a relaxation process occurs gives information about the rate of the molecular relaxation, so an increase in $T_m$ as molecular mass increases suggests that mobility becomes more restricted as PPG molecular mass increases and this could be due to the increase in viscosity.
Table 4.4 Glass transition temperatures obtained for PPG 425, 1000, 2000 and 2700 by DSC and TSC.

<table>
<thead>
<tr>
<th>Sample</th>
<th>DSC $T_g$</th>
<th>TSC $T_p$</th>
<th>TSC $T_M$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPG 425</td>
<td>-74 ± 1</td>
<td>-76</td>
<td>-64 ± 1</td>
</tr>
<tr>
<td>PPG 1000</td>
<td>-72 ± 1</td>
<td>-74</td>
<td>-62 ± 1</td>
</tr>
<tr>
<td>PPG 2000</td>
<td>-71 ± 1</td>
<td>-73</td>
<td>-61 ± 1</td>
</tr>
<tr>
<td>PPG 2700</td>
<td>-70 ± 1</td>
<td>-71</td>
<td>-61 ± 1</td>
</tr>
</tbody>
</table>

4.3.4 High Sensitivity Differential Scanning Calorimetry

The data presented below (Fig. 4.12) was obtained for a series of 2 mg mL$^{-1}$ aqueous solutions prepared using PPG samples of differing molecular mass. All experiments were conducted at a scan rate of 1°C min$^{-1}$. The transition for PPG 425 could not be observed within the instrument’s operational temperature limits because transition temperature range for a 2 mg mL$^{-1}$ solution of this PPG is greater than 100°C. The transition temperature decreases with increasing molecular mass (Fig. 4.12). This can be explained using the theory presented by Kjellander and Florin. They suggest increased structural constraints with the incorporation of PPG instead of PEO in the water lattice due to the extra $–\text{CH}_3$ in PPG. Increase in the molecular mass and hence the chain length of PPG increases the structural constraints due to the methyl groups in PPG in the formation of PPG-water lattice (Kjellander & Florin 1981). So when the molecular weight increases, phase-separation occurs at a lower temperature due to weaker hydrogen bonding between the water molecules and the ether groups in PPG due to the structural constraints.
In Fig. 4.12, the endothermic transitions indicate that phase transition is entropically driven and that process involves water and possibly involves desolvation or dehydration.

All the thermal traces obtained for the PPG solutions are asymmetric. They possess a steep leading low temperature edge and high temperature steadily reducing tail. This is usually an indication of the aggregation process (Paterson et al. 1997).

A further observation that can be made is that the post-transitional baseline is lower that the pre-transitional baseline for all the PPG samples. The post-transitional baseline represents the heat capacity of the aggregated form, which is lower than the relative heat capacity of the unaggregated unimeric form. PPG molecules as proposed by Kjellander and Florin form an ordered structure with water via hydrogen bonding. The hydrogen bonded structure requires a

**Figure 4.12** HSDSC output for the change in heat capacity for different molecular mass PPGs as a function of temperature.
high energy to be disrupted and hence the unaggregated structure shows a higher heat capacity. The aggregated form however has minimal or no hydrogen bonding and so these structures would have a lower heat capacity. This makes the $\Delta C_p$ negative. But the heat capacity change is not the same for all the samples; the change is lower for the lower molecular mass PPGs. The lower molecular mass materials have proportionately more OH groups (Table 4.1) which might remain hydrated after aggregation, hydrogen-bond with water molecules and prevent the coalescence. This is alluded to by the discrete nature of the droplets as shown by HSM images later. This hydration would result in higher heat capacity of the aggregates formed, hence the lower heat capacity change. There is also a possibility that the heat capacity changes are not independent of temperature.

The calorimetric data obtained was fitted to a mass action model using a software package called Scientist (MicroMath). Initial estimates of the thermodynamic parameters were made and fed into the software. It then fits the calorimetric data to a model by reducing the sum of squared residuals to a minimum value and determines the values for $\Delta H_{vH}$, $\Delta H_{cal}$, $T_{1/2}$, $\Delta C_p$ and $n$.

The plots in Figs. 4.13, 4.14, 4.15, 4.16 and 4.17 were obtained by extracting different parameters using the modelling and fitting function using the “Scientist” program.

Figs. 4.13 and 4.14 show good curvilinear relationship between the calorimetric enthalpy and molecular mass ($R^2 = 0.995$) and van’t Hoff enthalpy and molecular mass ($R^2 = 0.995$) of PPG, respectively. The heat capacity is negative for this phase-separation reaction. Thus using equation 3.7, if the transition occurs at a higher temperature the enthalpy value is lower. The $T_{1/2}$ decreases with the increase in molecular mass and shows a curvilinear relationship with molecular mass ($R^2 = 0.983$) (Fig. 4.15) due to a weaker hydrogen bonded PPG-water network for higher molecular mass PPGs. Fig. 4.16 shows an excellent curvilinear relationship between
the change in heat capacity and molecular mass of PPG ($R^2 = 0.991$) due to less –OH groups present in higher molecular mass samples and lower heat capacity of the aggregates formed. The curvilinear relationship between the n values and the molecular mass has an $R^2$ value of 0.902 (Fig. 4.17) and the RSD ± 19%, so it is reasonable to infer that the n values are independent of molecular mass.

\[ y = -5\times 10^{-5}x^2 + 0.2915x - 157.88 \]

\[ R^2 = 0.9947 \]

**Figure 4.13** Relationship between the optimised calorimetric enthalpy values and molecular mass of PPG, obtained using the model fitting procedure.
**Figure 4.14** Relationship between the optimised van’t Hoff enthalpy values and molecular mass of PPG, obtained using the model fitting procedure.

**Figure 4.15** Relationship between the optimised $T_{1/2}$ values and molecular mass of PPG, obtained using the model fitting procedure.
Figure 4.16 Relationship between the optimised heat capacity change values and molecular mass of PPG, obtained using the model fitting procedure.

Figure 4.17 Relationship between the optimised n values and molecular mass of PPG, obtained using the model fitting procedure.
4.3.5 Turbidity Measurements using UV-Visible Spectrometry

Fig. 4.18 shows a plot of the spectroscopic data obtained using UV-Visible spectroscopy as a function of molecular mass. It records the temperature at which the solutions become turbid and records the absorbance change as the temperature is further raised.

![Graph showing absorbance (AU) vs Temperature (°C) for different PPG solutions.]

**Figure 4.18** Increase in absorbance of PPG solutions with temperature.

The cloud-point can also be obtained from the HSDSC measurements. The cloud-point obtained from the HSDSC measurements is the temperature at the start of the endothermic transition (Fig. 4.19); the cloud-point however does not coincide with turbidity measurements. This is because the turbidity data only detects the particles when they are large enough to scatter monochromatic radiation. These particles/molecules attenuate the light passing through the sample and get detected in the visible range of the spectrometer since the wavelength set was 532 nm. So any aggregation occurring below this wavelength, where the solution is not turbid, would not be detected by the spectrometer. But the presence of turbidity and the increase in absorbance is indicative of some de-mixing process which is intimately linked to the aggregation process observed using HSDSC.
Figure 4.19 Cloud-point at the beginning of the phase-transition peak obtained from the HSDSC data.

The cloud-point obtained using the two techniques: UV-Visible spectroscopy and HSDSC are plotted in Fig. 4.20. The cloud-points obtained using both the techniques follow the same trend with change in molecular mass of the PPG.

Figure 4.20 Plot of cloud-points obtained using turbidity and HSDSC measurements.
4.4 Conclusions

This study has helped to delineate the effect of the change in molecular mass of PPG on the glass transition temperature and on the degree of molecular mobility in the glass transition process. TGA results for the different PPG samples showed a difference in the decomposition temperature of PPG 425 compared to the other PPG samples analysed upon heating from ambient to 600°C. DSC was used to characterise the glass transition which was then studied in detail for four PPGs by TSC. Increasing molecular mass increases the glass transition temperature detected by DSC ($T_g$) and by TSC ($T_M$). The degree of molecular mobility is also found to increase with increasing PPG molecular mass, which has been attributed to the increase in the flexibility of the molecule resulting in greater degrees of motional freedom. TW experiments conducted on the four PPGs showed that PPG 425, 1000 and 2000 undergo one global relaxation process however PPG 2700 undergoes an additional relaxation process $T_\rho$ after the $T_M$ which has been attributed to either the release of the excess charge delocalised in the polymer structure or a liquid-liquid transition. The fact that this process is not observed for PPG of molecular mass <2700 indicates that it is not a universal process that occurs in all glass forming polymers, as suggested by some researchers.

HSDSC studies conducted on PPG solutions gave information about the phase-transition temperature range of the solutions and how it changes for different molecular masses. The $T_m$ of the PPG solution increases with the decrease in the molecular mass of the PPG. The signal obtained using HSDSC indicated that phase-separation occurs via an enthalpically observable aggregation process. The enthalpic component of the transition arises from the disruption of a hydrogen bonded network as evidenced by the negative heat capacity. Turbidity measurements reveal the cloud-point of these solutions which decreases as the molecular mass increases. The increase in absorbance is indicative of phase-separation via liquid-liquid de-mixing with aggregates which scatter the monochromatic light passing through the system. This supports
the aggregation process detected by HSDSC. The onset of phase separation, obtained by both the HSDSC and the turbidity data, follow the same trend; however, the temperatures determined by the two techniques do not coincide.

The studies reported in this chapter provide useful information about the thermo-chemical and thermo-physical properties of pure PPG. Important new solution properties were also revealed and some information about the phase-separation behaviour of PPG was gained from this study.
Chapter 5 : Investigation of Phase Separation in Aqueous Solutions of PPG

5.1 Introduction

PPG is the cornerstone of thermally induced micellization in aqueous solutions of pluronic copolymers. This is a result of the hydrophobic aggregation event that occurs in these pluronics with an increase in temperature. Alexandridis et al., (1994) showed the aggregation process in pluronics to be entropically driven and that the micellization enthalpy was endothermic due to diminishing hydrogen-bonding between water and PPG as a function of temperature. Subsequent studies have shown a correlation between the thermodynamic parameters obtained by HSDSC and the PPG content in pluronic solutions; however, no such relationship between the content of PEO and aggregation in pluronics has been established (Beezer et al. 1992; Beezer et al. 1994). The aim of the work presented in this chapter was to investigate, in some detail, the molecular details of the phase separation process for aqueous solutions of PPG (Mn~1000) using high sensitivity differential scanning calorimetry (HSDSC), hot stage microscopy (HSM), turbidity measurements made using UV-Visible spectroscopy, dynamic light scattering (DLS), and small-angle neutron scattering (SANS). In addition phase separation of PPG 1000 in D2O has also been studied in order to compare and contrast with its behaviour in H2O.

Previous research suggests a greater therapeutic effect of the pluronics with higher hydrophobic PPG content such as in L61 than the pluronics with a higher hydrophilic PEO content such as in P85 in anticancer therapy (Melik-Nubarov et al. 1999). The proposed mechanism for this effect might be the different binding abilities of the two different pluronics to the cell membrane. Since the PPG content differs significantly in the two pluronics, PPG might be the reason for the enhanced binding ability to certain cells for pluronics with a greater PPG content. The motivation of the research reported in this chapter is to explore details of the phase
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separation process in aqueous PPG solutions with a view to (a) understanding how the phase diagram may be established using HSDSC and (b) how to control the phase separation process via the addition of cosolutes to the aqueous phase.

5.2 Experimental

5.2.1 Materials
Poly(propylene glycol) $M_n \sim 1000$ and D$_2$O (99.9% D) used in the experiments were purchased from Sigma-Aldrich UK. Deionised water was produced locally in the laboratory. Samples were used as purchased from the manufacturer.

5.2.2 Methods

5.2.2.1 High Sensitivity Differential Scanning Calorimetry
A range of PPG aqueous solutions were prepared in deionised water ranging in concentrations between 1-50 mg mL$^{-1}$. A set of samples were also prepared in D$_2$O with PPG concentrations of 5, 10, 20 and 30 mg mL$^{-1}$. The samples were equilibrated at the starting temperature for 30 minutes, followed by scanning up and down between 5 and 85 °C at a scan rate of 1°C min$^{-1}$.

5.2.2.2 Hot Stage Microscopy
Instrument: HS1 control unit and HS82 microscope hot-stage
Manufacturer: Mettler Toledo, UK
Software (control): Studio Capture
Software (analysis): Studio Capture

An aqueous solution of PPG of 20 mg mL$^{-1}$ was prepared and a drop was placed on a glass slide and covered with a cover slide. Observations made under the microscope were recorded by computer software as the sample was heated from 25-60°C at 2°C min$^{-1}$. 
5.2.2.3 UV-Visible Spectroscopy

Samples ranging in concentration from 0.2 to 30 mg mL\(^{-1}\) of PPG in deionised water were prepared. The blank reference used for these experiments was deionised water. The samples were heated from 10-70°C and absorbance measurements were undertaken every 2°C. The temperature was held at 10 and 70°C for 5 minutes to let the sample equilibrate and the measurements were made at 532 nm wavelength in glass cuvettes. Solutions of PPG in different organic solvents were also studied. These solvents included methanol, propanol, butanol, toluene and dimethyl sulfoxide (DMSO). These solutions were all heated from 10-55°C to prevent boiling of some of the solvents upon heating during the measurements.

5.2.2.4 Small-Angle Neutron Scattering

**Instrument:** LOQ, ISIS, Oxfordshire, UK

**Manufacturer:** Rutherford Appleton Laboratory, Oxfordshire, UK

**Cooling system (internal):** JULABO Water Bath, UK

**Software (control):** Mantid

**Software (analysis):** SASView

A 20 mg mL\(^{-1}\) PPG solution was prepared in D\(_2\)O and H\(_2\)O mix. The sample was analysed in a 1 mm path length, UV-spectrophotometer grade, quartz cuvettes (Hellma). This was then placed in the sample holders in a computer-controlled sample chamber. Temperature control was achieved by using a thermostatic circulating bath pumping fluid through the base of the sample chamber to achieve a temperature stability ± 0.5°C.

The scattering data was normalised for the sample transmission and the incident wavelength distribution, corrected for instrumental and sample backgrounds using an empty quartz cell, and for the linearity and efficiency of the detector response.
5.2.2.5 Dynamic Light Scattering

Instrument: Zetasizer NanoZS Zen 3600

Manufacturer: Malvern Instruments Ltd.

Software (control): Malvern Zetasizer

Software (analysis): Malvern Zetasizer

1 mg mL⁻¹ and 2 mg mL⁻¹ PPG solutions were prepared in water. The samples were analysed using 1 cm path length, quartz cuvettes. Helium-neon laser was used for the measurements with the wavelength of 632.8 nm and the detector was placed at the angle of 90°.

5.3 Results and Discussion

5.3.1 High Sensitivity Differential Scanning Calorimetry

HSDSC is a technique that provides a direct route for the accurate measurements of thermodynamic transitions in dilute aqueous solutions. This technique was used to study the phase-separation of aqueous PPG solutions.

Figure 5.1 shows the HSDSC output for 4 different concentrations of PPG in water as the solutions were heated up to 85°C at 1°C min⁻¹. HSDSC does not directly reveal any information about the molecular processes occurring during a transition since it is a macroscopic technique but some initial observations can be made from the HSDSC signals.

T_m or the phase-transition temperature can be determined as the temperature where the excess heat capacity value is a maximum. The ΔH_vH or van’t Hoff enthalpy is related to the transition width and the shape of the signal and ΔH_cal or the calorimetric enthalpy is related to the integrated area under the C_p curve and both are determined in units of kJ mol⁻¹. The cooperativity can be estimated from the ΔH_vH/ΔH_cal ratio (Ohline et al. 2001). In cooperative
transitions, well before the transition temperature is reached, molecules cooperate and move close to each other. The number of molecules that contribute to these aggregates is called a cooperative unit. Larger cooperative units result in sharper transitions and higher van’t Hoff enthalpies because of the higher $C_p$ maximum value (Sturtevant 1987). $C_p$ molar heat capacity is in units of $\text{kJ mol}^{-1} \text{K}^{-1}$. Samples were scanned at four different scan rates from $0.1-2^\circ\text{C min}^{-1}$ for four different concentrations and the lack of scan rate dependence on the calorimetric signals indicate that the process is under strict thermodynamic control and is not kinetically limited.

![HSDSC output for different concentrations of aqueous PPG solutions as a function of temperature.](image)

**Figure 5.1** HSDSC output for different concentrations of aqueous PPG solutions as a function of temperature.

The signals suggest hydrophobe desolvation which that might be due to either intra- or intermolecular hydrophobic association due to conformational changes (Beezer et al. 1994). The endothermic peak shows the absorption of heat due to the loss of water of hydration and
the negative heat capacity for all the signals suggests weakening of the hydrogen bonded structure between PPG and water as the solution is heated up. The heat capacity of hydrogen bonded structure is high, so when the PPG bonded water lattice is heated up, according to Kjellander-Florin theory, if the structure doesn’t break fast enough, the unfavourable entropy factors starts to dominate by the disruption of the hydrogen bonded PPG and water lattice and releasing the water molecules to bulk (Kjellander & Florin 1981). This leads to phase-separation. The asymmetry of the signal also indicates an aggregation process whose thermodynamic properties may be described by the mass action model of association accompanied by the dehydration (Paterson et al. 1997). The signals can be interpreted by Kjellander and Florin (1981) model which suggests that PPG is originally confined to a hydrogen bonded network comprising of many water molecules and PPG chains. As the temperature is raised the PPG chains begin to self-associate and water is released from the network to the bulk. The cooperativity of the transitions point to the existence of a network and the ability to fit the HSDSC signal to an aggregation event corroborates the validity of self-association as the temperature increases. The change in the cooperativity with the change in concentration suggests that there are many cooperative units involved in this process.

Another observation that can be made from the signal is that the $T_m$ increases with the decrease in the concentration of PPG (Table 5.1). If the process can be modelled using the mass action aggregation process and the enthalpy for the process is endothermic. Then with the increase in concentration, the extent of system to form more aggregates will increase. Since the formation of aggregates is an endothermic event, the temperature of the system will drop. So the net result is that as the aqueous PPG concentration increases, the temperature at which phase separation occurs decreases. Also, since all the thermograms obtained for different concentrations show the presence of an aggregation event, all these phase separation events must lie on the same binodal.
The phase separation model suggested by Linse proposes that at high temperatures, the non-polar polymer conformer becomes more populated and the polymer-water interaction becomes less favourable, can also be used to explain the HSDSC signal obtained above. At elevated temperatures, polymer-polymer interactions become more favourable, which leads to polymer aggregation and the water between the polymer chains gets pushed out. This aggregation event is clearly revealed by the HSDSC signal (Carlsson et al. 1995).

Fig. 5.1 also shows that the signal gets smaller as the temperature increases. This is a consequence of the negative heat capacity and can be explained using Kirchhoff’s law, Equation 5.1.

\[
\Delta H(T) = \Delta H(T_{ref}) + \Delta C_p(T - T_{ref})
\]  

The effect of the change in concentration on the T_m can be explained thermodynamically by Eq. 5.2. Because it is an aggregation process, with the increase in number of monomers (X) by increasing the concentration, the extent of aggregation increases. Since aggregation is an endothermic process, it occurs at a lower temperature with an increase in PPG concentration.

\[
nX \rightleftharpoons X_n
\]

**Table 5.1** Change of T_m with the change in concentration of PPG in aqueous solution.

<table>
<thead>
<tr>
<th>Concentration (mg mL^{-1})</th>
<th>T_m (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>41.5</td>
</tr>
<tr>
<td>10</td>
<td>37.7</td>
</tr>
<tr>
<td>20</td>
<td>34.3</td>
</tr>
<tr>
<td>30</td>
<td>32.2</td>
</tr>
</tbody>
</table>

The same experiment was then conducted under the same experimental conditions in D_2O solutions to ascertain the effect of D_2O on the phase-separation. The change in T_m with the
change in PPG concentration in D$_2$O solution is shown in Table 5.2. A slightly lower T$_m$ in D$_2$O solutions than H$_2$O is observed because it has been suggested by some researchers that the hydrophobic compounds become more hydrophobic in D$_2$O, increasing the necessity of the system to phase-separate at a lower temperature (Fig. 5.2).

![Figure 5.2 HSDSC outputs for different concentrations of PPG solutions prepared in D$_2$O as a function of temperature.](image)

**Table 5.2** Change of T$_m$ with change in the PPG concentration in the presence of D$_2$O.

<table>
<thead>
<tr>
<th>Concentration (mg mL$^{-1}$)</th>
<th>T$_m$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>40.8</td>
</tr>
<tr>
<td>10</td>
<td>37.1</td>
</tr>
<tr>
<td>20</td>
<td>33.1</td>
</tr>
<tr>
<td>30</td>
<td>31.6</td>
</tr>
</tbody>
</table>

It was found that reheating of the aqueous PPG solutions after an initial heating and cooling cycle gave an identical scan to the first heating scan. However when the same experiment was
conducted for the solutions prepared in D$_2$O, the second heating scan did not give a similar output to the first scan (Fig. 5.3).

![Graph showing HSDSC data output for the reheating scans for 5 mg mL$^{-1}$ PPG in H$_2$O and D$_2$O solutions at 1°C/min as a function of temperature.]

**Figure 5.3** HSDSC data output for the reheating scans for 5 mg mL$^{-1}$ PPG in H$_2$O and D$_2$O solutions at 1°C/min as a function of temperature.

It was found that PPG in D$_2$O solutions when heated above the T$_m$ started to cream (Fig. 5.4). As a result, it was presumed, that when D$_2$O solutions were heated in the HSDSC cells, upon cooling down of the solutions, not all the phase-separated PPG went back into the solution and hence the second heating scan did not give a similar thermal output. It showed a lower excess heat capacity change than the first heating scan.
A detailed study was then conducted to obtain the thermodynamic parameters for the HSDSC output. Nine different concentrations were prepared in water and scanned at 1°C min⁻¹ on the HSDSC (Fig. 5.5). The HSDSC output shows that the heat capacity change for low concentrations, i.e. 1 and 2 mg mL⁻¹ is lower than the heat capacity change for the other concentrations. This could be because at such low concentrations, within the temperature range analysed; not all the polymer solution has undergone phase-separation. In other words, aggregate formation is not completed at 85°C for 1 and 2 mg mL⁻¹ PPG solutions. Fig. 5.5 also shows the decrease in T_m as the concentration of PPG in the solution increases. Asymmetry in the signals and the negative heat capacity is also observed in these thermograms as well.

**Figure 5.4** The absence and presence of creaming in PPG in H₂O and D₂O solutions, respectively, upon heating.
The HSDSC data obtained was modelled using “Scientist” (Table 5.3) and the plots of various parameters including ΔH_{cal}, ΔH_{vH}, the aggregation number, n, T_{1/2} and ΔC_p values are shown in Figs. 5.7- 5.12. Figure 5.6 shows an example of the model fit obtained for aqueous PPG solutions using Scientist. Fig. 5.7 shows that the aggregation number is changing in a curvilinear relationship with the PPG concentration (R^2 = 0.951). The cooperativity, can also be calculated using the ratio ΔH_{vH}/ΔH_{cal}, which is also increasing upon the increase in concentration of PPG. Fig. 5.8 shows an excellent curvilinear relationship of ΔH_{vH} with the concentration (R^2 = 0.995) but the calorimetric enthalpy shows no such relationship with the PPG concentration (Fig. 5.9). According to the Kjellander and Florin model, PPG chains are linked with water in a supramolecular network. Increase in the PPG concentration would result
in more PPG molecules coming close to each other, increasing the n values. And because there are more PPG molecules, the cooperative units supposedly grow bigger too. For a two-state model, cooperativity of the transition is responsible for $\Delta H_{vH}$. The greater the cooperativity the sharper the transition and hence a larger value of $\Delta H_{vH}$ is obtained. With the increase in the concentration of PPG, since the cooperativity is increasing, the $\Delta H_{vH}$ will increase too. So the van’t Hoff enthalpy increases with concentration much more than the calorimetric enthalpy.

A curvilinear relationship between $T_{1/2}$ and $\Delta C_p$ ($R^2 = 0.98$) is also observed (Fig. 5.10). Figs. 5.11 and Fig. 5.12 show a curvilinear relationship between $\Delta H_{vH}$ and $T_{1/2}$ ($R^2 = 0.96$) and between $\Delta H_{cal}$ and $T_{1/2}$ ($R^2 = 0.955$), respectively. The slope of $\Delta H_{vH}$ and $T_{1/2}$ graph gives the value for $\Delta C_p$ since the first derivative of enthalpy with respect to temperature is heat capacity.

![Plot of a model fit for the HSDSC output for an aqueous PPG solution](image)

**Figure 5.6** An example of a model fit for the HSDSC output for an aqueous PPG solution obtained using Scientist.
Table 5.3 HSDSC parameters obtained for aqueous solutions of PPG as a function of concentration.

<table>
<thead>
<tr>
<th>Concentration (mg mL(^{-1}))</th>
<th>(\Delta H_{\text{cal}}) (kJ mol(^{-1}))</th>
<th>(\Delta H_{\text{vH}}) (kJ mol(^{-1}))</th>
<th>n</th>
<th>(T_{1/2}) (K)</th>
<th>(\Delta C_p) (kJ mol(^{-1}) K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76.99</td>
<td>561.19</td>
<td>30</td>
<td>350.3</td>
<td>-15.6</td>
</tr>
<tr>
<td>2</td>
<td>94.75</td>
<td>716.05</td>
<td>34</td>
<td>342.3</td>
<td>-19.69</td>
</tr>
<tr>
<td>5</td>
<td>106.71</td>
<td>885.35</td>
<td>17</td>
<td>324.6</td>
<td>-15.36</td>
</tr>
<tr>
<td>10</td>
<td>115.2</td>
<td>1134.45</td>
<td>19</td>
<td>318.9</td>
<td>-19.36</td>
</tr>
<tr>
<td>15</td>
<td>102.84</td>
<td>1396.79</td>
<td>20</td>
<td>315.9</td>
<td>-20.68</td>
</tr>
<tr>
<td>20</td>
<td>111.56</td>
<td>1591.92</td>
<td>25</td>
<td>315</td>
<td>-27.83</td>
</tr>
<tr>
<td>25</td>
<td>111.48</td>
<td>1670.21</td>
<td>25</td>
<td>313.5</td>
<td>-28.89</td>
</tr>
<tr>
<td>30</td>
<td>118.65</td>
<td>1762.44</td>
<td>24</td>
<td>311.7</td>
<td>-31.01</td>
</tr>
<tr>
<td>50</td>
<td>114.06</td>
<td>1815.23</td>
<td>25</td>
<td>309.6</td>
<td>-33.96</td>
</tr>
</tbody>
</table>

Figure 5.7 Concentration dependence of PPG on the optimised aggregation number obtained using the model fitting procedure.
**Figure 5.8** Concentration dependence of PPG on the optimised van’t Hoff enthalpy values obtained using the model fitting procedure.

**Figure 5.9** Concentration dependence of PPG on the optimised calorimetric enthalpy values obtained using the model fitting procedure.
Figure 5.10 Relationship between the optimised values of $T_{1/2}$ and the heat capacity change values obtained for PPG, using the model fitting procedure.

Figure 5.11 Relationship between the optimised van’t Hoff enthalpy values and $T_{1/2}$ of PPG obtained using the model fitting procedure.
The data for the parameters obtained for PPG in D$_2$O solutions using Scientist (Table 5.4) are shown in Figs. 5.13, 5.14, 5.15, 5.16, 5.17 and 5.18. Fig. 5.13 and Fig. 5.14 show an excellent linear relationship between ΔH$_{vH}$ and T$_{1/2}$ ($R^2 = 0.999$) and between ΔH$_{cal}$ and T$_{1/2}$ ($R^2 = 0.994$). The slope of the ΔH$_{vH}$ and T$_{1/2}$ graph gives the value of ΔC$_p$ and shows a constant ΔC$_p$. The ΔH$_{vH}$ and concentration (Fig. 5.16) and ΔH$_{cal}$ and concentration (Fig. 5.17) graphs show a log-linear relationship with $R^2 = 0.998$ and 0.983, respectively. The concentration dependence of n graph (Fig. 5.18) and T$_{1/2}$ and ΔC$_p$ (Fig. 5.19) both show a curvilinear relationship with $R^2 = 0.992$ and $R^2 = 0.993$, respectively.

Also, the data obtained for aqueous PPG solutions in H$_2$O (Table 5.3) and for PPG in D$_2$O (Table 5.4) shows that the ΔH$_{cal}$ for PPG in H$_2$O solutions is higher than the PPG in D$_2$O solutions. However, the ΔH$_{vH}$ for the PPG in D$_2$O solutions is higher since it depends on the

![Graph showing the relationship between ΔH$_{cal}$ (kJ mol$^{-1}$) and T$_{1/2}$ (K). The equation is $y = -0.0217x^2 + 13.41x - 1962$, with $R^2 = 0.9546$.]

**Figure 5.12** Relationship between the optimised calorimetric enthalpy values and T$_{1/2}$ of PPG obtained using the model fitting procedure.
modelling and the shape of the signal. $\Delta H_{vH}$ gives information about the cooperativity; higher $\Delta H_{vH}$ for PPG in D$_2$O solutions is due to higher cooperativity in these solutions.

**Table 5.4** HSDSC parameters obtained for aqueous PPG solutions in D$_2$O as a function of concentration.

<table>
<thead>
<tr>
<th>Concentration (mg mL$^{-1}$)</th>
<th>$\Delta H_{cal}$ (kJ mol$^{-1}$)</th>
<th>$\Delta H_{vH}$ (kJ mol$^{-1}$)</th>
<th>n</th>
<th>$T_{1/2}$ (K)</th>
<th>$\Delta C_p$ (kJ mol$^{-1}$ K$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>92.13</td>
<td>1314.73</td>
<td>19</td>
<td>320.9</td>
<td>-15.53</td>
</tr>
<tr>
<td>10</td>
<td>97.83</td>
<td>1683.25</td>
<td>20</td>
<td>315.9</td>
<td>-17.02</td>
</tr>
<tr>
<td>20</td>
<td>102.14</td>
<td>1988.96</td>
<td>21</td>
<td>311.6</td>
<td>-18.17</td>
</tr>
<tr>
<td>30</td>
<td>103.67</td>
<td>2171.14</td>
<td>22</td>
<td>309.3</td>
<td>-19.31</td>
</tr>
</tbody>
</table>

**Figure 5.13** Relationship between the optimised van’t Hoff enthalpy values and $T_{1/2}$ of PPG in D$_2$O solutions obtained using the model fitting procedure.
Figure 5.14 Relationship between the optimised calorimetric enthalpy values and $T_{1/2}$ of PPG in D$_2$O solutions obtained using the model fitting procedure.

Figure 5.15 Concentration dependence of the optimised van’t Hoff enthalpy values of PPG in D$_2$O solutions obtained using the model fitting procedure.
Figure 5.16 Concentration dependence of the optimised calorimetric enthalpy values of PPG in D\textsubscript{2}O solutions obtained using the model fitting procedure.

Figure 5.17 Concentration dependence of the optimised aggregation number of PPG in D\textsubscript{2}O solutions obtained using the model fitting procedure.
5.3.2 Hot Stage Microscopy

Figure 5.14 shows the HSM images taken for a 20 mg mL\(^{-1}\) PPG solution as it was heated up. The phase-separation process was recorded and the series of events that took place are as follows. As the temperature was increased, the clear solution started to form discrete spherical droplets emerging initially as pinpoints which gradually grow. The droplets grow with increasing temperature but remain distinct. There is no sign of coalescence thus the droplets remain dispersed in the aqueous phase. The observation of growth and the discrete nature of the droplets can be explained by the nucleation and growth model. These observations are consistent with aggregate formation observed using the HSDSC data. For 20 mg mL\(^{-1}\) solution, this growth of the droplets was observed until about 42°C after which the image darkens and nothing was visible. This is probably the point where the turbidity is so high that no light could pass through the sample, and so nothing could be recorded. The images here clearly indicate phase-separation occurring in the solution by the formation of well-defined droplets which are formed as a consequence of the initial aggregation process seen in the HSDSC. Also, the

![Figure 5.18 Relationship between the optimised heat capacity values and T\(_{1/2}\) of PPG in D\(_2\)O solutions obtained using the model fitting procedure.](image-url)
temperature at which these droplets start to form (33-34°C) corresponds to the $T_m$ of 20 mg mL$^{-1}$ obtained using HSDSC (34.4°C). The observation made using HSM is in agreement with our initial hypothesis that the phase-separation in the PPG solution in the metastable region is by the nucleation and growth mechanism. The growth of the droplets can be explained by Ostwald ripening where larger particles are formed because they are thermodynamically and energetically more stable than the smaller particles (Yao et al. 1993). This is because molecules have a higher Laplace pressure in small droplets and a lower Laplace pressure in the larger droplets. So big drops grow at the expense of small drops and eventually disappear.

The repulsion caused between the hydrated terminal -OH groups on the PPG chains might be preventing the coalescence to occur by either bridging or hydrogen bonding with each other.

![Hot stage microscopy images](image)

**Figure 5.19** Hot stage microscopy images obtained for 20 mg ml$^{-1}$ aqueous PPG solution when heated at 1°C min$^{-1}$. 
5.3.3 Turbidity Measurements using UV-Visible Spectromter

Fig. 5.20 shows data obtained by UV-Vis spectroscopy for the change in absorbance with temperature as a function of aqueous PPG concentration. The onset of turbidity is taken as being the onset of phase separation. Turbidity measurements were also conducted for 20 mg mL\(^{-1}\) PPG solutions made up in five organic solvents; propanol, ethanol, butanol, toluene and dimethyl sulfoxide (DMSO). No significant change in absorbance was recorded in these solutions (Fig. 5.16) showing the absence of aggregation/phase-separation of PPG in these solutions.

The data follows the same trend (Fig. 5.17) as the cloud-point data obtained using the HSDSC. Increase in the concentration of PPG in water brings the cloud-point and the transition temperature, \(T_m\) down.

**Figure 5.20** Graph of absorbance against temperature for a number of solutions with different PPG concentrations to measure the cloud-point of the solutions.
**Figure 5.21** Absorbance change with temperature for PPG solutions in different solvents.

**Figure 5.22** Plots for cloud-points using two techniques: HSDSC and turbidity (UV-Visible spectroscopy).
5.3.4 Small-Angle Neutron Scattering

A 20 mg mL\(^{-1}\) PPG solution was prepared in a mixture of 80% D\(_2\)O and 20% H\(_2\)O. Neutron scattering requires the samples to be prepared in D\(_2\)O instead of H\(_2\)O because of relatively low scattering length density of D\(_2\)O. But a mixture of D\(_2\)O and H\(_2\)O was used to avoid the creaming behaviour of D\(_2\)O in PPG solutions as mentioned above. A solution of PPG prepared in D\(_2\)O was tested in a water bath and no or very little creaming was visibly seen in the test tube upon heating. The output for the SANS data is shown in Fig. 5.18.

![SANS plot for 20 mg mL\(^{-1}\) PPG solution in a mixture of 80% D\(_2\)O and 20% H\(_2\)O at 6 different temperatures.](image)

**Figure 5.23** SANS plot for 20 mg mL\(^{-1}\) PPG solution in a mixture of 80% D\(_2\)O and 20% H\(_2\)O at 6 different temperatures.

To interpret the data, the slope is plotted on a double logarithmic plot. A shape is then adopted; a random coil in this case and scattering is then calculated for different shape dimensions. The three lines shown in the graph above correspond to the scattering intensity predictions of random coils of radii of gyration of 18, 20 and 22 Å, respectively starting from the bottom. The
data does fit the random coil assumption but there is a doubt over the presence of random coil structures for this small polymer.

A change in the scattering pattern can be seen at a temperature above the room temperature. At 32°C, the scattering intensity increases indicating the formation of aggregates at this temperature. Another observation that can be made from the above data is the change in the scattering at 65°C. This data backs up the data obtained from HSDSC and UV-Visible spectroscopy showing the evidence of aggregation.

5.3.5 Dynamic Light Scattering

Low concentration solutions of PPG in water were prepared, i.e., 1 mg mL\(^{-1}\) and 2 mg mL\(^{-1}\). Fig. 5.19 shows the change in the size of the particles in PPG solution as it was heated from 10-55°C.

![Graph showing size of particles as a function of temperature for 1 mg mL\(^{-1}\) and 2 mg mL\(^{-1}\) aqueous PPG solutions.]

**Figure 5.24** Size of particles as a function of temperature for 1 mg mL\(^{-1}\) and 2 mg mL\(^{-1}\) aqueous PPG solutions.
As the solutions are heated, the presence of molecular size species is seen at ~45°C for the 1 mg mL\(^{-1}\) solution and at ~39°C for the 2 mg mL\(^{-1}\) solution. Average size changes from 1-2 nm to about 4-5 μm. Intermediate size particles of about 1 μm are also observed for 1 mg mL\(^{-1}\) solution. These are the temperatures around which clouding starts to occur. DLS scatters lights from suspensions and different sized particles have different intensity fluctuations because of the difference in their Brownian motion. The change in the size of the particles upon heating, confirms the formation of aggregates.

5.4 Data Analysis

In order to obtain an analysis that incorporates the concentration dependence of the HSDSC data we use the following analysis.

For an aggregation process the chemical potential of unimers in aqueous solution is given by:

\[
\mu_X = \mu_X^0 + RT \ln[X]
\]  

(5.3)

Where \([X]\) is the concentration of unimers, \(\mu_X^0\) is the chemical potential of unimers in pure state and \(\mu_X\) is the chemical potential of unimers in solution. The chemical potential of aggregates is given by:

\[
\mu_{Xn} = \mu_{Xn}^0 + RT \ln[X_n]
\]  

(5.4)

Where \([X_n]\) is the concentration of unimers in the aggregates, \(\mu_{Xn}^0\) is the chemical potential of aggregates in their pure state and \(\mu_{Xn}\) is the chemical potential of aggregates in the aggregated formed in solution.

At equilibrium the chemical potential of a unimer in solution is equal to the chemical potential of a unimer in the aggregates:
\[ \mu_X = \frac{\mu_{Xn}}{n} \]  

(5.5)

The chemical potential of the n-mer aggregate is the sum total of the chemical potential all n unimers in the aggregate so we divide the chemical potential of n-mer by n.

Substitution of Equations 5.3 and 5.4 into 5.5 gives:

\[
\mu_X^o + RT \ln[X] = \frac{\mu_{Xn}^o + RT \ln[X_n]}{n}
\]  

(5.6)

Rearrangement gives the following expression:

\[
\Delta G_{nX \rightarrow Xn} = \mu_X^o - n\mu_X^o = -RT \left( \ln \left[ \frac{X_n}{[X]n} \right] \right)
\]  

(5.7)

Recognising that:

\[
\Delta G = -RT \ln K
\]  

(5.8)

We can write the following equilibrium expression for aggregation:

\[
K = \frac{[X_n]}{[X]^n}
\]  

(5.9)

This expression is variously referred to as the mass action expression for aggregation and sometimes it is called the closed association model.

The concentrations can be expressed in terms of the extent of transfer of PPG molecules into aggregates \( \alpha(T) \) where \( C_{total} = [X] + n[X_n] \)

\[
\alpha(T) = \frac{n[X_n]}{C_{total}}
\]  

(5.10)
Rearrangement gives:

\[ [X_n] = \frac{\alpha(T)C_{Total}}{n} \]  \hspace{1cm} (5.11)

The corresponding expression for \([X]\) is given by:

\[ [X] = (1 - \alpha(T))C_{Total} \]  \hspace{1cm} (5.12)

Substitution into equation 5.9 gives:

\[ \frac{\alpha(T)C_{Total}}{n} \left(1 - \alpha(T)\right)^n C_{Total}^{n-1} = K(T) \]  \hspace{1cm} (5.13)

If we define \(C_{ref}\), which is a reference concentration, then we can define the following expression at \(T_{ref}\) the temperature at which \(\alpha\) is equal to 0.5:

\[ K(T_{ref}) = \frac{1}{n^{0.5n-1}C_{ref}^{n-1}} \]  \hspace{1cm} (5.14)

The corresponding value for \(K(T)\) at some other concentration, \(C_{Total}\) is given as:

\[ K(T) = \frac{\alpha(T)}{n(1 - \alpha(T))^{n-1} C_{Total}^{n-1}} \]  \hspace{1cm} (5.15)

The following expression can now be written which represents the integral form of the van’t Hoff isochore:

\[ \frac{K(T)}{K(T_{ref})} = \exp \left( \frac{\Delta H_v}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) + \frac{\Delta C_p}{R} \left( \ln \left( \frac{T}{T_{ref}} \right) + \frac{T_{ref}}{T} - 1 \right) \right) \]  \hspace{1cm} (5.16)
Substitution gives:

\[
\frac{\alpha(T)^{0.5n-1}C_{ref}^{n-1}}{(1 - \alpha(T))} = \exp \left( \frac{\Delta H_vH}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) + \frac{\Delta C_p}{R} \left( \ln \left( \frac{T}{T_{ref}} \right) + \frac{T_{ref}}{T} - 1 \right) \right) \tag{5.17}
\]

We can use the variation of \(\alpha\) in equation 5.17 to fit the cloud point data thereby obtaining the thermodynamic data for the phase separation process. The cloud point data as shown in Fig. 5.25 is a plot of temperature at which phase separation is initially detected optically.

![Figure 5.25 Cloud point data showing a plot of temperature at which phase separation is first detected optically.](image)

The graph shows that if we had a solution consisting of 30 mg mL\(^{-1}\) of PPG 1000 then as we raise the temperature of this solution it would remain optically clear (transparent) until we reach a temperature of just above 30°C. At that temperature phase separation occurs. As we now raise the temperature, the composition of the aqueous phase is given by the cloud point curve. So using the cloud point/composition data we can calculate \(\alpha\); the fraction of PPG that has
phase separated. So we assume that if we started with a 30 mg mL\(^{-1}\) solution then as we raise the temperature the fraction of phase separated PPG is given by:

\[
\frac{30 \left( \frac{mg}{mL} \right) - C(T)}{30 \left( \frac{mg}{mL} \right)}
\]

(5.18)

Where \(C(T)\) is the concentration at cloud point temperature \(T\).

Using a variation of equation 5.17 wherein the reference concentration and the initial concentration of PPG are the same (30 mg mL\(^{-1}\)) which is:

\[
\frac{\alpha(T)0.5^{n-1}}{(1 - \alpha(T))^n} = \exp \left( \frac{\Delta H_vh}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) + \frac{\Delta C_p}{R} \left( \ln \left( \frac{T}{T_{ref}} \right) + \frac{T_{ref}}{T} - 1 \right) \right)
\]

(5.19)

We can fit the computed \(\alpha\) values to the temperature data. The fit is shown in Fig. 5.26.

![Figure 5.26 Fit of the computed \(\alpha\) values to the temperature (cloud-point) data.](image)
The following thermodynamic parameters are obtained from the fitting process

\[ \Delta H_{fH} = 1406 \text{ kJ mol}^{-1}, \ T_{ref} = 308.3 \text{K}, \ \Delta C_p = 32.4 \text{ kJ mol}^{-1} \text{ K}^{-1} \] and \( n = 8.14 \).

Using this data and \( \Delta H_{cal} \) value obtained for 30 mg mL\(^{-1}\) solution of 118 kJ mol\(^{-1}\), we can simulate the HSDSC signal using equation 5.17 and compare the simulations with the actual data obtained by HSDSC (Fig. 5.27).

![Graph showing HSDSC signal](image)

**Figure 5.27** Plot of simulated HSDSC signal using the cloud-point data (solid line) and the actual HSDSC data (dashed line) obtained at 30 mg mL\(^{-1}\) (in black), 15 mg mL\(^{-1}\) (in red) and 5 mg mL\(^{-1}\) (in blue).

The simulations show some correspondence with the data; in particular the simulation for 30 mg mL\(^{-1}\) and the actual data, which unfortunately is lost at higher temperatures. Even for the other concentrations it is noticeable that the use of equation 5.17 allows the cloud point derived data to correctly predict the start of the phase transition even if the simulations are sharper than the actual HSDSC data. This is due to the fact that the cloud point temperature data reports on
the state of the systems at the start of the transition, which must be similar in every case and is similarly reported by the HSDSC instrument.

But at high concentrations, according to Kjellander and Florin, the PPG water network must be quite extensive and the system should show a high degree of cooperativity that will provide a sharp signal which is evident from the increase in cooperativity values with the increase in concentration obtained using HSDSC data. This explains the high degree of correspondence between the simulation and the HSDSC data obtained for the 30 mg mL$^{-1}$ solution. As the concentration decreases this cooperativity decreases and the HSDSC signals become broader. This shows that Equation 5.17 is unable to reproduce the effects of concentration on the HSDSC signal as shown in Figure 5.27. The thermodynamic treatment is only valid if the cooperativity remains the same, which we presume is the case for each specific concentration.

It is also possible to establish a phase diagram using the HSDSC data. The HSDSC model derived data can be used to calculate $\alpha$ using equation 5.19 for each concentration. Multiplying the obtained $\alpha$ value by the initial PPG concentration, the concentration of PPG that has phase separated can be obtained using equation 5.10. This term is the mass of PPG that has phase separated divided by the volume of water that was initially used to make up the solution. A plot of this phase-separated PPG as a function of temperature along with the cloud-point curve is shown in Fig. 5.28. The lines that are produced sort of correspond with the cloud point curve particularly at the initial point of phase separation. The reason they do not correspond over the whole concentration range is because the system is changing with initial concentration in terms of aggregation number and cooperative unit size. Also, the cloud point consistently appears at a temperature that is slightly greater than the point at which the HSDSC curves begin to show the onset of phase separation. This is because the experimental optical detection of the cloud point requires the phase separated liquid particles to be of a particular size (in the order of 530 nm). Whereas the temperature (which is detectable by HSDSC) at which phase separation
occurs, the phase-separated particles are much smaller in size as evidenced by the HSM and DLS measurements and are thus optically undetectable.

Another observation that can be made from this data is that the cloud-point curve overestimates the PPG that has phase separated. Thus if we take an example temperature of 320 K and initial aqueous phase concentration of 30 mg mL\(^{-1}\), the composition of the aqueous phase system, as described by the cloud point curve, should be approximately 2 mg mL\(^{-1}\) in PPG. Whereas the HSDSC generated curve suggests that this concentration should be 7.7 mg mL\(^{-1}\).

![Figure 5.28](image.png)

**Figure 5.28** Plot of phase-separated PPG (α) as a function of temperature for different concentrations of PPG (dashed lines) along with the cloud-point curve (solid line).

The model fitted data for 30 mg mL\(^{-1}\) is then plotted with the calorimetric data obtained for 30 mg mL\(^{-1}\). These peaks superimpose on each other perfectly well at least within experimental error. However, if equation 5.17 is used to model the HSDSC data for PPG at 5 or 15 mg mL\(^{-1}\) concentration (Fig. 5.31) the HSDSC data does not correspond to the HSDSC data created using equation 5.19. The same applies for the other two graphs, Figs. 5.29 and 5.30,
where the 5 and 15 mg mL\(^{-1}\) data are used, respectively, to reproduce the HSDSC data for the other two concentrations.

This suggests that the cloud point data seems to be able to predict when the HSDSC transition should occur but it does not predict the shape of the transitions. However, the HSDSC fitted data at one concentration cannot predict anything about a HSDSC transition at another concentration. This is because the system changes with concentration. The aggregation number and the cooperative unit size change with concentration. However, the transitions are related to the clouding phenomenon. Hence we can conclude that cloud point curve does not necessarily provide an unambiguous phase diagram because the phase diagram as elucidated by HSDSC is concentration dependent.

Figure 5.29 HSDSC simulations (solid line) for 15 mg mL\(^{-1}\) (in red) and 30 mg mL\(^{-1}\) (in black) using 5 mg mL\(^{-1}\) (in blue) (the original HSDSC data is shown in dashed line).
Figure 5.30 HSDSC simulations (solid line) for 5 mg mL\(^{-1}\) (in blue) and 30 mg mL\(^{-1}\) (in black) using 15 mg mL\(^{-1}\) (in red) (the original HSDSC data is shown in dashed line).

Figure 5.31 HSDSC simulations (solid line) for 5 mg mL\(^{-1}\) (in blue) and 15 mg mL\(^{-1}\) (in red) using 30 mg mL\(^{-1}\) (in black) (the original HSDSC data is shown in dashed line).
5.5 Conclusions

The turbidimetric data indicates that phase separation occurs at a precise temperature which is intimately linked to the onset of the signal obtained by HSDSC. The HSDSC signal indicates that phase separation occurs via formation of aggregates and disruption of a water/PPG network. The formation of aggregates is further corroborated by the SANS measurements. Whilst the formation of discrete droplets of PPG rich phase dispersed in water is confirmed by the DLS data. Moreover the HSM images directly show the formation of droplets which grow in size which an increase in temperature. These droplets are formed as a consequence of the aggregation process seen using HSDSC. This data supports our initial hypothesis of phase-separation of PPG solutions via a nucleation and growth mechanism. Nucleation observed as an aggregation event from the HSDSC and the turbidity data and growth seen in the HSM images. SANS and DLS measurements also suggested formation of bigger size droplets upon heating the sample.

The data obtained for PPG 1000 supports the hypothesis of phase-separation of PPG solutions via nucleation and growth mechanism. The data suggested that the $T_m$ could be decreased down to room temperature by increasing the PPG concentration. The higher molecular mass PPGs offer a lower $T_m$ which can be useful for drug delivery purposes. The data analysis shows that there is no unique coexistence line for PPG systems and that the coexistence line derived from cloud point measurements will differ from the coexistence line derived by starting at a specific concentration and raising the temperature.

In the next chapter we examine the effect of cosolutes upon the onset of phase separation in PPG solutions which is part of the programme to learn how to control the phase separation properties of PPG. It is presumed that aggregation upon heating occurs because PPG becomes increasing hydrophobic as the temperature is raised. The water dispersed phase-separated
droplets which are formed presumably have hydrophobic centres which can be used for the solubilisation/encapsulation of hydrophobic drugs. This potential use of PPG solution for the delivery of drugs will be discussed later in this thesis.
Chapter 6 Effect of Sugars on the Phase-Transition Temperature of PPG

6.1 Introduction

Studies of the LCST behaviour of polymers have been undertaken in the past and have been used as a simple model to study the behaviour of biopolymers, particularly proteins in aqueous systems. LCST/UCST values can be altered by the addition of cosolutes/cosolvents (Heyda & Dzubiella 2014; Zhang et al. 2007; Freitag & Garret-Flaudy 2002; Kathmann et al. 1996; Cowie & McEwen 1974). These may be ionic or non-ionic and they have the effect of either salting in/out effects on the macromolecules (Zhang et al. 2007; Kırcı & Güner 2001). The aim of this part of the research is to study the effect of five different sugars differing in their stereochemical structure, molecular weight and dielectric properties on the phase-transition temperature ($T_m$) of PPG solutions. Sugars were considered because they are produced from renewable raw-materials, are highly biodegradable and, generally, non-toxic. When used in pharmaceutical formulations, they can lead to the formation of safe biocompatible formulations.

Cosolutes are divided into two types; kosmotropes (also called structure-makers) and chaotropes (also called structure-breakers). Kosmotropes bind water molecules strongly, creating conditions for avoiding denaturation processes, hence called structure makers. Chaotropes bind water molecules weakly relative to the strength of water-water interactions in bulk solution and hence do not stabilise biomolecules; thus they are termed structure-breakers (Barreca et al. 2008; Collins 1997). Kosmotropes exhibit strong interactions compared to the water-water interactions in bulk leading to modification of the water structure and reduction in the entropy of water around these molecules and hence stabilising the protein (Collins & Washabaugh 1985; Collins 1997). Most sugars act as kosmotropes and act as protein stabilizers (Moelbert et al. 2004). Chaotropes however do not have the effect that kosmotropes have in reducing the mobility/entropy of the water molecules around them, but they interfere with the
hydrogen bonds between the water molecules, reducing the protein stability and acting as denaturants (Collins & Washabaugh 1985; Collins 1997).

The way kosmotropes and chaotropes effect is through their influence on solvent rather than the direct interaction between the cosolute/cosolvent and the solute. Water molecules form strong, intermolecular hydrogen bonds and form a highly ordered structure. Addition of a hydrophobic molecule disrupts the hydrogen-bonded structure but at low temperatures the structure rearranges to a cage-like structure. However, at higher temperatures the free energy of the system is decreased by disruption of the ordered water structure and increasing the entropy of the water molecules, and this is the driving force of aggregation of hydrophobic molecules. Hence the hydrophobic interaction between non-polar solute molecules is primarily solvent-induced (Moelbert et al. 2004).

**Mechanism of the Effect of Kosmotropes and Chaotropes**

Kosmotropes like sucrose are more polar than water and enhance its structure by hydrogen bonding and so they interact with water rather than non-polar solute molecules. This leads to their preferential exclusion from the vicinity of hydrophobic solutes and a net repulsion between the solvent and solute molecules. This leads to solute molecules being pushed together to minimise their exposure to the surface and hydrophobic aggregation. The same process leads to the stabilisation of the native protein structure (Galinski et al. 1997).

Chaotropes like urea; are less polar than water and so they disrupt the water structure. Hence these molecules are excluded from the bulk water, towards the solute particles (preferential binding with the solute particles) (Timasheff 2002b). Their presence leads to an increase in the solvent available for binding the hydrophobic solutes and hence destabilises hydrophobic aggregates, micelles and native protein structures (Timasheff 2002a; Timasheff 2002b).
The Hofmeister series, first noted in 1888 ranks the relative influence of ions on the basis of their physical behaviour on aqueous systems (Hofmeister 1888). Originally it was believed that ions influence macromolecular properties by affecting just the water structure but according to Hofmeister effect, ion-macromolecule interactions as well as the interactions with the water molecules are responsible for the effect on the macromolecular properties (Zhang & Cremer 2006). Fig. 6.1 shows Hofmeister anion series and some of its related properties. Species to the left of Cl\(^{-1}\) are referred to as kosmotropes and to the right are called chaotropes. Kosmotropes have salting out effects on proteins and macromolecules while chaotropes destabilize the folded proteins and have salting-in behaviour (Zhang & Cremer 2006).

**Figure 6.1** Hofmeister series showing typical ordering of the anion series and some of its related properties (Zhang & Cremer 2006).

So kosmotropes and chaotropes should affect proteins in the opposite way they affect PPG. Globular, water soluble proteins unfold to expose their hydrophobic groups to water and thus increase the heat capacity. PPG aggregates to reduce their exposure to water. Therefore, if a cosolute increases the unfolding temperature of a protein it should reduce the phase separation temperature for PPG.

The effect of sugars on the LCST behaviour of many polymers including PEG (Harris 1992) and on the stabilising effect on proteins (Gerlsma 1968) has been previously studied. The effect
of sugars on the stabilisation of proteins has been explained by preferential hydration of proteins by Timasheff and co-workers (Arakawa & Timasheff 1982; Lee & Timasheff 1981). Addition of sugars to protein-water systems leads to an unfavourable free-energy change which increases with the increase in the protein surface area; hence stabilizing the proteins. Preferential exclusion of the sugars from the vicinity of the protein domains is also responsible for protein stabilization (Lee & Timasheff 1981). McClements showed that the thermal stability of the proteins not only depends on the type of cosolvent but also upon the concentration of cosolvent. The transfer free energy of proteins into cosolvent solution influences protein transitions (McClements 2001). When a cosolvent concentration around protein is lower than in the bulk solution, the cosolvent is said to be ‘preferentially excluded’ and the transfer free energy associated with moving protein from bulk solution to cosolvent solution is unfavourable. However, if the concentration of cosolvent is greater around the protein than in the bulk solution, cosolvent is ‘preferentially accumulated’ and the transfer free energy of the protein is negative (McClements 2001; McClements 2002).

Different sugars exhibit different effects on the LCST of the polymers and the stabilization of proteins depends on their ability to interact with water. Shpigelman et al. studied the effect of different sugars and polyol solutions on the LCST of poly-N-isopropylacrylamide (PNIPAM) aqueous solutions (Shpigelman et al. 2008). PNIPAM undergoes a coil-to-globule transition at low concentrations and a CP at high concentrations (Graziano 2000). Shpigelman et al. hypothesised and demonstrated that the already existing theory of ‘differential interaction’ by Timasheff and coworkers; that the effect the sugars have on polymers and proteins is from their interaction with water and not directly through polymer/protein interaction (Arakawa & Timasheff 1982; Lee & Timasheff 1981). Preferential exclusion of sugars from polymer vicinity and preferential hydration has been suggested as the main mechanism for protein stabilisation (Shpigelman et al. 2008). They suggested that the bigger size cosolvents are worse
for polymers in terms of mixing entropy and hence they would reduce the coil-to-globule transition temperature. They also suggested that different sugars affect the water structure differently and this is due to the size and the density of the hydration shell formed around the sugar in aqueous solutions (Shpigelman et al. 2008).

The effect of various sugars on the LCST of thermoresponsive polymers has been studied before by various researchers. The LCST phenomenon of water soluble polymers is dependent upon the hydrophile-hydrophobe balance of polymers. An elevated temperature weakens the hydrogen bond between the water and the polymer leading to dehydration and enhancing the hydrophobic interaction. Kim and co-workers showed the effect of the polymer concentration on the sensitivity of the sugars in affecting the LCST (Kim et al. 1995). Increasing the polymers concentration had a greater effect of saccharides in lowering the LCST. They studied the effect of saccharides on the LCST of pluronics, poly(N-isopropylacrylamide) and N-isopropylacrylamide copolymers. They studied the effect of saccharides on four pluronic solutions: L31, L62, F68LF and L92. They showed that the saccharides decreased the LCST of these pluronics and the ones that had higher content of PEO showed greater effect of the saccharides on the LCST. They also showed that monosaccharides such as glucose have a greater effect than disaccharides such as maltose in lowering the LCST. They explained that the saccharide effect is down to their effect on the structured water lattice around the polymer as suggested by other researchers mentioned above. Saccharides may enhance the hydrophobic interaction between the polymer chains either by immobilizing the water molecules around them and hence weakening the hydrophobic hydration or by increasing the local order of the water molecules around the polymer and hence increasing the driving force of hydrophobic interaction. Another mechanism proposed by these researchers is that the presence of saccharides may stabilise and increase the non-polar conformations of polymer in solutions of some pluronics and PEO solutions where phase-separation is temperature induced (Florin et al.
Researchers have reported the effect of saccharides on PEO solutions and they reported that the decrease in LCST is due to repulsive interaction between the PEO and glucose (Sjoeberg et al. 1989; Gustafsson et al. 1986). This leads to a predominant partitioning of glucose into the polymer poor phase, thus inducing the phase separation at a lower temperature.

In this chapter, the effect of five sugars; Maltose monohydrate, mannitol, sucrose, trehalose dihydrate and raffinose pentahydrate on PPG 1000 aqueous solution has been analysed using HSDSC measurements along with turbidity data obtained using UV-Visible spectroscopy. This study has not been conducted before and could significantly help in reducing the $T_m$ of the aqueous PPG solutions to ambient or body temperature.

6.1.1 Sugars and their Effect on the Dielectric Constant

Carbohydrates have a basic chemical structure containing carbon, hydrogen and oxygen. They are one of the main sources of dietary energy and are also known as saccharides. They are classified according to the number of saccharide units they contain as monosaccharides, disaccharides, oligosaccharides and polysaccharides (Brown 2014). Sugars are one of the main types of carbohydrates in the body. The simplest carbohydrates are monosaccharides; made up of single saccharide units. Disaccharides consist of two monosaccharide units, oligosaccharides have 3-10 units and polysaccharides have many units linked together in a chain. Glucose is a monosaccharide and combined with fructose it forms the most common saccharide; sucrose (a disaccharide). It's naturally present in sugar cane, sugar beet and some fruits and is commonly known as sugar. Maltose used in these experiments is also a disaccharide which is made of two glucose units joined together (Cole-Hamilton et al. 1987) and mannitol (a monosaccharide) is a sugar alcohol derived by reduction of mannose. Trehalose is a disaccharide and raffinose is an oligosaccharide made of three monosaccharides (Brown 2014).
Sugars have the property of modifying the dielectric behaviour of water. Dielectric constant is significant because it can affect the solubility of certain drugs (Fakhree et al. 2010). The hydroxyl groups present in sugars can hydrogen bond with water and stabilise the water and affect the dielectric properties of the sugar solutions. Sugars with more hydroxyl groups accessible for hydrogen-bonding will affect the dielectric constant more since less water is free to respond to the electric field. So increasing the sugar concentration in water generally decreases the dielectric constant (Sahin & Sumnu 2007). The effect of sucrose on decreasing the dielectric constant of ethanol solution has been reported by Abidin et al (2014). They reported a higher dielectric constant for solutions having lower sugar concentration due to availability of more water in these solutions resulting in higher ionic polarization effects. They also analysed the effect of different sugars; sucrose, fructose and glucose on the dielectric constant of ethanol solution (Abidin et al. 2014). Roebuck and Goldblith have also reported the differences in the dielectric constant due to the interaction between monosaccharides like glucose and fructose and a disaccharide like sucrose (Roebuck et al. 1972). Since the hydroxyl groups in monosaccharides are more accessible to the hydrogen-bonding, these solutions would have the lowest dielectric constant compared to the solutions with disaccharides where the hydrogen-bonds formed are not so stable because of the hydroxyl groups exposed to the water. The effect of sugars on the solubility of some solutes has also been studied in the past. Paruta reported solubility of different semi polar solutes in sucrose solutions of varying concentrations. He reported that the solubility of all the solutes studied in his research increased with the increasing sucrose concentration or the decreasing dielectric constant. He explained this might be due to the decreasing polarity of the syrup vehicle as the sugar concentration increases. He concluded that the addition of sucrose or other sugars can enhance the solubility of some drugs. However he suggested that decreased solubility of drugs might be used in the kinetic application for increasing the stability of drug (Paruta 1964). In this study, a
monosaccharide, disaccharides and an oligosaccharide were used. These sugars not only reduce the phase-transition temperature of the solutions but also decrease the dielectric constant of the sugar solutions. Table 6.1 shows some physicochemical properties of the sugars used in this research.
<table>
<thead>
<tr>
<th>Name</th>
<th>Structure and IUPAC name</th>
<th>Molecular formulae</th>
<th>Molecular weight (g/mol)</th>
<th>Melting point (°C)</th>
<th>Solubility (H₂O) at 20°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maltose Monohydrate</td>
<td><img src="image" alt="Maltose Monohydrate" /></td>
<td>C₁₂H₂₂O₁₁.H₂O</td>
<td>360.32</td>
<td>102-103</td>
<td>0.2 g/mL</td>
</tr>
<tr>
<td>Mannitol</td>
<td><img src="image" alt="Mannitol" /></td>
<td>C₆H₁₄O₆</td>
<td>182.17</td>
<td>165-167</td>
<td>0.18 g/mL</td>
</tr>
<tr>
<td>Sucrose</td>
<td><img src="image" alt="Sucrose" /></td>
<td>C₁₂H₂₂O₁₁</td>
<td>342.30</td>
<td>185-187</td>
<td>0.3 g/mL</td>
</tr>
<tr>
<td>Compound</td>
<td>Chemical Structure</td>
<td>Molecular Formula</td>
<td>Molecular Weight</td>
<td>Melting Point</td>
<td>Density</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Trehalose Dihydrate</td>
<td><img src="image" alt="Structure" /></td>
<td>C_{12}H_{22}O_{11.2}(H_2O)</td>
<td>378.33</td>
<td>97-99</td>
<td>0.3 g/mL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α-D-Glucopyranosyl α-D-glucopyranoside</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raffinose Pentahydrate</td>
<td><img src="image" alt="Structure" /></td>
<td>C_{18}H_{32}O_{16.5}(H_2O)</td>
<td>594.52</td>
<td>78-80</td>
<td>0.1 g/mL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>β-D-fructofuranosyl α-D-galactopyranosyl- (1→6)-α-D-glucopyranoside</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.2 Experimental

6.2.1 Materials
Sucrose ≥99.5%, trehalose dehydrate ≥99.0%, maltose monohydrate ≥99.0%, raffinose pentahydrate ≥99.0% and mannitol ≥99.5% were all obtained from Sigma Aldrich U.K. PPG Mn~1000 obtained from Sigma Aldrich U.K. was used as received. Solutions were prepared using deionised water.

6.2.2 Methods
10 mg mL⁻¹ PPG solutions were used throughout these experiments. A higher stock solution of PPG in water was prepared and then used to prepare sugar in PPG aqueous solutions. Stock solutions of sugars in water were prepared and then used to prepare PPG solutions at different concentrations of sugars; the concentration of PPG was kept constant. The samples were degassed and then analysed using HSDSC with the reference cell containing sugar solutions and the sample cell containing a solution with 10 mg mL⁻¹ of PPG 1000 solubilized in sugar solutions of the same molarity as in the reference cell. The same solutions were then analysed using turbidity measurements in order to examine the cloud-points.

6.3 Results and Discussion
The data obtained for the sugar/PPG samples using HSDSC after the baseline subtraction is shown in Figs. 6.2-6.6.
Figure 6.2 Change in heat capacity of 10 mg mL\(^{-1}\) PPG solution with the change in the mannitol concentration.

Figure 6.3 Change in heat capacity of 10 mg mL\(^{-1}\) PPG solution with the change in the maltose concentration.
**Figure 6.4** Change in heat capacity of 10 mg mL\(^{-1}\) PPG solution with the change in the sucrose concentration.

**Figure 6.5** Change in heat capacity of 10 mg mL\(^{-1}\) PPG solution with the change in the trehalose concentration.
Figure 6.6 Change in heat capacity of 10 mg mL\(^{-1}\) PPG solution with the change in the raffinose concentration.

The thermogram above shows that for all five sugars, the increase in sugar concentration decreases the phase-transition temperature \((T_m)\). Sugar solutions were made considering their maximum solubility in water.

In Chapter 5, it was established that the change in the \(\Delta C_p\) of the transition for PPG complies with Kirchoff’s law. However in the data shown above, the change in the heat capacity is not observed. Shpigelman et al. showed similar data for the increase in glucose concentration in aqueous PNIPAM solution; \(T_m\) decreases but there is no change in the heat capacity (Shpigelman et al. 2008). Endothermic peaks represent that the phase-transition involves water and dehydration. The fact that the heat capacity does not change with the change in sugar concentration indicates that any increase in sugar concentration does not affect the water structure any further, however some other phenomenon must be causing that. It has been proposed by some researchers, that apart from the structuring of water, the presence of sugars
may enhance the population of non-polar conformations in aqueous solutions, where two conformations of polymers exist in a solution; e.g. PEO and pluronics (Lindman et al. 1990; Sjoeberg et al. 1989; Kim et al. 1995). Carlsson and co-workers suggest that PPG, when mixed with water, goes through a conformational change from less polar higher energy conformers to more polar lower energy conformers (Carlsson et al. 1995). So the presence of sugars increasing the non-polar conformations of PPG might be responsible for the decrease in the $T_m$ of these aqueous solutions. Although no study has been undertaken to determine the effect of the presence of sugars on increasing the non-polar conformations of PPG, we propose that might be the reason for the insignificant change in the heat capacity with the change in sugar concentration.

The decrease in $T_m$ with the increase in sugar concentration is because the activity of water is decreasing due to the fact that sugar molecules strongly hydrogen bond to water thereby decreasing the amount of water in the bulk. This increases the thermodynamic necessity for PPG to phase separate so as to release water to the bulk and thereby reduce the thermodynamic penalty of having sugar present. Therefore, the presence of sugars in the PPG solution favours the formation of aggregates and to form an aggregate the PPG molecules favour the non-polar conformation forms.

Table 6.2 shows the effect of the change in sugar concentration on the phase-transition temperatures. $T_m$ for a 10 mg mL$^{-1}$ PPG solution in water without the addition of sugar showed a transition temperature of 37.9°C. The data in the Table 6.2 shows that the addition of sugar in any concentration in PPG solution decreases the $T_m$ but as the concentration of sugar is increased the effect of sugars on the $T_m$ increases (i.e. lower the $T_m$).
Table 6.2 Effect of different sugars in varying concentrations on \( T_m \) of aqueous PPG solution.

<table>
<thead>
<tr>
<th>Sugar Concentration (M)</th>
<th>Mannitol</th>
<th>Maltose</th>
<th>Sucrose</th>
<th>Trehalose</th>
<th>Sugar Concentration (M)</th>
<th>( T_m ) (°C) for Raffinose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>37.1</td>
<td>36.8</td>
<td>37.3</td>
<td>36.9</td>
<td>0.02</td>
<td>38.1</td>
</tr>
<tr>
<td>0.2</td>
<td>36.6</td>
<td>35.8</td>
<td>36.3</td>
<td>35.7</td>
<td>0.04</td>
<td>37.4</td>
</tr>
<tr>
<td>0.3</td>
<td>35.5</td>
<td>34.5</td>
<td>35.2</td>
<td>34.3</td>
<td>0.06</td>
<td>37.2</td>
</tr>
<tr>
<td>0.4</td>
<td>34.8</td>
<td>32.7</td>
<td>34.2</td>
<td>32.8</td>
<td>0.08</td>
<td>36.9</td>
</tr>
<tr>
<td>0.5</td>
<td>33.7</td>
<td>31.4</td>
<td>33.2</td>
<td>31.0</td>
<td>0.1</td>
<td>36.7</td>
</tr>
<tr>
<td>0.6</td>
<td>33.0</td>
<td>29.9</td>
<td>31.6</td>
<td>29.5</td>
<td>0.12</td>
<td>36.3</td>
</tr>
<tr>
<td>0.7</td>
<td>32.5</td>
<td>28.1</td>
<td>30.4</td>
<td>27.9</td>
<td>0.14</td>
<td>35.3</td>
</tr>
<tr>
<td>0.8</td>
<td>30.7</td>
<td>26.6</td>
<td>29.2</td>
<td>26.1</td>
<td>0.16</td>
<td>35.6</td>
</tr>
<tr>
<td>0.9</td>
<td>29.9</td>
<td>25.3</td>
<td>29.2</td>
<td>25.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28.9</td>
<td>24.2</td>
<td>27.7</td>
<td>24.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The data in Table 6.2 shows that the effect of changing concentration of trehalose and maltose has the greatest impact on lowering the phase-transition temperature. The plot of the change in \( T_m \) of the PPG solutions with the addition of sugars in different concentration is shown in Fig. 6.7. The slope is steepest for trehalose and maltose thereby showing the greatest effect upon the \( T_m \). Raffinose at a concentration of 0.16 M is better at reducing \( T_m \) than any other sugar at similar concentrations but because of the low solubility of raffinose in water, only small amounts of this sugar could be dissolved in the PPG solutions.

The study of the effect of sugars on aqueous PPG solution thus shows that using sugars, a two-phase system can be produced at ambient temperatures.
Figure 6.7 Change in the $T_m$ of 10 mg mL$^{-1}$ PPG solution upon addition of sugars at different concentrations.

Figs. 6.8-6.12 show the change in the absorbance with the change in temperature measured by UV-Visible spectrometry for the different concentrations of sugars. This was used to measure the cloud-point of these solutions. Cloud-point is the point where the solutions start to go turbid. Phase separation is normally noted as the onset of clouding in the aqueous system and cloud points normally lie between the coexistence and spinodal decomposition curves for systems.
Figure 6.8 Change in absorbance of the cloud-point data for different concentrations of maltose in 10 mg mL\(^{-1}\) aqueous PPG solution as a function of temperature.

Figure 6.9 Change in absorbance of the cloud-point data for different concentrations of mannitol in 10 mg mL\(^{-1}\) aqueous PPG solution as a function of temperature.
Figure 6.10 Change in absorbance of the cloud-point data for different concentrations of sucrose in 10 mg mL$^{-1}$ aqueous PPG solution as a function of temperature.

Figure 6.11 Change in absorbance of the cloud-point data for different concentrations of trehalose in 10 mg mL$^{-1}$ aqueous PPG solution as a function of temperature.
Figure 6.12 Change in absorbance of the cloud-point data for different concentrations of raffinose in 10 mg mL\(^{-1}\) aqueous PPG solution as a function of temperature.

The turbidity data obtained was used to find the cloud-point of the solutions. This is the point where the solution starts to go turbid and so the light transmitted is significantly decreased and the absorbance value shows a significant increase. This was obtained by drawing tangents to the start of the transition of the cloud-point data. The cloud-point was also found using the HSDSC again by drawing tangents to find the temperature at the beginning of the HSDSC phase-transition. Tables 6.3 and 6.4 show the change in cloud-points using the two different techniques: turbidity measurements and HSDSC, with the change in the total sugar concentration in the solutions. The data shows that for low concentrations of sugars, the cloud-point is higher than for a solution without the presence of any sugar, but as the concentration of the sugar in the solution increases, the cloud-point temperature decreases.
Fig. 6.13 shows the comparison of the cloud-points obtained using the two techniques. The cloud-point obtained using HSDSC for all the different sugar solutions was lower than the cloud-point obtained using turbidity measurement. This is because the cloud-point measured using HSDSC captures the start of the aggregation process however the turbidity is the point where the aggregates formed are big enough to make the solution go turbid and to be detected by the detector. Trehalose and maltose again seem to have the greatest effect on the phase-separation of the aqueous PPG solutions.

**Table 6.3** Cloud-points measured using turbidity for different sugar concentrations in PPG solutions.

<table>
<thead>
<tr>
<th>Sugar Concentration (M)</th>
<th>Mannitol</th>
<th>Maltose</th>
<th>Sucrose</th>
<th>Trehalose</th>
<th>Sugar Concentration (M)</th>
<th>Cloud-point using turbidity measurements for Raffinose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>39.9</td>
<td>40.0</td>
<td>40.0</td>
<td>42.2</td>
<td>0.02</td>
<td>45.0</td>
</tr>
<tr>
<td>0.2</td>
<td>38.2</td>
<td>40.9</td>
<td>39.8</td>
<td>41.1</td>
<td>0.04</td>
<td>41.3</td>
</tr>
<tr>
<td>0.3</td>
<td>38.0</td>
<td>38.6</td>
<td>38.4</td>
<td>39.1</td>
<td>0.06</td>
<td>46.9</td>
</tr>
<tr>
<td>0.4</td>
<td>38.6</td>
<td>36.7</td>
<td>38.2</td>
<td>38.1</td>
<td>0.08</td>
<td>40.2</td>
</tr>
<tr>
<td>0.5</td>
<td>36.9</td>
<td>34.9</td>
<td>36.8</td>
<td>34.3</td>
<td>0.1</td>
<td>38.5</td>
</tr>
<tr>
<td>0.6</td>
<td>37.2</td>
<td>35.0</td>
<td>33.9</td>
<td>32.7</td>
<td>0.12</td>
<td>38.7</td>
</tr>
<tr>
<td>0.7</td>
<td>35.2</td>
<td>31.3</td>
<td>33.7</td>
<td>33.0</td>
<td>0.14</td>
<td>37.4</td>
</tr>
<tr>
<td>0.8</td>
<td>33.7</td>
<td>28.7</td>
<td>32.2</td>
<td>31.1</td>
<td>0.16</td>
<td>36.7</td>
</tr>
<tr>
<td>0.9</td>
<td>32.2</td>
<td>28.4</td>
<td>31.5</td>
<td>27.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>32.7</td>
<td>30.5</td>
<td>31.7</td>
<td>26.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6.4 Cloud-points measured using data obtained from HSDSC for different sugar concentrations in PPG solutions.

<table>
<thead>
<tr>
<th>Sugar Concentration (M)</th>
<th>Mannitol</th>
<th>Maltose</th>
<th>Sucrose</th>
<th>Trehalose</th>
<th>Sugar Concentration (M)</th>
<th>Cloud-point using HSDSC for Raffinose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>33.7</td>
<td>33.7</td>
<td>34.0</td>
<td>33.7</td>
<td>0.02</td>
<td>34.6</td>
</tr>
<tr>
<td>0.2</td>
<td>32.7</td>
<td>32.2</td>
<td>32.9</td>
<td>32.3</td>
<td>0.04</td>
<td>34.2</td>
</tr>
<tr>
<td>0.3</td>
<td>31.9</td>
<td>31.2</td>
<td>32.0</td>
<td>31.0</td>
<td>0.06</td>
<td>33.7</td>
</tr>
<tr>
<td>0.4</td>
<td>31.4</td>
<td>29.4</td>
<td>30.9</td>
<td>29.6</td>
<td>0.08</td>
<td>33.4</td>
</tr>
<tr>
<td>0.5</td>
<td>30.7</td>
<td>28.3</td>
<td>29.8</td>
<td>27.9</td>
<td>0.1</td>
<td>33.4</td>
</tr>
<tr>
<td>0.6</td>
<td>28.3</td>
<td>26.3</td>
<td>28.8</td>
<td>26.5</td>
<td>0.12</td>
<td>33.0</td>
</tr>
<tr>
<td>0.7</td>
<td>28.3</td>
<td>24.2</td>
<td>27.1</td>
<td>24.8</td>
<td>0.14</td>
<td>31.9</td>
</tr>
<tr>
<td>0.8</td>
<td>27.6</td>
<td>23.5</td>
<td>26.0</td>
<td>23.0</td>
<td>0.16</td>
<td>31.9</td>
</tr>
<tr>
<td>0.9</td>
<td>24.8</td>
<td>21.2</td>
<td>26.0</td>
<td>21.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>24.5</td>
<td>20.7</td>
<td>24.7</td>
<td>20.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cloud-point for 10 mg mL\(^{-1}\) PPG solution without addition of any sugar by HSDSC is 34.5°C

Figure 6.13 Change in the cloud-point obtained using turbidity and HSDSC measurements of the aqueous PPG solutions with the addition of different concentrations of sugars.
The data obtained for these sugars was then fitted to a two-state transition model using Scientist software to obtain the value of the change in $T_{1/2}$, the aggregation number (n), van’t Hoff enthalpy change ($\Delta H_{vH}$), calorimetric enthalpy change ($\Delta H_{cal}$) and the change in the excess heat capacity ($\Delta C_P$) for the different sugar solutions. These values were substituted in Equation 6.1 to find the value of $\alpha$. $\alpha$ gives the indication of the progress of the reaction, in other terms, the amount of PPG that has undergone phase-separation.

$$\alpha(T)0.5^{n-1} = \exp \left( \frac{\Delta H_{vH} \left( \frac{T_1}{T} \right) \left( 1 - \frac{1}{T} \right)}{R} + \frac{\Delta C_P \left( \frac{T_1}{T} \right)}{R} \left( \ln \left( \frac{T}{T_1} \right) + \frac{\frac{T_1}{T}}{T_1 - 1} \right) \right)$$ (6.1)

R in this equation is the gas constant.

Table 6.5 shows the change in the aggregation number for the PPG solutions as the sugar concentration changes. Aggregation number seems to decrease with the increasing sugar concentration in the solutions. The data shows that keeping the PPG concentration constant but changing the sugar concentration has the same effect on the $T_m$ of the system as increasing the total PPG concentration in solution but the effect of n seems to be opposite. Increasing the PPG concentration increases n but increasing the sugar concentration with a constant PPG concentration decreases n.
Table 6.5 Change in aggregation number with the change in sugar concentration in aqueous PPG solutions.

<table>
<thead>
<tr>
<th>Sugar Concentration (M)</th>
<th>Change in n</th>
<th>Sugar Concentration (M)</th>
<th>Change in n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>35</td>
<td>27</td>
<td>38</td>
</tr>
<tr>
<td>0.2</td>
<td>28</td>
<td>25</td>
<td>38</td>
</tr>
<tr>
<td>0.3</td>
<td>26</td>
<td>23</td>
<td>35</td>
</tr>
<tr>
<td>0.4</td>
<td>27</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td>0.5</td>
<td>24</td>
<td>27</td>
<td>36</td>
</tr>
<tr>
<td>0.6</td>
<td>23</td>
<td>23</td>
<td>28</td>
</tr>
<tr>
<td>0.7</td>
<td>21</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>0.8</td>
<td>18</td>
<td>16</td>
<td>34</td>
</tr>
<tr>
<td>0.9</td>
<td>14</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>17</td>
<td>27</td>
</tr>
</tbody>
</table>

The data in this chapter shows that sugars reduce the $T_m$ of the aqueous PPG solutions. The cloud-point and the $T_{1/2}$ data shows that for the low concentration sugars, the cloud-point and the $T_{1/2}$ is slightly higher than the temperature of PPG solution without the addition of any sugar. This could be because at low sugar concentrations, the sugar molecules are not concentrated enough to change the water structure around the polymer. But as the concentration of sugar increases, the $T_m$ values are decreased due to the hydrophobic interactions mentioned earlier.

Table 6.6 shows the $\alpha$ values at different sugar concentrations and Fig. 6.14 shows the plot of the change in $\alpha$ value with the change in the concentration of the sugar added. The data shows that the amount of phase-separated PPG increases with the increase in the sugar concentration but the effect on the change in the amount of the phase-separated PPG is greatest upon the addition of maltose and trehalose. This is also in agreement with the greatest effect of maltose and trehalose on reducing the $T_m$ of the PPG solution. Raffinose also has a great effect on
increasing the amount of the PPG phase-separation upon heating, but the low solubility makes the use of this sugar non-ideal.

**Table 6.6** Change in $\alpha$ value for different sugars with the change in the sugar concentration.

<table>
<thead>
<tr>
<th>Sugar Concentration (M)</th>
<th>Maltose</th>
<th>Mannitol</th>
<th>Sucrose</th>
<th>Trehalose</th>
<th>Sugar Concentration (M)</th>
<th>Raffinose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.14</td>
<td>0.11</td>
<td>0.09</td>
<td>0.10</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>0.2</td>
<td>0.21</td>
<td>0.15</td>
<td>0.12</td>
<td>0.17</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>0.29</td>
<td>0.20</td>
<td>0.20</td>
<td>0.24</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>0.4</td>
<td>0.36</td>
<td>0.24</td>
<td>0.24</td>
<td>0.30</td>
<td>0.08</td>
<td>0.13</td>
</tr>
<tr>
<td>0.5</td>
<td>0.40</td>
<td>0.29</td>
<td>0.26</td>
<td>0.41</td>
<td>0.1</td>
<td>0.14</td>
</tr>
<tr>
<td>0.6</td>
<td>0.49</td>
<td>0.33</td>
<td>0.38</td>
<td>0.47</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>0.7</td>
<td>0.59</td>
<td>0.36</td>
<td>0.50</td>
<td>0.56</td>
<td>0.14</td>
<td>0.24</td>
</tr>
<tr>
<td>0.8</td>
<td>0.62</td>
<td>0.46</td>
<td>0.44</td>
<td>0.62</td>
<td>0.16</td>
<td>0.27</td>
</tr>
<tr>
<td>0.9</td>
<td>0.66</td>
<td>0.51</td>
<td>0.51</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.62</td>
<td>0.55</td>
<td>0.52</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6.14** Amount of phase-separated PPG ($\alpha$) for different sugars with the change in the total sugar concentration.
Addition of sugars should also decrease the dielectric constant of the solutions by decreasing the polarity of these solutions, but this has not been tested in this research. The effect exhibited by raffinose should be lower than other sugars since raffinose is an oligosaccharide but mannitol being a monosaccharide should have a greater effect in lowering the dielectric constant. No work has been undertaken in this research to support this statement but work done by other researchers suggests the validity of this statement (Roebuck et al. 1972). Research has also shown that the solubility of semi-polar drugs increases in solutions with low dielectric constant, since they have low polarity (Paruta 1964), so the ability of sugars to change the dielectric constant can be utilised in solubility studies.

6.4 Conclusions

The research conducted here shows that sugars can be added to aqueous PPG solutions to decrease the $T_m$ of aqueous two-phase system to ambient. HSDSC signals obtained for these systems with addition of sugars show asymmetry with a negative change in heat capacity showing aggregation and disruption of the hydrogen bonded network. The values of $\alpha$ obtained show an increase in the amount of phase-separated PPG with an increase in the sugar concentration as the temperature increases. Sugars upon addition to these systems hydrate themselves to form large entities. They are kosmotropic, structure making, and thus favour the formation of aggregates for molecules like PPG via hydrophobic interaction. The greater the amount of sugar added to the system, the lower would be the amount of water in the bulk due to the fact that sugar molecules strongly hydrogen bond to water and form hydration shells around them. This decrease in entropy is compensated by the release of water to the bulk via phase separation of PPG. So the presence of sugars in the PPG systems increases the necessity of the system to phase-separate. The cloud-point data showed a demixing process which is linked to aggregation showed by HSDSC due to the increase in the absorbance which means big particles are formed which attenuate the monochromatic light passing through the sample.
The cloud-point decreased with an increase in concentration of sugar; again showing the effect of sugars as kosmotropes on the aqueous PPG systems.

Trehalose and maltose have a greater effect on reducing the $T_m$ and increasing the amount of phase-separated PPG over the other two sugars; mannitol and sucrose. Raffinose however has the greatest effect but is non-ideal due to its high cost and low solubility.

The data obtained in this research fits in with previous studies of the effects of sugars upon LCST in other polymer systems such as pluronics, PNIPAM and PEG. The effect of two saccharides; maltose and glucose was studied in a set of pluronics and PNIPAM solutions. The effect of sugars on $T_m$ increased in general with the increase in sugar concentration which is what was observed in this research (Kim et al. 1995). The effect of various sugars on the cloud-point of aqueous PEG solutions has also been studied and the presence of sugars seems to decrease the cloud-point of these solutions (Sjoeberg et al. 1989). The effect of glucose on the DSC transitions of aqueous PNIPAM solutions has also been studied where glucose seemed to have an effect on the $T_m$ but the effect on the heat capacity change of the transition with the increase in glucose concentration was not observed (Shpigelman et al. 2008) which is similar to the HSDSC data found in this research.

Hence we can conclude that sugars are capable of reducing the $T_m$ and increasing the amount of phase-separation in aqueous solutions of PPG. The effect of sugars on the solubility of drugs in these two-phase systems is yet to be studied together with dielectric studies on PPG solutions with the addition of sugars.
Chapter 7: Use of PPG as a Solubilising Agent for Naphthalene

7.1 Introduction

The majority of clinically used drugs display their short half-lives in the bloodstream and high overall clearance rates. More than 80% of the drugs available in the market are small molecular weight molecules; these drugs typically interact via multiple binding sites and diffuse rapidly all over the body without selectivity. Therefore, a relatively small amount of the drug reaches the target site, while the non-selective distribution in the body leads to undesired side effects. The applied dose of the drug is reduced to avoid these side effects, thus the full therapeutic potential of the drug is not achieved. The foregoing disadvantages are especially pronounced with drugs that exhibit a narrow therapeutic index. Furthermore, many of the drugs are hydrophobic and therefore have limited aqueous solubility. In relation to such drugs “polymeric architectures” may provide a solution in relation to their delivery because of their resemblance to natural carriers such as serum lipoproteins (Gupta et al. 2012, Kim & Lee 2001). Improving the therapeutic index of drugs via the use of new drug-delivery concepts is a major driving force in polymer therapeutics (Duncan 2003; Gros et al. 1981). Polyether based amphiphiles have been used successfully as drug delivery vehicles because of their beneficial effects such as low toxicity, good chemical stability, high water solubility and other reasons (Gupta et al. 2012). This work tests the use of an aqueous two phase PPG system as a solubilizing agent for a hydrophobic compound naphthalene.

Thermoresponsive amphiphilic poly(ethylene oxide)-poly(propylene oxide) block copolymers have been broadly studied as hydrosolubilisers for poorly water-soluble drugs (Passerini et al. 2002; Shin & Cho 1997; Kadam et al. 2009). The hydro-solubilisation of drugs is strongly dependent upon the formation of micelles (Dong et al. 2004). In particular, more hydrophobic derivatives having low EO/PO ratio show higher solubilisation capacity. The PPG block plays an important role in the micellisation process as it is driven by the entropy gain and the free
energy of micellization. The release of the water molecules that hydrate the PPG leads to the entropy gain (Alexandridis et al. 1994). The formation of micelles or aggregates provides a hydrophobic environment that is dispersed throughout the aqueous phase where hydrophobic compounds can be transferred which increases the apparent aqueous solubility of these hydrophobic compounds/drugs. Previous HSDSC studies together with the other experiments conducted show the ability of PPG to form aggregates in water upon heating. In this Chapter the use of PPG as a potential solubilizing agent to increase the solubility of a model hydrophobic drug is reported.

In this study, naphthalene was used as a model hydrophobic organic compound to study the effect of PPG on the solubility of naphthalene as a function of temperature. Naphthalene has been used in the study because the naphthalenediimide (NDI) scaffold is present in many anti-cancer agents that interact with DNA as intercalators and so it serves as a simple model drug to test the change in solubility with the formation of PPG aggregates (Milelli et al. 2012). Naphthalene (Fig. 7.1) is very hydrophobic and hence the solubility in water is very low at room temperature, ranging between 30-40 mg L\(^{-1}\) (Mitchell 1926) at 25°C.

![Structure of naphthalene](image)

**Figure 7.1** Structure of naphthalene.

Enhancement of naphthalene solubility has been studied previously in the aqueous solutions of several poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) triblock copolymers
by various researchers (Horský & Walterová 2005; Su & Liu 2003; Paterson et al. 1999). These block copolymers differ from each other in terms of the block sizes which changes their HLB index. It has been shown that the incorporation of the naphthalene inside the core of the micelles formed by these block copolymers are responsible for the increase of the solubility of naphthalene. The formation of micelles by block copolymers creates a hydrophobic environment dispersed throughout the aqueous phase into which hydrophobic organic compounds (HOC’s) are able to transfer. This increases their apparent aqueous solubility. However some research also suggests that the interaction between these block copolymers and naphthalene at concentrations below the CMC is also responsible for its solubility enhancement (Paterson et al. 1999). Paterson et al. (1999) studied the enhancement in solubility of naphthalene in various aqueous copolymer solutions that had the same length of the PO block but varying EO block lengths. They studied P103, P105 and P108 copolymers where the hydrophobicity decreased in the order of P103>P105>P108 and the solubility enhancement decreased in the same order. They concluded that the hydrophilicity of the copolymers played a role in the solubility of HOC and more hydrophilic compounds produced a slightly less favourable environment for the solubility of these drugs (Paterson et al. 1999). Hurter and Hatton (1992) have also shown that hydrophobicity leads to the increase in the solubility of hydrophobic drug. Modelling studies also demonstrated that as the fraction of EO increases, with the PO composition being held constant, the micellar size decreased because of the reduction in the core size and the aggregation numbers. Since the solubility of naphthalene is only confined to the hydrophobic core of the polymeric micelles a decrease in the core size would lead to the reduction of the naphthalene solubility (Paterson et al. 1999). It has also been reported that systems undergoing phase-separation dramatically enhance the solubility of naphthalene. Phase-separation reflects the formation of a large number of micelles or aggregates just below this temperature. So systems undergoing phase-separation (clouding)
have a high solubilisation capacity. L92 which has an EO content of 20% and a fairly large PO block is the most effective polymeric surfactant for enhancing the solubility of naphthalene (Rosen 1989). In this research the effect of the aggregation of PPG on the solubility of naphthalene was assessed. PPG solutions phase separate in water upon heating which led to an examination of whether or not this phase separation has an effect on the change in the solubility of naphthalene.

The solubilisation properties of polymeric micelles are usually expressed in terms of micelle-water partition coefficients defined as the ratio between the concentration of the solubilizate inside the micelle to the concentration of the solubilizate that is molecularly dispersed in the aqueous phase. The solubilisation capacity can be expressed either in the form of the volume or mass fraction of the solubilizate in the micellar core, as the number of moles solubilized per gram of hydrophobic block or as the molar solubilisation ratio (MSR); that is the molar ratio of the moles of the guest molecule to the moles of polymer molecules in the aggregate (Nagarajan 2001; Riess 2003).

7.2 Experimental

7.2.1 Materials

PPG M_n ~ 1000 (Sigma Aldrich, U.K.) was used as received. Naphthalene (99% grade) was obtained from Sigma Aldrich, U.K. and used as received. Polymer solutions were prepared using deionised water. Acetonitrile (ACN) (HPLC grade, Cat. No. A/0627/17, Batch: 0619526) was obtained from Fisher Scientific, U.K. A degassing station was used (Millipore) with a HVLP filter of 0.45 μm.
7.2.2 Methods

7.2.2.1 High Performance Liquid Chromatography


Manufacturer: Agilent Technologies

Software (control & analysis): Agilent Chemstate B.03.01(317)

The solubilisation experiments were carried out by preparing saturated solutions of naphthalene. A stock solution of 1000 μg mL⁻¹ of naphthalene in acetonitrile was used to make the standards for the calibration on HPLC. 1, 3 and 5 mg mL⁻¹ solutions of PPG in water were prepared in deionised water and naphthalene was added to these solutions. Saturation was inferred from the continuing presence of a separate solid naphthalene crystalline phase upon heating of the samples using a thermostatically controlled water bath. These samples were shaken at 100 rpm in a temperature controlled shaker for 4 hours. Samples were collected at various temperature points and 1 mL supernatant of each sample was collected and inserted into an empty vial. 1 mL of ACN was washed through the pipette tip and added into the sample collected to stabilise the naphthalene solution. Each temperature controlled point was repeated 3 times. A separate set of saturated naphthalene solutions in deionised water were also prepared. These solutions were also collected as a function of temperature with each temperature point being repeated 3 times. These samples were then analysed using HPLC with a variable wavelength detector at 254 nm which was set for naphthalene detection. The column used for HPLC experiments was XTerra® RP 18, 3.5 μm particle size, 4.6 mm x150 mm column was used. The mobile phase, 70% ACN and 30% water, was degassed prior to starting the experiments because the HPLC detector is sensitive to gas bubbles in the mobile phase. Prior to the measurements, the purge valve was opened for 5 min at 2 mL min⁻¹ flow rate to
allow the removal of any leftover residues from the previous experiments. The valve was then closed and the flow rate was decreased to 0.5 mL min\(^{-1}\) for 10 min and then increased to 1.0 mL min\(^{-1}\) for 20 min for stabilization. The injection volume used was 20 μL, experiments were conducted at room temperature using a run time of 4.5 min.

### 7.3 Results and Discussion

Table 7.1 shows the data obtained for the solubility of naphthalene at three different PPG concentrations. The data for each of the PPG solutions (1, 3 and 5mg mL\(^{-1}\)) was plotted as the ratio of the total solubility of naphthalene in the PPG solution to the solubility of naphthalene in water solution (Figs. 7.2, 7.3 and 7.4). Fig. 7.2 shows a clear break in the data for the 1 mg mL\(^{-1}\) solution at about 42°C signifying the boundary between the phase-separated system and the homogeneous (one) phase system. No such boundaries occur at the other concentrations of PPG (Figs. 7.3 and 7.4) as the onset of phase separation occurs at lower temperatures than the temperature used for analysis.

**Table 7.1** Apparent naphthalene concentration in aqueous PPG solutions as a function of PPG concentration and temperature.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>1 mg mL(^{-1}) PPG solution</th>
<th>3 mg mL(^{-1}) PPG solution</th>
<th>5 mg mL(^{-1}) PPG solution</th>
<th>Water (No PPG)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Concentration of naphthalene (μg mL(^{-1}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>40.45</td>
<td>37.23</td>
<td>44.03</td>
<td>40.41</td>
</tr>
<tr>
<td>35</td>
<td>48.31</td>
<td>67.64</td>
<td>99.02</td>
<td>50.93</td>
</tr>
<tr>
<td>38</td>
<td>62.02</td>
<td>163.4</td>
<td>310.59</td>
<td>54.82</td>
</tr>
<tr>
<td>40</td>
<td>61.53</td>
<td>122.7</td>
<td>218.51</td>
<td>56.59</td>
</tr>
<tr>
<td>42</td>
<td>82.18</td>
<td>211.08</td>
<td>324.17</td>
<td>70.06</td>
</tr>
<tr>
<td>45</td>
<td>121.16</td>
<td>297.57</td>
<td>484.92</td>
<td>80.87</td>
</tr>
<tr>
<td>48</td>
<td>165.69</td>
<td>465</td>
<td>563.42</td>
<td>86.43</td>
</tr>
<tr>
<td>52</td>
<td>241.15</td>
<td>665.82</td>
<td>908.73</td>
<td>93.14</td>
</tr>
<tr>
<td>65</td>
<td>584.73</td>
<td>1550.91</td>
<td>1759.6</td>
<td>140.57</td>
</tr>
<tr>
<td>70</td>
<td>906.62</td>
<td>2219.29</td>
<td>2110.4</td>
<td>173.63</td>
</tr>
</tbody>
</table>
Figure 7.2 Data obtained for naphthalene solubilisation in 1 mg mL\(^{-1}\) solution of PPG.

Figure 7.3 Data obtained for naphthalene solubilisation in 3 mg mL\(^{-1}\) solution of PPG. The data point at 30°C is part of the low temperature pre-phase separation data.
Figure 7.4 Data obtained for naphthalene solubilisation in 5 mg mL\(^{-1}\) solution of PPG. The data point at 70°C was treated as an outlier.

Data for naphthalene solubility in 1 mg mL\(^{-1}\), and use the following model can describe the solubilisation of naphthalene in aqueous solutions of PPG:

\[
S^* = S_{aq} + S_{PPG} \frac{n_{PPG}}{V_w}
\]  

(7.1)

\(S^*\) represents the apparent aqueous solubility of naphthalene in the aqueous two-phase system (it has the units of mole of naphthalene per unit volume of water). \(S_{aq}\) is the aqueous saturated solubility of naphthalene (it has the units of mole of naphthalene per unit volume of water). \(S_{PPG}\) is the solubility of naphthalene in the separated PPG phase. The last term, which denotes the moles of phase separated PPG per unit volume of water is included to make the second term dimensionally consistent with the units of the other two terms.

We can obtain an expression for \(S_{PPG}\):

\[
K_p = \frac{S_{PPG}}{S_{aq}}
\]  

(7.2)
or

\[ S_{PPG} = K_p \times S_{aq} \]

\( K_p \) is the equilibrium constant or partition coefficient for the equilibrium distribution of naphthalene between water and the separated PPG phase.

Substituting equation 7.2 into 7.1 gives:

\[ S^* = S_{aq} + K_p \times S_{aq} \frac{n_{PPG}}{V_w} \]  \hspace{1cm} (7.3)

If we divide equation 7.3 by \( S_{aq} \), we obtain expression 7.4 for the solubility enhancement \( \frac{S^*}{S_{aq}} \):

\[ \frac{S^*}{S_{aq}} = 1 + K_p \frac{n_{PPG}}{V_w} \]  \hspace{1cm} (7.4)

The final term \( \frac{n_{PPG}}{V_w} \) is given by equation 7.5:

\[ \frac{n_{PPG}}{V_w} = C\alpha \]  \hspace{1cm} (7.5)

Where \( \alpha \) is the fraction of PPG that has undergone phase separation and \( C \) is the original aqueous concentration of PPG.

\( \alpha \) is an unknown term in the above equation and its values can be obtained from the thermodynamic parameters we have measured for PPG phase separation in previous chapters.

If the temperature induced phase separation of PPG is thermodynamically controlled and phase separation can be described by an aggregation process, a value for \( \alpha \) can be obtained in the following way.

\[ K(T) = \left[ \frac{x_n}{[x]} \right]^n = \frac{C\alpha}{n} \frac{\left( C(1 - \alpha) \right)^n}{(C(1 - \alpha))^n} \]  \hspace{1cm} (7.6)

\( K(T) \) is the equilibrium constant and \( n \) is the aggregation number.
The temperature dependence of the equilibrium constant is given by the van’t Hoff expression 7.7:

\[
K(T) = \left( \frac{\partial \left( \frac{\Delta H_v H + \Delta C_p (T - T_{ref})}{RT^2} \right)}{\partial T} \right)_{np}
\]

(7.7)

\(\Delta H_v H\) is the van’t Hoff enthalpy, \(\Delta C_p\) is the heat capacity change for the process (the difference between the heat capacity of the system before and after phase separation and \(T_{ref}\) is a reference temperature (the temperature at which half the PPG molecules have undergone phase separation).

Integration of equation 7.7 gives equation 7.8:

\[
\frac{K(T)}{K(T_{ref})} = \exp \left( \frac{\Delta H_v H}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) + \frac{\Delta C_p}{R} \left( \ln \left( \frac{T}{T_{ref}} \right) + \frac{T_{ref}}{T} - 1 \right) \right)
\]

(7.8)

The expression \(\frac{K(T)}{K(T_{ref})}\) can be reduced down to give equation 7.9:

\[
\frac{K(T)}{K(T_{ref})} = \frac{C_\alpha}{n} \frac{(1 - \alpha)^n}{(C^n)^n (0.5C)^n} = \frac{C_\alpha}{n} \frac{(1 - \alpha)^n}{(C^n)^n}
\]

(7.9)

Combining 7.8 and 7.9 gives:

\[
\frac{\alpha (0.5)^{n-1}}{(1 - \alpha)^n} = \exp \left( \frac{\Delta H_v H}{R} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right) + \frac{\Delta C_p}{R} \left( \ln \left( \frac{T}{T_{ref}} \right) + \frac{T_{ref}}{T} - 1 \right) \right)
\]

(7.10)

Before the effect of temperature can be simulated in relation to the solubilisation of naphthalene, it must be noted that \(K_p\) the partition coefficient is also temperature dependent. Assuming that the heat capacity term for the partitioning is negligible over the temperature of the experiment, then;
\[ K_p(T) = K_p(298.15) \times \exp \left( \frac{\Delta H_{vH}}{R} \left( \frac{1}{298.15} - \frac{1}{T} \right) \right) \]  
(7.11)

in which 298.15K is the reference temperature.

Fig. 7.5 shows a simulated output using random guess values. The enthalpy for partitioning is assumed to be endothermic with a value of 30 kJ mol\(^{-1}\), which seems too high. The partition coefficient is assumed to be 4, which seems too low. However it gives output similar to that in Fig. 7.1.

**Figure 7.5** A simulated output for the effect of temperature on the apparent aqueous solubility of naphthalene in the two-phase system for \(1\) mg mL\(^{-1}\) PPG solution using the two-state aggregation model.

The measurements conducted by HSDSC (Chapter 5) for the different concentrations of aqueous solutions of PPG gave information about the onset temperature for the phase-
separation phenomenon in these systems. The data for 1 mg mL\(^{-1}\) PPG solution by HSDSC gave an onset temperature of around 45°C for the aggregation transition. The solubility enhancement data for 1 mg mL\(^{-1}\) PPG solution (Fig. 7.2) shows a break and solubility enhancement between the 42 and 45°C. There is a slight increase in the solubility below the onset of phase-separation, suggesting that the unimeric/unaggregated chains of PPG might also be binding with the naphthalene increasing the total apparent solubility in the non-phase separated system. This is because naphthalene is a hydrophobic organic compound which probably favours the interaction with hydrophobic PPG molecules compared to the polar water molecules. But as the solution is heated up to a temperature where it starts phase separating due to the disruption of the water-PPG lattice and PPG rich droplets start to appear and grow. This process involves the exclusion of water from around the polymer chains according to the model proposed by Carlsson and Linse, where the PPG conformation changes from non-polar high energy conformation upon mixing with water to polar low energy conformations. But as the solution is heated, polymer chains aggregate and become non-polar (Carlsson et al. 1995). This transition must form spaces or voids from which water molecules are excluded. These are the spaces where naphthalene molecules are accommodated, increasing the apparent aqueous solubility of the PPG solution. The simulated output (Fig. 7.5) obtained using the solubility model above for 1 mg mL\(^{-1}\) PPG solution gave a similar output as the experimental data (Fig. 7.2). The simulated output used the mass-action aggregation model to obtain the value for \(\alpha\), the rate of progression of the reaction. Since both the experimental for solubility enhancement and the simulated data for apparent aqueous solubility enhancement follow the same trend, the increase in naphthalene solubility can be attributed to the formation of aggregates. However, the temperature break in the simulated data where the solubility enhancement occurs is a lot lower that the experimental data; that’s because the initial
assumptions made for the partitioning parameters to simulate the solubility curve are different to the actual partitioning parameters.

### 7.4 Conclusions

The data obtained for 1 mg mL\(^{-1}\) aqueous PPG solution shows an increase in the solubility of naphthalene with the increase in temperature but a break in the solubility enhancement at about 42°C can be observed. This temperature corresponds to the temperature where the aggregation process starts, observed from the HSDSC analysis for 1 mg mL\(^{-1}\) PPG solution. This data was then used to simulate an output for the apparent aqueous solubility of naphthalene for a 1 mg mL\(^{-1}\) solution. Since the simulated output is similar to the experimental output, this suggests that the phase-separation process and the enhancement of solubility due to partitioning must be thermodynamically controlled and due to formation of aggregates. The two-state aggregation model was used to simulate the data suggesting that formation of aggregates must be responsible for the solubility enhancement of naphthalene. The data obtained for 2 mg mL\(^{-1}\) and 5 mg mL\(^{-1}\) showed an increase in the solubility enhancement for naphthalene too but since the phase-separation starts at a much lower temperature for these concentrations, not enough data points were available for the low temperature pre-phase separated region to show a break in the solubility data. This study suggests that two-phase PPG system could be used as a solubilizing agent to enhance the solubility of the hydrophobic compound naphthalene. Use of this system to enhance solubility of hydrophobic drugs is yet to be tested.
CONCLUSIONS

The work presented herein demonstrates that it is possible to obtain a phase-diagram for PPG using HSDSC data. The physico-chemical information obtained from the thermal analytical techniques for different molecular masses of pure PPG (Chapter 4) provides a valuable database that has been missing in the literature. The investigation on the solutions of different molecular masses of PPG (Chapter 4), PPG $M_n \sim 1000$ (Chapter 5), effect of certain solutes on aqueous PPG solutions (Chapter 6) and the effectiveness of the use PPG as a solubilizing agent for naphthalene (Chapter 7), has helped to determine detailed information about the phase-separation behaviour of PPG solutions. The effect of the change of temperature, scan rate, concentration, different solvents and cosolutes on the phase-separation behaviour of PPG has been investigated. An attempt has been made to explain the phase-separation behaviour of PPG solutions based on existing phase-separation model by various researchers and the model suggested by Kjellander and Florin commends to the data obtained for the phase-separation of PPG systems. Use of sugars as cosolutes has been effective in lowering the phase-transition temperature of PPG solutions; with the effect of certain sugars on lowering the $T_m$ more than the others. The study involving naphthalene dissolution in PPG solutions has shown the capability of phase-separated PPG solution to significantly enhance naphthalene solubility.

Chapter 4 reported the physico-chemical and the solution properties of PPGs of molecular masses $M_n \sim 425, 725, 1000, 2000$ and $2700$. TGA studies helped to ascertain the stability of PPGs; $M_n \sim 425$ was found to be least stable out of the PPGs examined because of the lowest decomposition temperature of $293 \pm 1^\circ C$. DSC studies showed that liquid PPG samples generate an amorphous form upon cooling to $-90^\circ C$. The heat flow signal obtained from MDSC helped in the determination of $T_g$ (reversing signal) and showed enthalpy relaxation (non-reversing signal) exhibited by the samples. $T_g$ of PPGs increases with an increase in molecular
mass, with $T_g$ values between -74 to -70°C. The enthalpy relaxation decreases with the increase in molecular mass due to the higher viscosity of the higher molecular mass PPGs. A TSDC study was conducted on four PPGs out of the five; the output shows a glass transition relaxation process. The current intensity decreases and the temperature of the current maxima increases with an increase in the molecular mass, which gives information about molecular mobility. The experiments revealed a significant contribution of the hydroxyl groups in the total polarisation. Upon normalisation of the polarisation on the basis of number of moles of PPG used, a greater molecular mobility for larger molecular mass PPGs was observed. TW experiments showed a second relaxation process; $T_\rho$ after the $T_M$ observed for PPG 2700 which was not detected in other PPGs.

HSDSC signals for the PPGs can be fitted to a mass action aggregation model similar to ones that are used to describe micellar aggregation. The HSDSC signal reveals an aggregation process upon heating of the polymer solutions, which is the precursor of phase-separation. These aggregates become larger with temperature; the increase in size of the aggregates is a calorimmetrical silent process. The $T_m$ of the PPGs increases with a decrease in their molecular mass which is explained using Kjellander and Florin theory. Turbidity data further supported the hypothesis for an aggregation process, and the cloud-point decreases with an increase in molecular mass.

Chapter 5 reveals important phase-separation properties of PPG 1000 solutions. HSDSC signals indicate aggregation (asymmetry in the signal) with hydrophobe desolvation (larger pre-transitional heat capacity over the post-transitional heat capacity). The data is scan rate independent which reveals that the process is thermodynamically (and not kinetically) controlled. The $T_m$ decreases with an increase in PPG concentration which was explained using the Kjellander and Florin model. Hydrogen bonds in water-PPG lattice network upon heating
start to disrupt which is also seen by the turbidimetric data. The hypothesis of the phase-separation of PPGs by nucleation and growth is supported by the HSDSC and the turbidity data (which shows aggregation/nucleation) together with the HSM data where formation of discrete droplets which grow bigger in size (growth) was observed. DLS and SANS data further supports phase-separation by formation of PPG rich droplets dispersed in water. The HSDSC and turbidity data was used to find the concentration dependence on the phase-diagram for PPG in solution.

Chapter 6 reports the effect of five different sugars on the Tm and the phase-separation of PPG solutions. This study was conducted in order to assess if the Tm of the aqueous phase-separated two phase PPG 1000 system could be reduced to around ambient temperature by the addition of sugar molecules. Sugars act as kosmotropes; they reduce the Tm of the aqueous PPG solutions due to the preferential interaction of water with sugars and are also believed to increase the non-polar conformations of the polymer. Data suggests that the addition of sugars increase the activity of PPG or reduces the activity of water by reducing the amount of water available in bulk for hydrogen-bonding with PPG (by sugar's preferential interaction with water), thus promoting aggregation of PPG. The data in this chapter reveals a greater effect of raffinose compared to the other sugar molecules; maltose and trehalose seem to have the greatest effect on the Tm of PPG 1000 and they increase the extent of phase-separation (suggested from the α values). But raffinose, which displays poor solubility, is not an ideal sugar for reducing the Tm.

Chapter 7 reports the use of an aqueous two phase system created upon heating the PPG solution, for solubilizing naphthalene; 1, 3 and 5 mg mL⁻¹ aqueous PPG solutions were used to solubilize the model hydrophobic compound naphthalene. The use of PPG increases the solubility of naphthalene in all three PPG solutions but the data for 1 mg mL⁻¹ shows a clear
solubility enhancement break at about 42°C which corresponds to the start of the HSDSC transition, i.e. where the PPG 1000 system first starts to aggregate. The simulated output obtained using the two-state aggregation model for this data showed the same trend in increasing the apparent aqueous solubility of naphthalene as the experimental output indicating the role of phase-separation in increasing the solubility of naphthalene.
FUTURE WORK

• Use of PPG 2700 and study of its phase-separation behaviour. In the study conducted in this project, PPG 1000 was used and its solution properties were investigated. Chapter 4 reveals the lower transition temperature of PPG 2700. Use of sugars in lowering the $T_m$ of PPG 2700 could be effective in creating an aqueous two-phase system at ambient temperature at lower PPG concentration.

• Investigate the effect of sugar addition on naphthalene solubility in the aqueous PPG solutions. The effect of solubility enhancement of naphthalene using PPG 2700 in the presence of sugars could also be investigated. This would be an extensive study where the effect of the sugars in decreasing the $T_m$ of PPG 2700 would be initially investigated using HSDSC and turbidity measurements. The sugar which displayed the greatest effect would then be used to further investigate the solubility enhancement of naphthalene as a function of temperature.

• Test the solubility of hydrophobic drugs in aqueous PPG systems. The efficiency of PPG systems for solubility enhancement of hydrophobic drugs - such as the anti-cancer drugs paclitaxel and/or curcumin - could be useful in determining the potential use of these systems as drug delivery systems.

• Examine the HSDSC properties of mixtures of PPGs of different molecular mass with pluronics. HSDSC studies in aqueous solution in order to assess the phase transition properties would be interesting from a theoretical perspective in relation to the individual species.

• Investigate the effects of chaotropic agents, such as urea, guanidinium hydrochloride and salts (e.g. NaCl), and other kosmotropic agents. Such experiments would be conducted purely from a theoretical perspective in order to gain
further knowledge relating to the phase behaviour of PPGs of different molecular mass in the presence of co-solutes using e.g. HSDSC, turbidity and NMR measurements.
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APPENDICES

Examples of chromatograms for the study of naphthalene solubility in aqueous PPG solutions are attached below. Three samples for each temperature point were prepared and each sample examined twice by HPLC. The chromatograms shown below are for the following samples:

1) Water solution saturated with naphthalene at 42°C.

2) Aqueous 1 mg mL\(^{-1}\) PPG solutions saturated with naphthalene at 42°C.
1) Water Solution Saturated with Naphthalene at 42°C.

---

Data File: C:\CHEM2\DATA\NAPHTHALENES\EFF_LCNAPHTHALENES_2 2014-09-25 13-46-30\0916100001.D
Sample Name: w_42c

---

Acq. Operator : Saloni  Seq. Line : 1
Acq. Instrument : Instrument 1  Location : Vial 1
Injection Date : 9/25/2014 1:48:05 PM  Inj : 1
Inj Volume : 20 μl

---

Sequence File : C:\CHEM2\DATA\NAPHTHALENES\EFF_LCNAPHTHALENES_2 2014-09-25 13-46-30\0916100001.S
Method : C:\CHEM2\DATA\NAPHTHALENES\EFF_LCNAPHTHALENES_2 2014-09-25 13-46-30\0916100001.M
Last changed : 9/25/2014 12:45:07 PM by Saloni

---

Area Percent Report

---

Sorted By : Signal
Multiplier : 1.0000
Dilution : 1.0000
Use Multiplier & Solution Factor with TSTDs

Signal 1: W01 A, Wavelength=254 nm

Peak Estimate Type Width  Area  Height  Area
#  [min]  [min]  [AU] °C [AU]  %
---|-------|------|--------|----|-----|
1  3.63 | 0.08 | 778.20 | 138.37 | 100.00 |

Totals : 778.20 138.37

---

*** End of Report ***

---
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2) Aqueous 1 mg mL$^{-1}$ PPG Solutions Saturated with Naphthalene at 42°C.
**Gel Permeation Chromatography to Estimate the Molecular Mass of PPGs**

Gel permeation chromatography (GPC) was performed on PPG samples to estimate their molecular mass. GPC is a type of size exclusion chromatography used to separate analytes based on their size. So the smaller analytes are retained for longer inside the pores of the column and hence have a longer retention time and the bigger analytes have a shorter retention time.

**Instrument:** Gel Permeation Chromatography 1100 series

**Manufacturer:** Agilent Technologies, UK

**Column:** Styragel HR1 7.8 x 300 mm column, Waters, UK

**Software:** Chemstation A.10.02 (1757)

**Tetrahydrofuran:** Inhibitor-free, Chromasolv Plus, for HPLC, ≥99.9%, Sigma Aldrich, UK

**Calibration standards:** Polystyrene standard kit, Waters, UK

Samples were prepared in tetrahydrofuran (THF). Flow rate of 1 ml min⁻¹ was used to run the samples with the column temperature of 22°C and pressure of 23 bar. The polarity of refractive index detector (RID) was positive and only the signal from RID detector (signal 1) was used to estimate the retention time of PPG samples. 20 mg mL⁻¹ PPG samples used were prepared THF. Calibration standards were prepared in THF at a concentration of 0.05% w/v. Due to the lack of appropriate instrumentation and the columns; the molecular mass could only be estimated relative to the polystyrene calibration standards. Five polystyrene calibration standards were used to estimate the relative average molecular mass of PPGs used in this research. Polydispersity and the actual molecular mass could not be calculated due to the lack
of appropriate instrumentation and software. The chromatograms for the GPC standards and PPG samples are shown below.

The molecular masses obtained using GPC shown in the Table on page 216 may not correspond to the actual PPG molecular mass because of the possible inappropriate standards used for the experiments in relation to the chromatographic columns available and the software required for the analysis of the actual PPG molecular mass.
Chromatograms for THF and Polystyrene Standards

Sample Name: THF

Injection Date : 11/26/2014 11:45:15 AM Sample Name : THF
Polarity : Negative Flow : 1.0mL/min Pressure : 250psi
Column : Waters Acclaim 7.8μm 200x4.6mm column
Column Temp : 22 deg C Sample : 20μL

Data File: C:\CHRONIC\DATA\012614\05\DATA\1437D.D
Sample Name : THF
Polarity : Negative Flow : 1.0mL/min Pressure : 250psi
Column : Waters Acclaim 7.8μm 200x4.6mm column
Column Temp : 22 deg C Sample : 20μL

Signal 1: RID1 A, Retrospective Index Signal
Peak RetTime Width Area Height Area
---|---|---|---|---
1 0.133 SP 0.081 340.38664 70.29202 0.0864
2 5.405 VF 0.160 4.5485604 300.31059 6.0222
3 10.346 VF 0.252 4.7780605 3.1998601 74.3082
4 10.853 VB 0.274 4.5505601 700.15779 10.1480

Signal 2: WVD1 A, Wavelength=244 nm
Peak RetTime Width Area Height Area
---|---|---|---|---
1 10.648 ER 0.228 119.38349 80.08438 100.0640

GRT 11/26/2014 11:59:34 AM Seloni
Data File: C:\HPChem\DATA\POLYMER\SIGNAL84.D
Sample Name: STD580

Preliminary Results
Flow 1.0 mL/min
Pressure 23 bar
column: Waters hplc 7.8x300mm column
column at 22 degC
column in 20thf

Injection Date: 11/26/2014 3:25:21 PM
Sample Name: STD580
Location: -
Acq. Operator: Saloni
Acq. Instrument: HPLC
Method: C:\HPChem\METHODS\POLYMER.M
Last Changed: 11/26/2014 3:08:55 PM by Saloni

Signal 1: RID1 A, Refractive Index Signal

<table>
<thead>
<tr>
<th>#</th>
<th>RetTime</th>
<th>Width</th>
<th>Area 1</th>
<th>Height1</th>
<th>Area 2</th>
<th>Height2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.410</td>
<td>0.8819</td>
<td>9.92273e6</td>
<td>1.74699e4</td>
<td>17.9427</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7.573</td>
<td>0.1625</td>
<td>2.20431e6</td>
<td>1.89470e4</td>
<td>4.0265</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7.761</td>
<td>0.1922</td>
<td>2.85864e6</td>
<td>2.00435e4</td>
<td>5.2497</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8.064</td>
<td>0.2649</td>
<td>4.09007e6</td>
<td>2.17335e4</td>
<td>7.8366</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8.424</td>
<td>0.5641</td>
<td>6.66776e6</td>
<td>2.39186e4</td>
<td>12.1797</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>9.271</td>
<td>0.6094</td>
<td>1.17065e6</td>
<td>3.25362e4</td>
<td>21.5533</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9.961</td>
<td>0.7976</td>
<td>1.19036e6</td>
<td>2.67637e4</td>
<td>31.6584</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10.665</td>
<td>0.4196</td>
<td>5.24588e6</td>
<td>1.91097e4</td>
<td>9.5824</td>
<td></td>
</tr>
</tbody>
</table>

Totals: 5.47451e6 1.81022e5

Results obtained with enhanced integrator!
Red Free Velocity, Flow 1 mL/min, Pressure 33 mmHg
Column: 125 x 7.8 mm, 5 µm, column 80°C,
Sample: 2.5 mL He.

Data File: C:\RUESMID\1DATA\POLYMID\SIGNAL\75.0
Sample Name: STD 800

Injection Date: 11/26/2014 12:16:15 PM
Sample Name: STD 800
Location: -
Analyzer: Zetavac
Acq. Instrument: Zetavac
Method: C:\RUESMID\1METHODS\POLYMID.M
Last changed: 11/26/2014 12:16:15 PM by Saloni
[modified after [ removing ]

Area Percent Report

Signal 1: RDI A, Refractive Index Signal

Peak RetTime Type Width Area Height Area
(min) (min) (mmol) (mmol) %
1 7.665 MV 0.0745 1.1483e5 1.2578e4 22.782
2 7.753 MV 0.1902 8.2872e5 1.6333e4 5.745
3 5.651 MV 0.2782 5.8398e5 1.4367e4 9.546
4 9.248 BP 0.3872 6.2516e5 1.0659e4 21.097
5 9.302 MV 0.7368 1.1085e6 2.7730e4 27.594
6 10.635 MV 0.3976 6.5058e5 1.0951e4 12.091
Totals: 4.1500e6 1.2255e5
Results obtained with enhanced integrator!

Signal 2: WDI A, Wavelength=644 nm

SPC 11/26/2014 12:35:25 PM Saloni
Page 1 of 2
Sample Name: STEL330

Injection Date: 11/26/2014 11:09:44 AM
Sample Name: STEL330
Location: -
Acq. Operator: Saloni
Acq. Instrument: CIN
Method: C:CIPCED\1\METHODS\POLYMER.IM
Last checked: 11/26/2014 11:16:51 PM by Saloni
(modified after loading)

Area Percent Report

Signal 1: RH1 A, Refractive Index Signal

<table>
<thead>
<tr>
<th>Peak RetTime Type</th>
<th>Width</th>
<th>Area Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.229</td>
<td>9.2944</td>
<td>597.69765</td>
</tr>
<tr>
<td>2</td>
<td>0.525</td>
<td>6.11030046</td>
<td>1071.007397</td>
</tr>
<tr>
<td>3</td>
<td>0.565</td>
<td>4.4059165</td>
<td>1.8105504</td>
</tr>
<tr>
<td>4</td>
<td>0.631</td>
<td>5.0665</td>
<td>7.4005505</td>
</tr>
<tr>
<td>5</td>
<td>10.652</td>
<td>0.9460</td>
<td>2.857305</td>
</tr>
</tbody>
</table>

Totals: 1.509646 1.303516

Result obtained with enhanced integrator!

Signal 2: VN1 A, Wavelength-244 nm

<table>
<thead>
<tr>
<th>Peak RetTime Type</th>
<th>Width</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.506</td>
<td>0.1940</td>
<td>120.99720</td>
</tr>
<tr>
<td>2</td>
<td>10.693</td>
<td>0.222</td>
<td>697.09942</td>
</tr>
</tbody>
</table>

GFC 11/26/2014 1:22:33 PM Saloni

Page 1 of 4
**Sample Name:** STD1660  
**Injection Date:** 11/28/2014 3:10:45 PM  
**Location:** -  
**Acq. Operator:** Saloni  
**Acq. Instrument:** DMC  
**Method:** C:\HPChem\METHODS\POLYMER.M  
**Last Changed:** 11/28/2014 3:00:55 PM by Saloni  
*modified after loading*

---

### Area Percent Report

<table>
<thead>
<tr>
<th>Sorted By</th>
<th>Signal</th>
<th>Multiplier</th>
<th>1.0000</th>
<th>Dilution</th>
<th>1.0000</th>
<th>Use Multiplier &amp; Dilution Factor with ISTDs</th>
</tr>
</thead>
</table>

**Signal 1: RID1 A, Refractive Index Signal**

<table>
<thead>
<tr>
<th>Peak RetTime Type</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>[min]</td>
<td>[mAU]</td>
<td>[mAU]</td>
<td>%</td>
</tr>
<tr>
<td>1</td>
<td>6.453</td>
<td>0.4004</td>
<td>1837.0819</td>
<td>73.3029</td>
</tr>
<tr>
<td>2</td>
<td>9.293</td>
<td>0.3663</td>
<td>3.1331765</td>
<td>1.20477e4</td>
</tr>
<tr>
<td>3</td>
<td>9.755</td>
<td>0.7211</td>
<td>9.7150165</td>
<td>2.22859e4</td>
</tr>
<tr>
<td>4</td>
<td>10.677</td>
<td>0.3451</td>
<td>5.41857e5</td>
<td>2.45718e4</td>
</tr>
</tbody>
</table>

**Totals:** 1.03791e6 5.99737e4

Results obtained with enhanced integrator!

**Signal 2: RID1 A, Wavelength=244 nm**

<table>
<thead>
<tr>
<th>Peak RetTime Type</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>min</td>
<td></td>
<td>[min]</td>
<td>[mAU]</td>
</tr>
<tr>
<td>1</td>
<td>10.679</td>
<td>BE</td>
<td>0.2261</td>
<td>1145.11758</td>
</tr>
</tbody>
</table>

**Totals:** 1145.11758 77.51272

---

*GFC 11/26/2014 3:23:27 PM Saloni*  
*Page 1 of 2*
Data File: C:\HPChem1\DATA\POLYMER\SIGNAL851.D
Sample Name: STD2780

PIP: #e Polarity: C120 Cfmain Pressure 22bar
column: Waters hplc 7.8x300mm column
column at 22 deg C
sample in 20th
cel

Injection Date: 11/26/2014 2:42:50 PM
Sample Name: STD2780 Location: -
Acq. Operator: Saloni
Acq. Instrument: HPC
Method: C:\HPChem1\METHODS\POLYMER.M
Last Changed: 11/26/2014 12:16:51 PM by Saloni

[Graph showing peaks]

Area Percent Report

Sorted By: Signal
Multiplier: 1.0000
Dilution: 1.0000
Use Multiplier & Dilution Factor with ISTDs

Signal 1: RID1, Refractive Index Signal

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Type</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>[min]</td>
<td>[min]</td>
<td>[RU]</td>
<td>[RU]</td>
<td>[RU]</td>
<td>[RU]</td>
</tr>
<tr>
<td>1</td>
<td>6.166</td>
<td>0.3650</td>
<td>9.4436464</td>
<td>4059.41113</td>
<td>4.3568</td>
</tr>
<tr>
<td>2</td>
<td>9.273</td>
<td>0.8453</td>
<td>6.4403065</td>
<td>2.5203644</td>
<td>29.3019</td>
</tr>
<tr>
<td>3</td>
<td>9.962</td>
<td>0.7257</td>
<td>1.0292986</td>
<td>2.3653648</td>
<td>26.3634</td>
</tr>
<tr>
<td>4</td>
<td>10.642</td>
<td>0.4063</td>
<td>4.4020636</td>
<td>1.6729143</td>
<td>19.9792</td>
</tr>
</tbody>
</table>

Totals: 2.20065e6 6.95254e-4

Results obtained with enhanced integrator!

Signal 2: UV1, Wavelength=244 nm

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Type</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td># [min]</td>
<td>[min]</td>
<td>[RU]</td>
<td>[RU]</td>
<td>[RU]</td>
<td>[RU]</td>
</tr>
<tr>
<td>1</td>
<td>5.952</td>
<td>0.3453</td>
<td>376.33977</td>
<td>15.86482</td>
<td>39.2775</td>
</tr>
<tr>
<td>2</td>
<td>9.096</td>
<td>0.1423</td>
<td>159.27824</td>
<td>15.45590</td>
<td>16.6123</td>
</tr>
<tr>
<td>3</td>
<td>10.681</td>
<td>0.2176</td>
<td>422.55610</td>
<td>30.10188</td>
<td>44.0598</td>
</tr>
</tbody>
</table>

GFC 11/26/2014 2:55:36 PM Saloni
Chromatograms for 20 mg mL\(^{-1}\) PPG Samples

Data File: C:\\CHEM11\DATA\POLYMER\SIGNAL87.D
Sample Name: PPG 425 20mgML

HPLC Polarity: FLOW L.GmL/min Pressure 23bar
column Waters hplc 7.8x300mm column
column at 22 deg C MW ThF
Sample in 20thf

Injection Date: 11/26/2014 4:24:28 PM
Sample Name: PPG 425 20mgML Location: -
Acq. Operator: Saloni
Acq. Instrument: HPLC
Method: C:\\CHEM11\METHODS\POLYMER.M
Last changed: 11/26/2014 3:00:55 PM by Saloni (modified after loading)

RDI A, Refractive Index Signal (POLYMER\SIGNAL87.D)

WVDA A, Wavelength=244 nm (POLYMER\SIGNAL87.D)

Area Percent Report

Sorted By: Signal
Multiplier: 1.0000
Dilution: 1.0000
Use Multiplier & Dilution Factor with ISTDs

Signal 1: RDI A, Refractive Index Signal

Peak RetTime Type Width Area Height Ares
# Signal Signal [RTmm] [nm] [area]
--- ---- -------- -------- -------- --------
1 5.041 BV 0.5034 5.687355e4 1352.4010e 2.57759
2 7.455 UV 0.6230 1.247106e5 3.654368e5 36.5255
3 7.827 UV 0.1604 1.294506e5 1.321538e5 5.8964
4 8.121 UV 0.2214 1.206036e5 7712.5636e 5.4866
5 8.456 UV 0.5149 2.873786e5 6985.9010e 13.6445
6 9.693 UV 0.5019 1.028236e5 5485.0131e 4.6066
7 9.930 UV 0.4958 1.66186e5 5493.0434e 7.5325
8 10.628 UV 0.3478 9.5463946e4 4883.7858e 4.3270

Totals: 2.206254e5 8.13759e4

Results obtained with enhanced integrator!

HPLC 11/26/2014 4:37:05 PM Saloni
Data File C:\HPCHEM\DATA\POLYMER\SIGNAL89.D  
Sample Name: PPP 725 20MGHL

RID +ve Polarity, r1ov -1.0ml/min, Pressure 23bar
Column Waters 516.1x30mm column
Column at 22 deg C, WRV THF
Sample in 20th

Injection Date : 11/26/2014 4:53:15 PM
Sample Name : PPP 725 20MGHL  
Location : -
Acq. Operator : Salomi
Acq. Instrument : HP
Method : C:\HPCHEM\METHODS\POLYMER.M
Last changed : 11/26/2014 3:00:35 PM by Salomi

Area Percent Report

Sorted By : Signal
Multiplier : 1.0000
Dilution : 1.0000
Use Multiplier & Dilution Factor with ISTDs

Signal 1: RID A; Refractive Index Signal

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5.8000</td>
<td>0.5051</td>
<td>1.123532e5</td>
<td>2269.00E04</td>
</tr>
<tr>
<td>2</td>
<td>6.8649</td>
<td>0.6561</td>
<td>1.45840e6</td>
<td>3.1830E04</td>
</tr>
<tr>
<td>3</td>
<td>8.4011</td>
<td>0.6198</td>
<td>7.429976e5</td>
<td>1.1251E00</td>
</tr>
<tr>
<td>4</td>
<td>9.8934</td>
<td>0.7630</td>
<td>7.192026e6</td>
<td>1.3619E04</td>
</tr>
<tr>
<td>5</td>
<td>10.6511</td>
<td>0.3517</td>
<td>2.66057e5</td>
<td>1.2298E04</td>
</tr>
</tbody>
</table>

Totals: 7.30758e6 7.19381e4

Results obtained with enhanced integrator!

Signal 2: UV1 A, Wavelength=244 nm

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>8.2545</td>
<td>0.1678</td>
<td>161.34344</td>
<td>15.86514</td>
</tr>
<tr>
<td>2</td>
<td>10.6777</td>
<td>0.2185</td>
<td>567.19319</td>
<td>41.58689</td>
</tr>
</tbody>
</table>

GPC 11/26/2014 5:05:52 PM Salomi
Data File C:\HPChem\1\DATA\POLYMER\SIGNALS\D
Sample Name: PFG 1000 20MGML

RID +ve Polarity, rflow 1.0ml/min Pressure 23bar
column Waters hplc 7.8x300mm column
column at 22 deg C MUP THF
Sample in 20thf

Injection Date : 11/26/2014 5:21:02 PM
Sample Name : PFG 1000 20MGML Location : -
Anal. Operator : Salomi
Anal. Instrument : D500
Method : C:\HPChem\METHODS\POLYMER.M
Last Changed : 11/26/2014 3:00:45 PM by Salomi

Area Percent Report

Sorted By : Signal
Multiplier : 1.0000
Dilution : 1.0000
Use Multiplier & Dilution Factor with ISTDs

Signal 1: RID A, Refractive Index Signal

Peak RetTime Type Width Area Height Acres
# Fail1 Fail2 fnRtFt fnRT1 fnRT2 fnRT3
1 6.685 BV 0.4669 1.23946e5 4.18128e4 52.4624
2 7.787 VV 0.1628 3.96135e4 3487.42163 1.9135
3 7.922 VV 0.1714 4.62989e4 3821.19434 2.2337
4 8.457 YV 0.6273 3.50086e5 6942.77588 16.9114
5 9.655 VV 0.2622 1.00408e5 5342.38428 4.8593
6 9.943 VV 0.4973 1.53614e5 5175.71026 7.5145
7 10.647 VV 0.5475 6.47529e4 3985.26585 4.0541

Totals : 2.07013e6 7.05755e4

Results obtained with enhanced integrator!
Data File: C:\HPCHEM\DATA\POLYMER\SIGNALS.D  Sample Name: PFG 2000 20MGML

 Injection Date: 11/26/2014 5:49:08 PM  Sample Name: PFG 2000 20MGML  Location: -
 Method: C:\HPCHEM\METHODS\POLYMER.M  Last Changed: 11/26/2014 3:00:55 PM by Salomi

Area Percent Report

Signal 1: RID1 A, Refractive Index Signal (POLYMER:RISIGNALS.D)

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>[min]</td>
<td>[nRIP]</td>
<td>[mAU]</td>
<td>[nRIP]</td>
<td>[mAU]</td>
</tr>
<tr>
<td>1</td>
<td>6.102</td>
<td>0.3152</td>
<td>9.0274</td>
<td>6429.6357</td>
</tr>
<tr>
<td>2</td>
<td>8.471</td>
<td>0.4954</td>
<td>3.1010</td>
<td>6974.1708</td>
</tr>
<tr>
<td>3</td>
<td>9.451</td>
<td>0.2054</td>
<td>2.0969</td>
<td>5195.9984</td>
</tr>
<tr>
<td>4</td>
<td>9.819</td>
<td>0.7514</td>
<td>1.1123</td>
<td>5623.4206</td>
</tr>
<tr>
<td>5</td>
<td>10.682</td>
<td>0.3524</td>
<td>5.3732</td>
<td>2.477354</td>
</tr>
</tbody>
</table>

Totals: 2.3576765 8.141154

Results obtained with enhanced integrator!

Signal 2: VWD1 A, Wavelength=244 nm

<table>
<thead>
<tr>
<th>Peak RetTime</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>[min]</td>
<td>[nRIP]</td>
<td>[mAU]</td>
<td>[nRIP]</td>
<td>[mAU]</td>
</tr>
<tr>
<td>1</td>
<td>10.687</td>
<td>0.2284</td>
<td>1.1436</td>
<td>629356</td>
</tr>
</tbody>
</table>

GFC 11/26/2014 6:01:50 PM Salomi  Page 1 of 2
**Area Percent Report**

**Sort By**: Signal
**Multiplier**: 1.0000
**Dilution**: 1.0000

**Signal 1: RID1 A, Refractive Index Signal**

<table>
<thead>
<tr>
<th>Peak RetTime Type Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>RetTime</th>
<th>Width</th>
<th>Area</th>
<th>Height</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.023</td>
<td>5.023</td>
<td>1.043965</td>
<td>5.125322e+4</td>
<td>32.2327</td>
</tr>
<tr>
<td>2</td>
<td>0.039</td>
<td>6.039</td>
<td>1.0648595</td>
<td>5.14574072</td>
<td>35.0392</td>
</tr>
<tr>
<td>3</td>
<td>0.050</td>
<td>7.050</td>
<td>1.0990365</td>
<td>7.98651485</td>
<td>3.6715</td>
</tr>
<tr>
<td>4</td>
<td>0.067</td>
<td>8.067</td>
<td>1.1761365</td>
<td>1.049764e+4</td>
<td>22.1561</td>
</tr>
<tr>
<td>5</td>
<td>0.079</td>
<td>9.079</td>
<td>1.2573565</td>
<td>1.202223e+4</td>
<td>19.3255</td>
</tr>
<tr>
<td>6</td>
<td>0.086</td>
<td>10.086</td>
<td>1.3540365</td>
<td>1.054793e+4</td>
<td>7.3115</td>
</tr>
</tbody>
</table>

**Totals**: 3.238906e+5, 9.71360e+4

Results obtained with enhanced integrator!

**Signal 2: WVD1 A, Wavelength=244 nm**

---

**Data File**: C:\HPChem\DATA\POLYMER\SIGNALS.D  **Sample Name**: PFG 2700 20MGML

**RID & Polarity**: riov 1.0ml/min **Flow Rate**: 23bar

**Column Temperature**: 50°C **Column**: Waters hplc 7.8x300mm column

**Sample in 20th**
Appendix 1. Calibration of molecular mass of polystyrene standards against the retention time.

Using the calibration curve above for the standards, the relative estimated average molecular mass of PPG samples is shown in the Table below.

<table>
<thead>
<tr>
<th>Molecular mass provided by the manufacturer (Da)</th>
<th>Calculated relative average molecular mass (Da)</th>
</tr>
</thead>
<tbody>
<tr>
<td>425</td>
<td>574</td>
</tr>
<tr>
<td>725</td>
<td>1183</td>
</tr>
<tr>
<td>1000</td>
<td>1455</td>
</tr>
<tr>
<td>2000</td>
<td>2831</td>
</tr>
<tr>
<td>2700</td>
<td>3816</td>
</tr>
</tbody>
</table>