MACHINE SCHEDULING WITH
CHANGING PROCESSING TIMES AND
RATE-MODIFYING ACTIVITIES

Kabir Rustogi

A thesis submitted in partial fulfilment of the requirements of the

University of Greenwich for the degree of Doctor of Philosophy

March 2013

School of Computing and Mathematical Sciences,
University of Greenwich,
London, U.K.



Dedicated to my grandparents, Mr. B. Lal Rustogi and Mrs. Manmohini Rastogi



DECLARATION

I certify that this work has not been accepted in substance for any degree, and is not
concurrently being submitted for any degree other than that of Doctor of Philosophy
being studied at the University of Greenwich. I also declare that this work is the result
of my own investigations except where otherwise identified by references and that I
have not plagiarised the work of others.

Kabir Rustogi Prof. Vitaly Strusevich
(Student) (1st Supervisor)

i



ACKNOWLEDGEMENTS

First, I would like to extend my sincerest gratitude to my supervisor, Prof. Vitaly
Strusevich, for his constant support and encouragement. Without his guidance, 1
could have easily fit the description of those, whose misadventures with PhD research
are documented in comic strips.

I am grateful to the CMS staff, for their timely help and advice; especially Lauren
Quinton for her robotic efficiency in handling the huge amount of paper work that is
required to get till this stage.

I would like thank my friends, especially LL, for making my life easier/harder during
these years. I would also like to thank the years, for its characteristic nature to simply,
pass, without much damage.

Finally, I am thankful to my family, for their patience and undying support.

1l



ABSTRACT

In classical scheduling models, it is normally assumed that the processing times of
jobs are fixed. However, in the recent years, there has been a growing interest in
models with variable processing times. Some of the common rationales provided for
considering such models, is as follows: the machine conditions may deteriorate as more
jobs are processed, resulting in higher than normal processing times, or conversely, the
machine’s operator may gain more experience as more jobs are processed, so he/she
can process the jobs faster. Another direction of improving the practical relevance of
models is by introducing certain rate-modifying activities, such as maintenance periods,
in the schedule.

In this thesis, we mainly focus on the study of integrated models which allow
changing processing times and rate-modifying activities. When this project was started,
it was felt that there was a major scope of improvement in the area, both in terms
of creating more general, practically relevant models and developing faster algorithms
that are capable of handling a wide variety of problems. In this thesis, we address both
these issues.

We introduce several enhanced, practically relevant models for scheduling problems
with changing times that allow various types of rate-modifying activities, various effects
or a combination of effects on the processing times. To handle these generalised models,
we develope a unified framework of algorithms that use similar general principles,
through which, the effects of rate-modifying activities can be systematically studied
for many different scenarios.
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CHAPTER 1

Introduction

Scheduling problems, in general, consist in the allocation of scarce resources over time
in order to perform a set of tasks. Depending on the situation, resources and the tasks
to be performed can take on many different forms. Resources may be machines in an
assembly plant, CPU, memory and I/O devices in a computer system, runways at an
airport, mechanics in an automobile repair shop, etc. On the other hand, activities may
be various operations in manufacturing processes, execution of a computer program,
landings and take-offs at an airport, car repair in an automobile repair shop, and so

on.

Traditionally, scheduling problems are formulated in terms of jobs that need to
be allocated to some machines. Each job is associated with a processing time. Any
allocation that meets all requirements concerning the jobs and machines is called a
feasible schedule. The quality of a schedule is measured by a criterion function which
usually depends on the completion times of jobs. The objective of a scheduling problem
is to find, among all feasible schedules, a schedule that optimises the criterion function.
For instance, an objective may be to minimise the completion time of the last job
(makespan), while another objective may be to minimise the number of tardy jobs.
A solution to an arbitrary scheduling problem consists in giving a polynomial-time
algorithm that either generates an optimal schedule, or if the problem is proven to be

computationally intractable, generates a schedule that is close to optimal.

The first scheduling algorithms can be traced back to the 1950s and are attributed to
Johnson (1954), Jackson (1956) and Smith (1956). The main motivation behind most
of the early scheduling literature is related to efficient management of various activities
occurring in a workshop. Good scheduling algorithms can lower the production cost
in a manufacturing process, enabling the company to stay competitive. Beginning in

the late 1960s computer scientists also started to encounter scheduling problems in the
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development of operating systems. Computational resources such as CPU, memory
and I/O devices were found to be scarce and efficient utilisation of these resources
was essential in order to lower the cost of executing computer programs. In the last
20 years scheduling has found another important application in grid/cloud computing,
where users from around the world send computational requests to a grid/cloud server
for processing. Such servers handle millions of requests every minute and scheduling
algorithms help in optimising the allocation of a request (job) to a server (machine) in

quick time.

As expected, over the years the problems faced in scheduling have become much
complicated. The classical scheduling problems are deterministic in nature and deal
with constant parameters. They typically deal with situations in which the number
of jobs and their processing times are known in advance. The number of machines to
be used and their speeds are also fixed. Although in the past, an astounding num-
ber of studies have been carried out on such models, their underlying assumptions,
however, do not always hold. This limits the applicability of these models to most
of the present day scheduling problems. To cater to the growing requirements of ad-
vanced scheduling models, scheduling research has branched out into several speciality
areas, e.g., stochastic scheduling, online scheduling, etc. The practical relevance of
deterministic scheduling models is often increased by the introduction and study of
enhanced models that combine scheduling and logistic decision-making. These include
models that address the issues of machine non-availability, transportation and delivery,
resource management, controlling the processing characteristics of jobs and machines,

and many others.

One of the current trends in deterministic scheduling research is to investigate
scheduling problems with variable processing times. Many different forms of variation
have been studied, including learning effects, deterioration effects, start-time dependent
processing times and resource dependent processing times. As early as in the 1930s,
Wright (1936) noticed that in the aircraft industry the working costs per unit decreased
with an increase in production output. He formulated the so-called 80% hypothesis,
stating that with every redoubling of output the processing time for each unit decreases
by 20%. This learning effect has a deep impact in many mass production systems. In
scheduling terms, the existence of a learning effect means that the actual processing
time of a job gets shorter, provided that the job is scheduled later. A common rationale
behind this phenomenon is that as more jobs are processed, the operator gains the
required experience to process the following jobs more efficiently. An effect which is
antonymous to the learning effect is a deterioration effect, in which it is assumed that

the later a job starts, the longer it takes to process it. Such an effect can be attributed



CHAPTER 1. INTRODUCTION

to the ageing/deterioration of machine conditions. As more jobs are processed the
machine undergoes wear and tear and its processing efficiency decreases. One of the
first papers that explored such an effect in scheduling theory is due to Browne and
Yechiali (1990). Another branch of scheduling that deals with variable processing times
is scheduling with resource allocation. In this it is assumed that the processing time of
a job is resource dependent, so that each job is allocated a certain amount of resource,
and jobs with more resources benefit from faster processing. We do not study this
class of problems in this thesis. For various aspects of models with resource-dependent
processing times, we refer to the recent reviews by Shabtay and Steiner (2007) and
Rozycki and Weglarz (2012).

In the past two decades, scheduling problems with learning and deterioration effects
have received considerable attention. Although these effects are antonymous to each
other, and in practically all prior papers these two phenomena are discussed separately,
these effects can be modelled in similar ways. A variety of different models have been
created to incorporate these effects: in a position-dependent model, the processing
time of a job changes with respect to its position in the schedule, in a time-dependent
model the processing time of a job changes with respect to its start-time in a schedule,
in a cumulative model, the processing time of a job depends on the sum of normal
processing times of the jobs scheduled earlier, and so on. Active research in these areas
has lead to a vast body of knowledge on scheduling with changing processing times
with learning/deterioration effects. We refer to Cheng, Ding and Lin (2004), Biskup
(2008), and Gordon et al. (2008) for recent state-of-the-art reviews in these areas, as
well as for references to practical applications of these models. Also see a book by
Gawiejnowicz (2008), which discusses these effects specifically for a time-dependent

model.

There are several common drawbacks shared by most of the publications on schedul-
ing with learning/deterioration. First, in many papers, similar algorithmic ideas are
applied to problems with minor differences in formulation, while the common features
of these problems are overlooked. Most of the problems reduce to solving a linear
assignment problem or are solvable by simple priority rules. Yet, no effort has been
made to consolidate these vast number of results under a single umbrella. Second,
the practical impact of research on scheduling models with a learning/deterioration
effect alone is somewhat questionable. In practical situations it is often observed
that the machines/operators are subject to periodic maintenance activities or replace-
ments. These activities modify the rate of change of processing times, so that the
learning/deterioration process is disrupted. Indeed, for a large number of jobs, if the

processing conditions are not altered by some sort of a rate-modifying activity, the
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processing times will either reduce to zero in the case of a learning effect or will grow

to unacceptably large values in the case of deterioration. Such a situation is unrealistic.

Thus, planning a schedule with rate-modifying activities such as machine main-
tenance is necessary, and its importance for production enterprises and service or-
ganisations is widely recognised by both practitioners and management scientists;
see for example, popular books on maintenance by Palmer (1999) and Nyman and
Levitt (2001), and various Internet emporiums such as www.plant-maintenance.com,
www.maintenanceworld.com, www.maintenanceresources.com. The following quota-
tion from the influential paper by Gopalakrishnan, Ahire and Miller (1997) is especially

close to the spirit of this issue:

“Industrial systems used in the production of goods are subject to de-
terioration and wear with usage and age. System deterioration results in
increased breakdowns leading to higher production costs and lower product
quality. A well-implemented, planned preventive maintenance (PM) pro-
gram can reduce costly breakdowns... Deciding what PM tasks to do, and

when, constitutes a critical resource allocation and scheduling problem.”

As seen from the quotation above, in the planning of rate-modifying activities in a
processing sequence, the decision-maker is faced with a trade-off between two processes:
(i) change of the processing conditions, and (ii) allocation of a rate-modifying period
in order to control the changing conditions. However, until very recently the processes
(i) and (ii) have not been fully integrated in the models studied in the scheduling
literature. There is a long list of papers on process (i) alone, in which scheduling
problems with changing processing times have been analysed. On the other hand,
several papers consider the problem of including certain fixed machine non-availability
periods, during which a machine is subject to compulsory maintenance. However, these
maintenance periods (MPs) are only included to satisfy certain requirements (e.g., the
number of MPs to be scheduled, or the deadline for an MP to start or to finish, or
periodicity of MPs), and do not affect the processing times of the jobs. Such problems
mainly concentrate on packing the jobs into gaps of a fixed duration which are created
between subsequent MPs. MPs of such a kind cannot be seen as rate-modifying periods
as the processing times of the jobs remain unaffected by maintenance. We refer to the
two recent surveys, Lee (2004); Ma, Chu and Zuo (2010), which review such a class
of problems. Other models of periodic maintenance focus on minimising functions
that include operational and maintenance costs; see Bar-Noy et al. (2002); Grigoriev,
van de Klundert and Spieksma (2006). Under another maintenance scenario initiated

by Kubzin and Strusevich (2005, 2006), the machines are subject to a compulsory

4
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maintenance, and its duration depends on its start time. Still, in these papers, the
processing times of the jobs do not depend on their place in a schedule with respect to
an MP.

One of the first papers that study the effect of a rate-modifying activity on process-
ing conditions is that by Lee and Leon (2001). However, in this and in several follow-up
papers only one rate-modifying period is introduced and the issue of changing process-

ing times is not fully incorporated, which makes the impact of these results limited.

Studies that consider integrated scheduling models with changing processing times
and rate-modifying periods have started to appear only very recently. As an example
of such a model, we mention the problem studied by Kuo and Yang (2008a), who
solve the problem of minimising the makespan on a single machine which undergoes a
positional deterioration effect. The processing times of the jobs are known to increase
as a polynomial function of their positions in the schedule. Additionally, they allow the
inclusion of identical maintenance activities, so that after each MP the machine is fully

)

restored to its “as good as new” condition and the deterioration process starts afresh.
Such an MP can be seen as a rate-modifying period, as after its completion the machine
is able to process the jobs faster. For this problem, the authors provide a polynomial-
time algorithm which delivers the optimal number of MPs to include in the schedule,
the times at which these MPs should be performed and the optimal permutation of
jobs. Other papers also exist, which solve similar problems with minor differences in
formulation, see, e.g., Zhao and Tang (2010), Yang and Yang (2010a,b) and Lodree
and Geiger (2010). The last paper combines a single MP of a rate-modifying nature

with time-dependent deterioration.

Rate-modifying periods (RMPs) to be inserted into a schedule should not be limited
to maintenance periods only. It is possible that introducing an RMP in fact slows
down the processing, which happens, e.g., if the RMP is related to replacement of an
experienced operator by a trainee. Another possible effect of an RMP is introduced by
Ji and Cheng (2010), who consider problems with a learning effect and use RMPs to
further enhance the learning capabilities of the machines/operators. We review all of

these papers, among others, in more detail in Chapter 3.

Given the high practical relevance of such integrated models, one may expect that
research in this field may become one of the major directions in deterministic machine
scheduling in the near future. However, at present only a handful of results exist in
this area, and the problem scenarios considered are very specific and often unrealistic.
For example, the use of a specific function (polynomial, exponential, etc.) to model a

positional effect, severely limits the scope of such models. Moreover, an assumption



CHAPTER 1. INTRODUCTION

that an MP fully restores the machine to its default state every time it is performed,
is also unrealistic. Besides the inadequacies of the models being studied, the existing
solution algorithms for solving problems of this type are also very restrictive and do
not permit finding solutions to more general problems. Some authors have attempted
to solve somewhat general problems, e.g., Yang and Yang (2010a) consider a problem
in which a polynomial positional deterioration effect is combined with maintenance
activities, where unlike the model considered by Kuo and Yang (2008a), the duration
of the MPs is not given by a constant, but is dependent on their start-times. However,
the provided solution algorithm is cumbersome and although polynomial, requires a
relatively large running time. In fact, even the algorithm provided by Kuo and Yang

(2008a) for solving a very specific problem, is not the fastest possible.

Although being an active research topic of scheduling theory, the bulk of publica-
tions exhibit limitations, either at the modelling level or from the point of view of using
a rather restricted set of algorithmic ideas. As an anonymous associate editor of one

of our papers put it:

“...this topic attracts a huge number of publications, most of which are

minor modifications of each other”.

When this project was started, it was felt that there was a major scope of improve-
ment in the area, both in terms of creating more general, practically relevant models and
developing faster algorithms that are capable of handling a wide variety of problems.
In this thesis, we address both these issues. We have developed a unified framework
through which the effects of rate-modifying activities can be systematically studied for
many different scenarios. We have critically revised the prior results and found several
instances in which other authors have unnecessarily restricted the scope of their models
and have employed unsuitable algorithms to solve the resulting problems, leading to
inflated running times. In fact, we noticed that after making appropriate adjustments
to the models and the associated solution algorithms, we can solve a wider range of
problems in faster time. Some of our observations and improvements are summarised

in an invited survey Rustogi and Strusevich (2012b).

In particular, by introducing models with RMPs of a distinct nature, by introducing
group-dependent effects, by combining position-dependent and time-dependent effects,
and by combining learning and deterioration effects, we have ruined certain myths that
this area of research had created and had been taken for granted in prior studies. The
main reason most of our predecessors are not able to handle such general models, is

due to the fact that most prior studies on scheduling with changing processing times
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have attempted to obtain a solution by applying standard algorithmic techniques which
are known for classical scheduling models, e.g., solution by simple priority rules (LPT,

SPT), use of a standard linear assignment problem, etc.

We hope that this project has seriously changed the area of scheduling with changing
processing times, from a collection of disjoint but similar results to a methodologically
sound study, with a wide range of enhanced models and clear understanding of the
conditions under which a particular algorithmic tool is applicable. We have a feeling
that both the introduced enhanced models and the range of applicability of certain
algorithms have almost been stretched to their limits. The immediate but not the
most important implication of our study is that it (quoting the same associate editor

again)

“...may limit the flow of similar publications on the topic.”

1.1 Aims and Objectives

The main goals of this thesis are:

e To introduce enhanced, practically relevant models for scheduling problems with
changing processing times that allow various types of rate-modifying activities,

various effects or a combination of effects on the processing times.

e Identify and develop algorithmic tools for solving scheduling problems for these

generalised models.

e Set up a common framework for developing the algorithms that use similar general

principles for handling various types of the generalised models.

Reaching the following objectives would form a pathway to achieving the listed

goals:

e Introduce and study models with generalised positional effects represented by
an arbitrary function, rather than particular functions (polynomial, exponential,

etc.) that were used in most of prior studies.

e Introduce and study models in which the rate-modifying activities do not neces-
sarily restore the machine to its default state. Such RMPs divide the schedule
into a finite number of non-identical groups, thereby making the processing times

of the jobs dependent on the group a job is scheduled in.

7



CHAPTER 1. INTRODUCTION

e Further generalise the model by dropping the assumption that the RMPs are
identical in nature. Each RMP can have a different duration and can have a
different effect on the machine conditions. The latter effect can be incorporated

by assuming group-dependent effects.

e Consider models in which the durations of the RMPs are dependent on their
start-times. Explore how this can be incorporated in the existing model, given
that the RMPs are distinct.

e For a single machine, verify whether existing techniques can be adapted to handle
problems with group-dependent positional effects. If necessary, design a new
set of algorithms which are capable of solving these enhanced problems, while
ensuring that the running times of these algorithms compare favourably with

those of earlier algorithms used for solving less general problems.

e [f the RMPs inserted in a schedule create k groups, check under which conditions
the objective function of the problems with group-independent effects forms a
convex sequence with respect to k, so that an optimal number of RMPs can be
found by an efficient binary search algorithm. This would enable us to solve

various problems faster than our predecessors.

e Identify different versions of problems with positional effects and RMPs, distin-
guishing them based on three criteria: (i) RMPs are identical or distinct, (ii)
RMPs result in a group-independent or group-dependent effect, and (iii) dura-
tion of the RMPs are constant or start-time dependent. For each version identify
the best solution approach, so that an optimal solution can be achieved in the

fastest time.

e Verify whether the tool-kit developed to handle problems with positional effects
and RMPs can be adapted to solve problems with time-dependent effects.

e Consider models that combine deterioration and learning effects, so that the

resulting effect is possibly non-monotone in behaviour.

e Consider models that combine positional and time-dependent effects. Explore
the effect of rate-modifying activities on such combined models. Formulate an
enhanced model with these combined effects and solve the resulting problems by

the developed methods or their modifications.

e Extend the obtained results for single machine problems to problems with parallel

machines.
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e Introduce and study models with cumulative effects and rate-modifying activities

and study its approximability by linking it to problems of Boolean programming.

e Explore other scheduling problems, possibly without changing processing times
and/or RMPs, which can be solved efficiently by means of the developed tool-kit.
In particular, perform a study of an impact that adding extra machines may have

on the performance of a scheduling system with parallel identical machines.

Most of the results related to the key objectives outlined above have been dissemi-

nated in the following journal publications and conferences:

Journals:

1. Rustogi, K., & Strusevich, V.A. (2011). Convex and V-shaped sequences of
sums of functions that depend on ceiling functions. Journal of Integer Sequences,
14, Article 11.1.5, http: / /www.cs.uwaterloo.ca/journals /JIS/VOL14 /Strusevich /

strusevich2.html.

2. Rustogi, K., & Strusevich, V. A. (2012). Single machine scheduling with general

positional deterioration and rate-modifying maintenance. Omega, 40, 791-804.

3. Rustogi, K., & Strusevich, V. A. (2012). Simple matching vs linear assignment
in scheduling models with positional effects: A critical review. European Journal
of Operational Research, 222, 393—407.

4. Kellerer, H., Rustogi, K., & Strusevich, V. A. (2012). Approximation schemes
for scheduling on a single machine subject to cumulative deterioration and main-
tenance. Journal of Scheduling, DOI:10.1007/s10951-012-0287-8.

5. Rustogi, K., & Strusevich, V. A. (2013). Parallel machine scheduling: Impact of

adding extra machines. Accepted for publication in Operations Research.

6. Rustogi, K., & Strusevich, V. A. (2013). Combining time and position dependent
effects on a single machine subject to rate-modifying activities. Accepted for

publication in Omega.

7. Rustogi, K., & Strusevich, V. A. (2013). Single machine scheduling with time-
dependent deterioration and rate-modifying maintenance. Submitted to Journal

of the Operational Research Society.
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Conferences:

. Rustogi, K., & Strusevich, V. A. (2010). Single machine scheduling with deteri-

orating jobs and rate-modifying maintenance activities, 23rd Conference of the

European Chapter on Combinatorial Optimisation (ECCO), Malaga, Spain.

. Rustogi, K., & Strusevich, V. A. (2011). Using a rectangular assignment problem

for single machine scheduling with deterioration and maintenance, 24th Confer-
ence of the European Chapter on Combinatorial Optimisation (ECCO), Ams-
terdam, Netherlands.

. Rustogi, K., & Strusevich, V. A. (2011). Enhanced models of single machine

scheduling with deterioration effect and maintenance activities, 10th Workshop
on Models and Algorithms for Planning and Scheduling Problems (MAPSP),
Nymburk, Czech Republic.

. Kellerer, H., Rustogi, K., & Strusevich, V. A. (2012). Approximation Schemes for

Scheduling on a Single Machine Subject to Cumulative Deterioration and Main-
tenance, 25th Furopean Conference on Operational Research (EURQO), Vilnius,

Lithuania.

. Rustogi, K., & Strusevich, V. A. (2012). Adding an Extra Machine to a Shop

Parallel Identical Machines, 25th European Conference on Operational Research
(EURO), Vilnius, Lithuania.

. Rustogi, K., & Strusevich, V. A. (2012). Combining time and position depen-

dent effects with multiple maintenance periods on a single machine, International

Symposium on Combinatorial Optimisation (CO2012), Oxford, United Kingdom.

Kellerer, H., Rustogi, K., & Strusevich, V. A. (2012). Scheduling on a Single
Machine Subject to Cumulative Deterioration and a Single Maintenance, Inter-
national Symposium on Combinatorial Optimisation (CO2012), Oxford, United
Kingdom.

We use these results to systematically achieve the main goals of this thesis.

1.2

Structure of the Thesis

Due to the variety of aspects addressed in this thesis, its remainder is split into four

parts.
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Part I provides a literature review of the classical scheduling models and results
used in this thesis. In Chapter 2, we provide a general background of the theory of
scheduling. We define terminology and notation that is used throughout the thesis and
introduce some basic scheduling models that are related to this study. Furthermore,
we briefly discuss some of the important solution procedures that are often used to
solve problems arising in combinatorial optimisation. In Chapter 3, we review some
prior scheduling models that deal with changing processing times. We discuss the main
rationales that have been proposed for such a phenomena and systematically classify
the past studies into different subject areas. Further, we explore the subject areas most

relevant to this thesis in greater detail and present some important prior results.

Part II describes the general principles consistently applied in this study to various
enhanced scheduling models with changing processing times. In Chapter 4, we provide
a general framework which is used to systematically study the effect of rate-modifying
activities throughout the thesis. We give a formal description of the main problem
that we address in this piece of research. In Chapter 5, we discuss discrete convexity
of particular sequences that are widely applied in the thesis to different models with
changing processing times, and which is applicable to other areas as well. The results

of this chapter are used in several different sections of this thesis.

Part IIT addresses single machine problems with changing processing times and rate-
modifying activities. In each of the chapters included in this part, we study a different
model for changing processing times and combine it with rate-modifying activities. In
Chapters 6 and 7, we study models with positional deterioration effects, the former
dealing with job-independent effects and the latter dealing with job-dependent effects.
In Chapter 8, we study models with a simple linear time-dependent deterioration effect.
In Chapter 9, we study a very general model, in which deterioration and learning
effects are combined and positional and time-dependent effects occur simultaneously.

In Chapter 10, we study models with cumulative deterioration effects.

Part IV is dedicated to parallel machine scheduling. In Chapter 11, we perform an
analytical study of the effect of adding extra machines to a system. In this chapter, we
do not study models with changing processing times, but many of the techniques that
we develop for solving problems considered earlier in the thesis, have been applied to
obtain positive results. In Chapter 12, we study enhanced models for parallel machine

scheduling, with changing processing times and rate-modifying activities.

Finally, in Chapter 13, we provide a brief summary of the results obtained in the
thesis and give some concluding remarks. The logical flow of the thesis is presented in

Figure 1.1.
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CHAPTER 2

Classical Scheduling Models and
Algorithms

In this chapter, we provide a general background of the theory of scheduling. We define
terminology and notation that is used throughout the thesis and introduce some basic
scheduling models that are related to this study. Furthermore, we briefly discuss some
of the important solution procedures that are often used to solve problems arising in
scheduling. We refer to the reviews by Chen, Potts and Woeginger (1998) and Leung
(2004), and the monographs by Brucker (2007) and Gawiejnowicz (2008), for most of

the content presented in this chapter.

2.1 Classical Scheduling Models

The models that we study in this thesis are extensions of the following family of classical
scheduling problems. In the most general setting, the jobs of set N = {1,2,... n}
have to processed on m > 1 machines M;, Ms, ..., M,,, and the following information

is typically known for each job:

e Processing time (p;;): If a job j € N is assigned to machine M;, 1 < i < m,
then the processing time of job j is equal to p;;, where we assume that all p;;
values are non-negative integers. The subscript 7 is omitted if the processing time

of a job j is independent of the machine assignment.

e Release date (r;): The release date r; specifies the time at which a job j € N

becomes available for processing.

e Due date (d;): The due date d; specifies the date at which a job j € N is

expected to complete. Completion of a job after its due date is allowed but a
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cost is incurred.

e Deadline (c_ij): The deadline Ej specifies the time by which a job j € N must

be completed. Unlike the due date a deadline is a hard constraint.

e Weight (w;): The weight w; of a job j € N reflects the importance of the job.

A schedule specifies, for each machine M; and each job j, one or more time intervals
throughout which processing is performed on job j by machine M;. A schedule is said
to be feasible if it ensures that at any given time, each machine processes no more than
one job and no job is assigned to more than one machine. Besides, a feasible schedule
must satisfy all the conditions laid out by the specific problem type. Typically, a
problem type is specified by three criteria: machine environment, job characteristics
and some optimality criterion. It is convenient to denote the resulting problem by the
representation scheme of Graham et al. (1979), in which a three-field descriptor «|f3|y
is used to define the problem: « represents the machine environment, 3 defines the job

characteristics, and ~ is the optimality criterion.

2.1.1 Machine Environment

A machine environment is defined by the configuration in which the machines are
available. Machine configurations can be broadly divided in two classes: single-stage
systems and multi-stage systems. In a single-stage system each job requires exactly one

operation, whereas in a multi-stage system jobs require operations at different stages.

Single-stage systems involve either a single machine, or m machines operating in
parallel. In the case of parallel machines, each machine has the same function. The

possible machine environments in the « field for a single-stage system are as follows:

e Single machine (1): All jobs are processed on a single machine and the process-

ing time of a job j € N is simply given by p;,.

e Identical parallel machines (Pm): Jobs are simultaneously processed on m >
1 identical machines and the processing time of a job j € N is given by p;,

irrespective of the machine assignment.

e Uniform parallel machines (Qm): Jobs are simultaneously processed on m >
1 identical machines, however, each of them operate at different speeds. The
speed of a machine M; is given by s;, so that the processing time of a job j € N
assigned to machine M; is given by p;; = p;/s;, 1 <i < m.

15
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e Unrelated parallel machines (Rm):Jobs are simultaneously processed on m
distinct machines. The processing time of each job depends on the machine
assignment, so that the processing time of a job 7 € N assigned to machine M;

is given by p;;.

For each case, it is assumed that all machines become available to process jobs at
time zero. In this thesis we only study single-stage systems. However, for completeness

we give a brief description of multi-stage systems as well.

There are three main types of multi-stage systems. All such systems comprise of s
stages, each having a different function. In a flow shop with s stages, the processing of
each job goes through the stages 1,...,s in that order. In an open shop, the processing
of each job also goes once through each stage, but the routing (that specifies the
sequence of stages through which a job must pass) can differ between jobs and forms
part of the decision process. In a job shop, each job has a prescribed routing through
the stages, and the routing may differ from job to job. There are also multiprocessor
variants of multi-stage systems, where each stage comprises several (usually identical)

parallel machines.

2.1.2 Job Characteristics

Each job j € N, may be characterised by a set of properties/constraints. If the jobs
are associated with more than one property, then all properties can be denoted in the
three-field notation by defining 8 := 3, 0,,...,03,, where 3, 5,,...,3, denote the
properties 1,2, ...,z of the jobs. If no properties are defined for the jobs then define
[ := . Below we list out few of the common properties that are often associated with

jobs in classical scheduling theory.

e Processing Times (p;): The processing time of a job is usually given by a non-
negative integer that is proportional to the processing requirements of the job.
In normal circumstances a special mention of the processing times of the jobs
is not required in the three-field notation. However, if the processing times are
defined by some special rule, then such a rule must be denoted by appropriately
updating the f field, e.g., if a system has all jobs with unit processing times, then
we include p; = 1 in the (3 field.

e Preemptions (pmitn): Jobs with preemption allow the processing of any opera-

tion to be interrupted and resumed at a later time on the same or on a different
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machine. If preemptions are allowed, we include pmtn in the [ field, otherwise,

not.

e Release dates (r;): The release date r; defines the earliest time at which a job
J € N can begin processing. If the symbol r; is not present in the 3 field, then a

job j can begin processing at any time.

e Deadline (Ej): If the symbol d; is present in the 3 field, a job j € N must be

completed by time Ej, otherwise, no such restrictions are imposed.

e Precedence constraints (prec): The precedence constraints specify the
scheduling constraints of the jobs, in the sense that certain jobs must be com-
pleted before some other jobs can begin processing, i.e., if job j has precedence
over job k, then k cannot start its processing until j is completed. Precedence
constraints are usually specified by a directed acyclic precedence graph G with
vertices 1,...,n. There is a directed path from vertex j to vertex k if and only
if job 7 has precedence over job k. If prec is not specified in the  field, the jobs

are not subject to any precedence constraints.

There are some other job characteristics commonly found in the scheduling litera-
ture, such as no-wait, restrictions on the number of jobs, etc., but we do not mention
them here as they are associated with multi-stage systems. Moreover in this thesis, we
do not consider problems with release dates, deadlines or precedence constraints. Our
main focus is on the study of changing processing times of jobs. In Chapter 11, we also

discuss some parallel machine problems with preemption.

2.1.3 Optimality Criteria

The optimality criterion of a scheduling problem or the objective function to be min-
imised is always a non-decreasing function of the completion time of the jobs. For a
given schedule 7, let C; () denote the completion time of a job j € N. Some commonly

used objective functions in the ~ field include:

e Makespan (Ci.x): The makespan is the maximum completion time of a job in
the schedule, i.e., Cyax(m) = max {C;(7)|j € N}. For a single machine environ-
ment, the makespan is simply given by the completion time of the last job in the

schedule.

e Sum of completion times () C;): This objective function denotes the sum

of the times each job has to wait before being fully processed by the system. It

17



CHAPTER 2. CLASSICAL SCHEDULING MODELS AND ALGORITHMS

follows that the quantity (Z jeN C}) /m represents the average time a job has to
wait before being completed. A more general form of this objective function is
the sum of weighted completion times, or » jen w;Cj, where w; is the weight of

job J.

e Total flow time () Fj): This objective function is relevant if the problem
specifies the release dates r; of each job j € N. The flow time of a job j is defined
by the total time it has to wait before being completed, i.e., F; = C; —r;, j € N.
The significance of the total flow time »_,_ Fj is the same as that of the sum of
completion times. In fact, if it is known that all jobs are available for processing
at time zero, it is common to denote the sum of completion times, simply as total
flow time. Notice that in this thesis, we do not consider problems with release

dates, so we often use the term flow time in the context of > C.

If for a job j € N, the due date is given as d;, we define the lateness L;(m) = C;j(m)—
d;; the earliness E;(m) = max{d; — C;j(m),0}; the tardiness Tj(r) = max{C;(m) —
d;,0}; and the unit penalty U;(m) = 1, if Cj(w) > d;, and U;(m) = 0, otherwise.
Some commonly found objective functions related to problems with due dates are:
the mazimum lateness Lmax (1) = max {L;(m)|j € N}; the total (weighted) tardiness
> jen(w;)Ty; the (weighted) number of late jobs . n(w;)Uj; the total (weighted)
earliness ic ~(w;)E;. Also, some situations require more than one of these criteria

to be considered.

In this thesis, we mainly concentrate on problems without due dates or release
dates, so our prime focus is on the objectives Ciax and ) C;. In Sections 3.2.1 and 6.2,
we study some specially structured problems with due dates and prove that they can

be solved using a similar methodology as rest of the problems considered in this thesis.

2.2 Classical Scheduling Algorithms

In this section, we outline the common methods and techniques that are used to analyse
and solve scheduling problems. We mainly focus on classical problems such as those

defined in Section 2.1, in which the input is deterministic and is known in advance.

2.2.1 Time Complexity of Algorithms

Most scheduling problems are written in terms of an optimisation problem, in which

we need to search for a solution that optimises a certain objective function. A typical
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optimisation problem can be viewed as a function f that maps every instance or input
x to an output f(x). In complexity theory, however, we usually deal with a so-called
decision problem, in which the output f(x) can take only two values: “true” and
“false”. By means of binary search one can represent every optimisation problem as a

sequence of decision problems.

The input x to any problem is usually assumed to have a binary encoding, and
the size of the input is the number of binary digits needed to describe the instance.
For example, the number of binary digits needed to represent the positive integer &
is 1 + [log, k] . Another encoding scheme is the unary encoding, which is mostly used
only for theoretical reasoning. In unary encoding an integer is represented as a string

of 1’s, e.g., the number 5 would be represented as 11111.

For a given input x, a step-by-step procedure that generates the correct output
f(x) after a finite number of steps, is known as an algorithm. Each step, in turn,
can be decomposed into a finite number of elementary operations, such as additions,
multiplications and comparisons. The time complexity or running time of an algorithm
is expressed as the total number of elementary operations, that are required by the
algorithm to solve the given problem. This is normally based on a worst-case instance
and expressed asymptotically as a function (say, 7' (n)) of the size of the input (say,
n). Often, the function 7' (n) can be quite cumbersome and in practice, is usually
represented in the Big-O notation as O (g (n)). Formally, we write 7' (n) = O (g (n)),
if there exists a constant ¢ such that T'(n) < cg(n). For example, for a function
T (n) = 5n* + 10013 4+ nlogn we can write T'(n) = O (n?).

If the function g (n) is polynomial in the input size n, the algorithm is said to be a
polynomial-time algorithm. On the other hand, if the function g (n) is exponential in
n, the algorithm is said to be an exponential-time algorithm. In complexity theory, an
algorithm is considered to be “good” if it is polynomial-time; otherwise, it is considered
to be “bad”. If a problem is known to be solvable by a polynomial-time algorithm,
then it is considered easy and is said to be polynomially solvable. The class of all

polynomially solvable problems (no matter optimisation or decision) is called class P.

Next, the class of all decision problems for which a given solution (“true” or “false”)
can be verified as being correct or incorrect by a deterministic polynomial-time algo-
rithm, is called class NV P. Alternatively, the class N P is a class of all decision problems
for which an optimal solution (“true” or “false”) can be found and verified by a non-
deterministic polynomial-time (N P) algorithm. Obviously, a solution to the decision
problems belonging to class P can be verified in polynomial time by a deterministic
algorithm, thus, P C N P. It is conjectured that P # N P, although no proof is known.
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The most difficult problems in class NP are the N P-complete problems. Unless
P = NP, which is considered unlikely, an N P-complete problem does not possess a
polynomial-time algorithm. Informally, a problem X in NP is N P-complete if any
other problem in NP can be solved in polynomial time by an algorithm that makes
a polynomial number of calls to a subroutine that solves problem X. Note that this
implies that, if an N P-complete problem allows a polynomial algorithm, then all prob-
lems in NP would allow polynomial algorithms. Researchers on complexity theory

have identified a huge body of N P-complete problems.

A popular N P-complete problem, which is also relevant to the content of this thesis

(see, e.g., Chapter 10) is the Subset-sum problem, which is defined as follows:

SUBSET-SUM PROBLEM: Given a positive integer Z, a set R = {1,2....,r}, and

a positive integer u;, for each j € R, does there exist a subset ' C R such that
ZjeR' U = A

Note that the concepts of polynomial solvability and N P-completeness crucially
depend on the encoding scheme used. If one changes the encoding scheme from binary
to unary, the problem may become easier, as the input becomes longer and hence
the restrictions on the running time of a polynomial algorithm are less stringent. A
problem that can be solved in polynomial time under the unary encoding scheme is
said to be pseudo-polynomially solvable. If a problem is N P-complete even under the
unary encoding scheme it is known as strongly N P-complete or N P-complete in the
strong sense, otherwise, it is simply referred to as N P-complete or N P-complete in the
ordinary sense. The Subset-sum problem defined above is known to be N P-complete

in the ordinary sense (see Karp (1972)).

An optimisation problem is known as (strongly) N P-hard if its decision version is
(strongly) N P-complete. N P-hard problems can be informally defined as problems
which are at least as hard as the hardest problems in N P. Typically, there are two
ways of solving N P-hard optimisation problems. First, we can try to find an optimal
solution using an exponential-time algorithm, which obviously is not a very acceptable
approach. Second, we can use some sort of an approximation scheme which searches
for a feasible solution, close enough to the optimum, in reasonably quick time. We

review some basic concepts regarding approximation algorithms in the next section.

2.2.2 Approximation Algorithms

The N P-hardness of an optimisation problem suggests that it is not always possible

to find an optimal solution quickly. However, instead of searching for an optimal
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solution with enormous effort, we may instead use an approximation algorithm to
generate approximate solutions that are close to the optimum with considerably less

computational effort.

Consider a scheduling problem in which the objective is to minimise a cost function
F(S) > 0, where S denotes any feasible schedule for the given problem. Let S* denote
an optimal schedule so that for any feasible schedule S, the inequality F' (S*) < F'(.5)
holds. Further, assume that there exists an approximation algorithm H that generates
a schedule S¥. The algorithm H is called a p-approzimation algorithm if F(SH) <
pF(S*), where p > 1. We refer to p as a ratio guarantee for the algorithm H since it
provides a bound on the performance under any circumstances. If the ratio p is the
smallest possible, then it is called the worst-case ratio bound of algorithm H. Often,

an approximation algorithm is also known as a heuristic.

A family of p-approximation algorithms is called a polynomial-time approzimation
scheme (PTAS) if p = 1+ ¢ for any € > 0, and the running time of every algorithm
H. in such a family is polynomial with respect to the length of the problem input.
Furthermore, if the running time of every algorithm H. is bounded by a polynomial in
the input size and 1/e, then the family is called a fully polynomial-time approzimation
scheme (FPTAS). If a scheduling problem is strongly N P-hard, then it neither allows
an FPTAS nor a pseudo-polynomial algorithm unless P = N P.

There are other criteria for evaluating the performance of an approximation algo-
rithm, which include empirical analysis and probabilistic analysis. Empirical analysis
of an algorithm involves running the algorithm on a large number of test problem in-
stances, preferably with known or estimated optimal solutions, and then evaluating
the performance of the algorithm statistically. Probabilistic analysis of an algorithm
can be regarded as the analytical counterpart of empirical analysis. The main goal of
the analysis is to provide a probabilistic characterisation for the average-case perfor-
mance of the heuristics, under some assumptions on the probability distribution of the

problem parameters.

2.2.3 Reduction to Boolean Programming Problems

Very often it is observed that scheduling problems can be reduced to Boolean pro-
gramming problems. In this section, we review some of the most popular Boolean

programming problems which are relevant to this thesis.
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Linear Assignment Problem

A meaningful interpretation of the Linear Assignment Problem (LAP) is as follows.
Suppose that n jobs need to be assigned to m > n candidates, exactly one job per
candidate. It is known that cj; is the cost of assigning job j to candidate i. Our

objective is to find an assignment so that the total cost is minimised.

It is convenient to arrange all costs as an n X m cost matrix C' = (cj;), where
the j-th, j € {1,...,n}, row contains the elements c;1, ¢ja, ..., Cjm, and the i-th, i €
{1,...,m}, column contains the elements cy;, ca;, ..., cm;. It is required to select n
elements, exactly one from each row and exactly one from each column, so that their
sum is minimised. The n x m LAP is also known as a rectangular assignment problem

and can be formulated as a Boolean programming problem in the following way:

min E E Cjiji

subject to Zxﬁ- =1, je{l,...,n}; (2.1)

xﬂe{O,l}, jE{l,...,n},iG{l,...,m}.

The algorithm to solve a rectangular assignment problem of the form (2.1) has
been outlined by Bourgeois and Lassale (1971). The running time of this algorithm is
O(n*m), m > n. Below we reproduce the main steps of this algorithm. Later on in
the thesis in Chapter 7, we shall perform an in-depth analysis of this algorithm and

modify some of its steps to suit our requirements.

Let either a row or a column of the matrix C' be called a line. The algorithm given
by Bourgeois and Lassale (1971) manipulates with the cost matrix, reduces the original
(positive) elements on a line-by-line basis, so that some of them become zeros. Two
zeros that do not belong to the same line are called independent. There are two types
of labels applied to a zero: it can be starred to become 0* or primed to become 0.
During the run of the algorithm, some lines are said to be covered. In all iterations
of the algorithm, the starred zeros are independent, and their number is equal to the
number of the covered lines, with each covered line containing exactly one 0*. The
algorithm stops having found n starred zeros in the current matrix. The primed zeros

in a current partial solution are seen as potential candidates to become starred zeros.
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Algorithm BourLas (see Bourgeois and Lassale (1971))

Step 0. Consider a row of the matrix C, subtract the smallest element from each

element in the row. Do the same for all other rows.

Step 1. Search for a zero, Z, in the matrix. If there is no starred zero in its row or

column, star Z. Repeat for each zero in the matrix. Go to Step 2.

Step 2. Cover every column containing a 0*. If n columns are covered, the starred

zeros form the desired independent set. Otherwise, go to Step 3.

Step 3. Choose a non-covered zero and prime it; then consider the row containing the
primed zero. If there is no starred zero in this row, go to Step 4. If there is a
starred zero Z in this row, cover this row and uncover the column of Z. Repeat

until all zeros are covered. Go to Step 5.

Step 4. There is a sequence of alternating starred and primed zeros constructed as
follows: let Z, denote the uncovered 0'. Let Z; denote the 0* in Z;’s column
(if any). Let Zy denote the 0" in Z;’s row. Continue in a similar way until the
sequence stops at a 0/, Z,,, which has no 0* in its column. Unstar each starred
zero of the sequence, and star each primed zero of the sequence. Erase all primes

and uncover every line. Return to Step 2.

Step 5. Let h denote the smallest non-covered element of the current matrix. Add
h to each covered row, then subtract h from each uncovered column. Return to

Step 3 without altering any asterisks, primes, or covered lines.

An iteration of Algorithm BourLas is considered complete when all zeros are covered
by the end of Step 3. After this, a transition is made to Step 5, where we search for
the minimal elements in the uncovered part of the matrix and convert them to zero.
At the end of an iteration, one of the two outcomes is possible: either new 0*’s are
added to the matrix, or not. If the total number of 0*’s in the matrix is less than n,
the existing 0*’s represent a partial solution to the assignment problem. If the total
number of 0*’s in the matrix is equal to n, then the solution is considered complete

and the optimal assignment is given by the positions occupied by the 0*’s.

A special case of the n x m LAP is the n x n LAP with a square cost matrix.
One of the most studied problems of integer programming, the n x n LAP is known to
be solvable in O(n?) time by the so-called Hungarian algorithm due to Kuhn (1955).
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Below we give its formulation in terms of Boolean programming;:

111 E E Cjil 44

subject to Z:cﬂ:L je{l,...,n}; (2.2)

ap=1, ie{l,....n}

z; €{0,1}, je{l,...,n},ie{l,...,n}.

A special case of the LAP of the form (2.2) can be solved faster if ¢;; = aiﬁj, SO
that the input of the problem is determined by two arrays a = (ay,as,...,q,) and
B =(By,By---,08,). Such a problem is known as the linear assignment problem with
a product matriz. It is also sometimes referred to as the problem of minimising a linear
form Z?Zl Qr(j)3; over aset of all permutations. Provided that 3, < 8, <--- < 3, the
problem reduces to finding a permutation ¢ = (p(1), ¢(2),...,¢(n)) of the components

of array «, such that for any permutation 7 = (7(1),7(2),...,7(n)), the inequality

Z () B < Z ()3, (2.3)
j=1 j=1

holds. In terms of the original Boolean decision variables in (2.2), we have that z; o) =
1, j € {1,...,n}, while all other z;; are zero. The classical result by Hardy, Littlewood
and Polya (1934) leads to the following algorithm that finds the required permutation

©.
Algorithm Match
INPUT: Two arrays o = (v, g, ..., ) and 5= (54,89, ..,5,)

OUTPUT: A permutation ¢ = (¢(1),¢(2),...,¢(n)) that satisfies (2.3)

Step 1. Renumber the components of the array (3 so that

As follows from Hardy, Littlewood and Polya (1934), the following statement holds.
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Lemma 2.1. A permutation ¢ found by Algorithm Match satisfies (2.3) for an arbi-

trary permutation .

Finding permutation ¢ requires the sorting of two arrays of n numbers and can be
done in O(nlogn) time. Informally, this permutation matches the larger components
of one of the two given arrays with smaller components of the other array. Another

way of arriving at Lemma 2.1 is as follows.

Assume that the arrays a = (a1, as,...,a,) and 8 = (84, 8,, ..., 5,) are ordered
such that oy > g > -+ > o, and 5, < B, < --- < 3, hold. It is easy to verify that

the resulting cost matrix C' = (cﬂ = o;f3 j) satisfies the following property

Cij+Crs < Cist+cpj, forall 1 <i<r<n, 1<j<s<n.

The above property is known as the Monge property and any matrix C' obeying
the Monge property is called a Monge matriz. Monge matrices are known to permit
a solution to the assignment problem of the form (2.2) very easily. If C' = (cj;) is a
Monge matrix of dimension n X n, then an optimal solution to the assignment problem

is given by
1, ifi=j
Tji = :
0, otherwise.
See Burkard, Klinz and Rudolf (1996) for a proof of the above property and more

applications of Monge matrices in combinatorial optimisation. Notice, that the above

property is equivalent to Lemma 2.1.

In this thesis, we use different versions of the linear assignment problem on several
occasions. We refer the reader to the recent monograph by Burkard, Dell’Amico and

Martello (2009) for an excellent exposition of all aspects of the assignment problem.

Subset-Sum Problem

The decision version of the Subset-Sum problem was defined in Section 2.2.1. The

optimisation version of the Subset-sum problem can be defined as

max E Ujfl?j

jER
subject to Zujxj <7z (2.4)

jeR

z; € {0,1}, j € R,
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where Z and u;, j € R, are all positive integers. Since the decision version of the
above problem is an N P-complete problem, the Subset-sum problem of the form (2.4)
is known to be N P-hard in the ordinary sense. This problem admits an FPTAS which,
for a given positive ¢, either finds an optimal solution =% € {0,1}, j € N, such that

Zujx;f <(1-¢)Z,

JER

or finds an approximate solution x5 € {0,1}, j € R, such that

(1—-e)Z < Zujxj < Z.

JER

The fastest of known FPTASs requires no more than O (min { n/e,n+ a% log (%) })

time; see Kellerer et al. (2003) and Lemma 4.6.1 in Kellerer, Pferschy and Pisinger
(2004).

Half-Product Problem

Let x = (21, %2, ..., x,) denote a vector with n 0-1 components. Introduce the function

n

H (X) = Z a,-bj:vimj - Z hjZL‘j, (25)
j=1

1<i<j<n

where for each j, 1 < j < n, the coefficients a; and b; are non-negative integers, while
h; is an integer that can be either negative or positive. Problems of quadratic Boolean
programming similar to (2.5) were introduced in 1990s as mathematical models for
various scheduling problems by Kubiak (1995) and Jurisch, Kubiak and Jézefowska
(1997). The function H (x) is called a Half-product since its quadratic part consists of
roughly half of the terms of the product (Z;‘:l ajxj) (Z?Zl bjxj) . This function and
the term “Half-product” were introduced by Badics and Boros (1998), who considered
the problem of minimising the function H with respect to Boolean decision variables
with no additional constraints. Notice that we are only interested in the instances of
the problem for which the optimal value of the function is strictly negative; otherwise,
setting all decision variables to zero solves the problem. The problem of minimising
function H (x) of the form (2.5) is called the Half-product problem, which is known to
be N P-hard in the ordinary sense. The first FPTAS for the Half-product problem that
requires strongly polynomial time is due to Erel and Ghosh (2008), and the published

running time is O(n?/e). We refer the reader to a recent state-of-the-art review by
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Kellerer and Strusevich (2012), for other aspects of the Half-product problem and for

its scheduling applications.

2.2.4 Combinatorial Counting

Many scheduling problems reduce to enumeration of several feasible solutions and we
are required to choose the best among them as an optimal solution. For completeness,
we provide a brief review of some basic principles of combinatorics, which are often
used in this thesis. We follow the terminology and notation of Flajolet and Sedgewick
(2009).

e Combinations: A k-combination of a set S is a subset of k distinct elements of

S. If the set has n elements the number of k-combinations is equal to (Z)

e Arrangements: A k-arrangement of a set S is an ordered subset of k distinct

elements of S. If the set has n elements the number of k-arrangements is equal

to (Z)/{;‘

e Partitions: A partition of a positive integer n into exactly k positive summands
is a sequence (21,29, ...,2;) of integers such that n = z; + 23 + .-+ + z; and
21 > 2o > --- > zp > 1. The total number of partitions of n into at most

nkfl

k positive summands is denoted by PP and can be approximated by I

The total number of partitions of n into exactly k positive summands is pPW =
Pk _ pl<k-1)

e Compositions: A composition of an integer n made of £ summands is a sequence
(21, 22, ..., 2) of positive integers such that n = z; + 23 + - -+ + 2. The total
number of compositions C% in exactly £ summands is given by (Zj), which

can be approximated as % The number of compositions O into at most k

(ntk)
(k=D

n+k—1
k—1

positive summands is ( ), which can be approximated by

2.2.5 Polynomial-Time Algorithms for Classical Scheduling

In this section, we review some of the most well known polynomial-time scheduling
algorithms. We shall only concentrate on the problems relevant to this thesis, i.e.,
single-stage problems without release dates, due dates, deadlines or precedence con-

straints. Our main focus will be on the makespan and the total flow time objectives.
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Minimising Makespan

We focus on the problems 1 || Ciuax, P || Cmax and Pm [pmin| Cyax.

Problem 1 || Cyayx is trivial as the makespan of a schedule 7 is simply given as
the sum of processing times of all jobs, i.e., Cpax (7) = > pj- Thus, any feasible

permutation of jobs is optimal.

Problem Pm || Cyax is difficult to solve to optimality. Let us first consider an
easier problem with two machines, which is denoted by P2 || Cyax. Intuitively, the
smallest makespan for this problem is achieved if both machines have an equal load,
i.e., the sum of the processing times of all jobs scheduled on each machine should
be equal. This means that the lower bound on the makespan for problem P2 || Cpax
is equal to (Z e pj> /2. As a result, the problem of minimising the makespan on
two parallel machines can be seen as a Subset-Sum problem of the form (2.4) with
Z = <Z] eN pj> /2, which is an N P-hard problem. Indeed, the problems P2 || Cy,ayx and
Pm || Chax are known to be N P-hard and N P-hard in the strong sense, respectively;
see Garey and Johnson (1978, 1979). Thus, unless P = NP, there is no polynomial
time algorithm to solve the problem of minimising the makespan on parallel machines
without preemption. However, there exist several efficient approximation algorithms
that solve such problems with good worst-case bounds. Here, we only give a description
of the list scheduling algorithm which was introduced by Graham (1966, 1967) for

solving problem Pm || Ciax.

List Scheduling: The List Scheduling algorithm (later referred to in the thesis as
Algorithm LS) delivers a heuristic schedule Spg(m) for the problem Pm || Ciax, rea-
sonably close to the optimum. In the most general setting of Algorithm LS, the jobs
are arranged in an arbitrary sequence (a list) and every time that a machine becomes
available, the next job from the list is assigned to it. If the optimal schedule to prob-
lem Pm || Ciax is known to be S* (m) , the worst-case analysis result by Graham (1966,

1967) states that
C(max (SLS(m)) 1
<2—— 2.
Chax (S*(m)) — m’ (2:6)

and this bound is tight. The running time of Algorithm LS for solving problem
Pm || Chax is O (nm).

Largest Processing Time first (LPT) rule: According to the LPT rule, the jobs
are arranged in a non-increasing order of their processing times and are renumbered

in a way such that
p1=>Pp2 20 2 P, (2.7)
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holds. The LPT rule is a very common strategy for solving several scheduling problems.

For solving problem Pm || Cpax, Graham (1966, 1967) further proposed that instead
of taking the jobs from an arbitrary list, if the jobs are taken from an ordered list in
which they are arranged in an LPT rule, then the worst-case bound of Algorithm LS

can be improved and is given by

1

3m

Chnax (SLPT(m))

Gl (57 (1)) ’ (28)

4
< Z _
-3

where Sy pr(m) is heuristic schedule following the LPT rule. To sort a list of size
n, the running time needed is O (nlogn). Thus, the LPT list scheduling method can
deliver an approximate solution to problem Pm || Cpax in O (nlogn + nm) time, with

a worst-case ratio bound p = 4/3 — 1/3m.

We now consider preemptive scheduling. Unlike Pm|| Cpax, problem
Pm |pmin| Cpax can be solved optimally in linear time by the famous wrap-around
rule by McNaughton (1959).

McNaughtons’s Wrap-Around Rule: In any feasible schedule S (m) on m identical
machines, a job should not be assigned to more than one machine at a time. It follows
that the makespan of a schedule S (m) cannot be less than the largest processing time,
ie.,

Conex(S (1)) > Prna = max {p;|j € N} . (2.9)

Further, the makespan cannot be less than the average machine load, i.e.,

EjeN Dj

Crnax (S (m)) > -

(2.10)

Based on these observations the value of the optimal makespan is given as

C’max(S* (m)) = D = max {prnaxa m

To find an optimal schedule S* (m), assign the jobs in any order from time 0 to
time D on machine M. If a job’s processing extends beyond time D, preempt the jobs
at time D, and continue its processing on machine Ms, starting at time 0. Repeat this
process until all jobs are assigned. The running time of this algorithm is O (n) as it
requires O (n) time to sum up all elements of a vector of length n and requires O (n)

comparisons to find the largest processing time.

If we denote the value of the optimal makespan for problems Pm [pmitn| Cp.x and
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Pm || Crax @8 Crax(S5,(m)) and Crax(S;y,(m)) respectively, then Braun and Schmidt
(2003) and Lee and Strusevich (2005) have proved that the following inequality holds
CmaX(S:p(m)) 2

Cone Sy (m)) = w1 (2.11)

p
The ratio Ciax(Sy,(mM))/Cmax(S;(m)) is known as the power of preemption. In
particular, Braun and Schmidt (2003) show that the bound (2.11) holds if an optimal
non-preemptive schedule S (m) is replaced by a schedule Ciax (Sppr(m)) found by
an LPT list scheduling algorithm. Lee and Strusevich (2005) describe a large class of
non-preemptive schedules for which the bound (2.11) holds.

Minimising Total Flow Time

We focus on the problems 1> C;, 1||> w;C;, Pm||>.C; Qm||>.C; and
Rm || C;. Recall that since we do not consider problems with release dates, the
objective of minimising the sum of completion times is equivalent to the objective of

minimising the total flow time.

Let us begin with problem 1||) C;. Given a permutation = =
(m(1),7(2),...,m(n)) of jobs, the completion time of a job j = = (r) sched-
uled in position 7, 1 < r < n, can be given as Cr;) = Y ;_; Pr(k)- Thus, the sum of

completion times of all jobs can be written as

n

Y Cry =D prwy =Y (n =7 +1)pagr). (2.12)
r=1

r=1 k=1 r=1

Notice that the sequence n —r+1, 1 < r < n, decreases with r. Thus, according to
Lemma 2.1, the sum of completion times of all jobs can be minimised if the jobs are

scheduled in a non-decreasing order of their processing times.

Shortest Processing Time first (SPT) rule: According to the SPT rule, the jobs
are arranged in a non-decreasing order of their processing times and are renumbered

in a way such that
P1<p2< - < Ppe (2.13)

holds. Similar to the LPT rule, the SPT rule is also a very common strategy for solving
several scheduling problems. It follows that an optimal solution to problem 1| C;
is obtained if the jobs are scheduled by the SPT rule.

An optimal solution to problem 1 || w;C}; is obtained by applying Smith’s ratio
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rule.

Smith’s Ratio rule: Schedule the jobs in a non-decreasing order of their ratios p; /w;.
The optimality of this ratio rule is given by means of an interchange argument, which

is a very useful technique in proving the optimality of several scheduling problems.

Let us now consider problem Pm ||  C;. Suppose that in a feasible schedule
S(m) with m identical machines, there are APl jobs assigned to machine M;, so
that > ", hl! = n, and these jobs are processed in accordance with a permutation
7wl = (7ll(1), 71 (2) ..., 7l (A1), where 1 < i < m. Then it follows from (2.12) that

the sum of completion times of all jobs can be written as

Z Cj(S(m)) = Z Z pr[i](k) = Z Z (h[i] —r+1) Prlil () (2.14)
7j=1 =1 r=1 k=1 =1 r=1

Conway, Maxwell and Miller (1967) present an algorithm for solving problem
Pm || C; which is essentially a version of Algorithm LS outlined earlier in this sec-
tion. According to them, an optimal solution is obtained if the jobs are scanned in the
SPT order, i.e., in non-decreasing order of their processing times, and are assigned to
the first available machine. The running time required to obtain an optimal schedule
S*(m) is O (nlogn), which is equal to the time needed to sort the jobs in an SPT
order. It is easy to verify that if n = km +r, where £ > 0 and 0 < r < m — 1, then in
the resulting optimal schedule S*(m), there will be k + 1 jobs assigned to r machines

and k jobs assigned to the remaining machines.

Further, Brucker (2007) proves in Chapter 2 of his book that the optimal value of

the objective function for problem Pm || ) C; can be given by a closed form formula

i‘lcj(s*(m)) = ipj %w , (2.15)

provided that the jobs are numbered in an LPT (2.7) order. To see that (2.15) holds,
it is convenient to view the optimal schedule S*(m) in the following way. Assume that
the jobs are scanned in an LPT order (2.7). Then, in schedule S*(m) each of the first
m jobs takes the last position on one of the machines, each of the next m jobs takes the
second from last position on one of the machines, etc. This implies in light of formula
(2.14), that job j contributes its processing time into the objective function exactly
(#W times. As a result, the objective function can be written as (2.15).

Notice that McNaughton (1959) has proved, that if preemption is allowed, the value

of the objective function of the resulting problem Pm [pmin| ) C; is no smaller than
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that of problem Pm|| > C;.

Let us now consider problem Q@Qm||> C;, with machine speeds given as
$1,52,...,8m. This problem is more complicated than problem Pm ||} C;, as an op-
timal schedule need not use all machines, leaving the slower machines empty. For a
feasible schedule S(m) with m uniform machines, it follows from (2.14), that the sum

of completion times of all jobs can be written as

- m m_hH (h[i] —r+ 1) Drlil(r)
ZCj (S(m)) :Zzzpﬂ[i](k) :ZZ . ik (2.16)
j=1 i=1 r=1 k=1 i=1 r=1 !

Problem Qm || > C; can be solved by an algorithm given by Conway, Maxwell and
Miller (1967). This algorithm works similarly to the LPT version of the algorithm
described above for solving problem Pm || ) C;. We fill the processing sequence on
each machine from the last position forwards, starting from the jobs with the largest
processing times. The next job is assigned in front of the current processing sequence.
This approach does not require any advance knowledge of the number of jobs to be

assigned to a machine. Below we outline the main steps of this algorithm as it appears

in Chapter 5 of the book by Brucker (2007).
Algorithm QmSum
INPUT: An instance of problem Qm|| > C;

OUTPUT: An optimal schedule defined by the processing sequences 71,1 < i < m

Step 1. If required, renumber the jobs in the LPT order. For each machine M;, 1 <
i < m, define an empty processing sequence 7'’ := (@) and the weight Wl =
]-/Si~

Step 2. For each job j from 1 to n do

(a) Find the largest index v with W = min {Wl|1 <i <m}.

(b) Assign job j to machine M, and place it in front of the current permutation
7l ie., define 7" := (j, 7l"l). Define Wl .= Wil ¢ %

The running time of the Algorithm QmSum is O(nlogn). The main idea behind
this algorithm is derived from Lemma 2.1. The algorithm scans the jobs in the LPT
order and matches the current job with the smallest available weight W[l (as found
in Step 2a). The current values of weights W1l depend on both, the machine and the
current available position on that machine, and so for each job there are at most m

weights to choose from.
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Let us now consider problem Rm || Y C; with m unrelated parallel machines. This
problem is solvable in O(n*m) time by reducing it to a rectangular assignment problem
of size n x nm; see Horn (1973) and Bruno, Coffman and Sethi (1974). The j-th row
of the cost matrix consists of the costs associated with all possible assignments of job
j € N. It is possible for a job j to be assigned to any of the n available positions on
any of the m available machines, thus, leading to total of nm possibilities. Let y; ;)
be a binary decision variable that is equal to 1 if and only if job j is assigned to the
r-th last position on machine M;. The corresponding rectangular LAP can be written

as

min Z Z Z TPijYj,Gi,r)

j=1 i=1 r=1

subject to ZZyj,(,;m) =1, jed{l,...,n};

mtr=t (2.17)

ZyL(W)SL ie{l,....m}, re{l,...,n};

=1

Yj i) € 10,1}, je{l,...,n},ie{l,...,m},
re{l,...,n}.

The above rectangular assignment problem is of the form (2.1) and can be solved

by Algorithm BourLas outlined in Section 2.2.3.
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CHAPTER 3

Scheduling with Changing Processing

Times

In the last chapter, we discussed several classical scheduling problems and reviewed
the algorithms that are used to solve them. In this chapter, we review the same class
of problems, but for models that allow changing processing times. In the recent past,
several papers have appeared that study such effects. We discuss the main rationales
that have been proposed for such a phenomenon and systematically classify the prior
studies into different subject areas. Further, we explore the subject areas most relevant

to this thesis in greater detail and present some important results.

3.1 Brief Overview of Models

In the classical scheduling theory, it is assumed that the processing time of a job j is
fixed and has a constant value p; (or p;;). In many real-life situations, however, the
processing conditions may vary and the actual time taken by the machine to complete

a given job, may be different from p;.

In the context of models with changing processing times, the integer p; is called
the normal processing time of a job j. A meaningful interpretation of p; is that it
defines the processing duration of job j, provided that the machine is in its default
condition. The actual processing time of job j, however, is not necessarily equal to p;
and may vary according to some rule. The phenomenon of changing processing times
is traditionally attributed to one of the following causes: (i) deterioration, (ii) learning,

(iii) rate modifying activities and (iv) resource allocation.

Informally, in scheduling with deterioration, we assume that the later a job starts,

the longer it takes to process. The most common rationale for deterioration, probably
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first stated by Gawiejnowicz (1996), is as follows: a machine is served by a human
operator who gets tired or the machine loses the processing quality of its tools as
more jobs are processed. On the other hand, in scheduling with learning, the actual
processing time of a job gets shorter, provided that the job is scheduled later. A
common rationale behind this is that as an operator processes more jobs or spends
more time in the processing conditions, he becomes more aware of how the jobs must be
processed, and as a result, the time required to complete later jobs shortens. Scheduling
problems with these two effects have received considerable attention in the recent past;
we refer to Cheng, Ding and Lin (2004), Biskup (2008), Gawiejnowicz (2008) and
Gordon et al. (2008) for recent state-of-the-art reviews in these areas, as well as for
references to more practical applications of these models. We give detailed accounts of
these effects and how they are incorporated in scheduling models, in the later sections

of this chapter.

The effects of learning and deterioration are essentially antonymous to each other,
and in practically all prior papers these two phenomena are discussed separately. For
both learning and deterioration, the corresponding effects most commonly found in the

literature belong to one of the following three types:

e Positional: the actual processing time of job j depends on p; and on the position

of the job in the sequence;

e Time-Dependent: the actual processing time of job j depends on the start time
of the job;

o (Cumulative: the actual processing time of job j depends on p; and on the sum

of normal processing times of all jobs sequenced earlier.

Recently, there have been publications that consider enhanced models, that combine
two of the above listed three effects. This gives rise to an additional wide range of
problems, e.g., to models with time-dependent deterioration and positional learning
(see Wang (2006)), or with positional deterioration and time-dependent learning (see
Yang (2010)), or with cumulative deterioration and positional learning (see Wu and
Lee (2008)), among other, often somewhat exotic models. A recent review by Janiak,
Krysiak and Trela (2011) focuses on the variety of the models in the area, including

those with combined effects.

Another way in which the processing times of jobs may change is due to the presence
of certain rate-modifying activities in the schedule. A rate modifying activity can be

defined as an activity scheduled in between sequences of jobs, which is responsible for
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changing the processing conditions of the system. One of the first papers that study
an effect of a rate-modifying activity on processing conditions is that by Lee and Leon
(2001). They look at the problem of scheduling a single rate-modifying period (RMP)
and assume that the processing time of a job j that is sequenced before the RMP
is pj, while if it is sequenced after the MP the processing time becomes A;p;, where
0 < Aj < 1. Following this model, several other authors have developed polynomial-
time algorithms for various scheduling problems, including due date assignment and
due window assignment; see, e.g., Mosheiov and Oron (2006); Gordon and Tarasevich
(2009); Mosheiov and Sarig (2009). A generalised model in which the duration of an
RMP depends on its start time is studied by Mosheiov and Sidney (2010).

If it is known that the machine is undergoing a deterioration effect, the RMPs
are essentially aimed at improving the processing conditions of the system (such as
maintaining or repairing the machine or its parts, giving a rest to a human operator,
etc.), so that the actual processing times of the jobs scheduled after such an RMP
typically get smaller. Such RMPs can be referred to as maintenance periods (MPs),
see, e.g., Kuo and Yang (2008a), Zhao and Tang (2010) and Yang and Yang (2010a),
for models with positional deterioration and machine maintenance, and see, Lodree and
Geiger (2010) for a model with time dependent deterioration and machine maintenance.
On the other hand, if the machine is undergoing a learning effect, the RMPs can
be associated with replacing a machine/operator, so that all learning advantages of
the previous employee are lost, and the overall productivity of the system decreases.
Alternatively, an RMP can be associated with an activity which further enhances the
learning rate of the machine; see, e.g., Ji and Cheng (2010), who study this model for

a job-dependent case.

Lastly, scheduling with resource allocation allows the processing time of a job to
be resource dependent, so that each job is allocated a certain amount of resource, and
jobs with more allotted resources benefit from faster processing. We do not review
this class of problems in this thesis, as our research mainly focusses on the first three
effects. However, for various aspects of models with resource dependent processing
times, we refer to the recent reviews by Shabtay and Steiner (2007), Blazewicz et al.
(2010), Hartmann and Briskorn (2010), Leyvand, Shabtay and Steiner (2010), Weglarz
et al. (2011) and Rézycki and Weglarz (2012).

The rest of this chapter is divided into two sections, in which we describe previously
studied models with changing processing times. In Section 3.2, we formally introduce
positional, time-dependent and cumulative effects, as they have been known in the

past. We review some of the popular polynomially solvable results that exist for these
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models. In Section 3.3, we discuss the effects of rate-modifying activities and review
some of the prior studies that consider integrated models with rate-modifying activities
and changing processing times. In all models, it is assumed that the jobs of set N =
{1,2,...,n} have to be processed either on a single machine or on parallel machines.
The jobs are available for processing at time zero and are independent, i.e., there are
no precedence constraints and any processing sequence is feasible. At time zero, each
machine is assumed to be in perfect processing state, and its processing conditions

change according to one of the three effects described above.

3.2 Models without Rate-Modifying Activities

In this section, we formally describe the three most popular models which are known for
changing processing times. Problems with changing processing times can be denoted
in the three-field notation, by using the middle field 5 to describe the particular model
being applied.

3.2.1 Positional Effects

In the simplest case, if a job j € N, is scheduled in position r of a schedule, then its

actual processing time is given by

p; (’I“) = pjg(r)v 1<r< n, (31)

where p; is the normal processing time of a job j and the values of g(1), g(2),...,g(n)
are positional factors. The function ¢ is given in the form of an ordered array of

numbers such that in the case of deterioration, we have

1=yg(1) <g(2) <--- < g(n), (3.2)

and in the case of learning, we have
1=yg(1)=9(2)=--- = g(n). (3.3)

Each value ¢(1),¢(2),...,g(n) is assumed to be computable in constant time. No-
tice that in the prior studies, apart from some recent papers, see, e.g., Gordon and
Strusevich (2009), the positional factors have not been considered as given by a gen-

eral function g; instead only specific functions have been analysed. Often in scheduling
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literature, the factors g(r) are defined as the value of a known function, e.g., polyno-
mial in 7 (see, e.g., Biskup (1999), Mosheiov (2001a, 2005)) or exponential in r (see,
e.g., Gordon et al. (2008)), i.e., g(r) = r* and g(r) = 7", respectively.

In another form of positional effect, if a job j € N, is scheduled in position r of a

schedule, then its actual processing time is given by

pi (r) = pig;(r), 1<r <m, (3.4)

where the values g;(1),9;(2),...,9;(n), j € N, are job-dependent positional factors.
Such a model represents a scenario in which each job changes the machine conditions
in a different way, hence each job j € N is associated with a unique set of positional
factors, g;(r), 1 < r < n. Similar to job-independent positional factors of the form
g (r), for each job j € N, the job-dependent factors are also given in the form of a

collection of ordered arrays of numbers, such that in the case of deterioration, we have

1=g;(1) <g;(2) <--- < gj(n), (3.5)

1=yg;(1) 2 g;(2) = - = g;(n). (3.6)

Again, in scheduling literature, the factors g;(r) are often defined as the value of a
known function, e.g., Mosheiov and Sidney (2003) consider a polynomial function given
by g;(r) = r%. On the other hand, many authors also consider a general job-dependent
positional effect, in which the actual processing time of a job scheduled in position r of
a schedule is simply given by p; (r), without any mention of the associated positional

factors, see, e.g., Mosheiov (2008).

Some authors study scheduling problems in which the processing time of job a
j € N scheduled in position r is given as a linear function of r. Bachman and Janiak

(2004) consider one such model in which the processing time of job is given by
p;(r)=A;+br, 1 <r<mn, (3.7)

where A; is the normal processing time of a job j € N and b, is a job-dependent rate,
which is strictly positive for the deterioration environment and strictly negative for the

learning environment.

Problems with positional effects are typically represented in the three-field notation
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by providing the formula of the actual processing time p; (r), in the middle field 5 of
the three-field descriptor. For example, the problem of minimising the makespan on
a single machine that is subject to positional deterioration of the form (3.7), can be
denoted by 1|A; + b;r,b; > 0] Cryax.

We now discuss the algorithmic aspects of solving different problems that have been

studied previously.

Minimising Makespan

Recall that the problem of minimising the makespan on parallel machines, is an N P-
hard problem even without the presence of positional effects. Thus, we only discuss
single machine problems in this section. Let us first discuss problems in which a job-
independent positional effect is considered, so that the actual processing time of a job
is defined by (3.1).

Assume that the jobs are processed on a single machine in accordance with some
permutation 7 = (7(1),...,7m(n)), and a job j = m(r) sequenced in position r is
associated with a job-independent positional factor g(r). Then the makespan is written

as

Cmax<7r) = Zg(r)pw(ﬂ (38)

Notice that the problem of minimising the makespan can be seen as a linear as-
signment problem with a product matrix (2.3), with arrays (¢ (1),9(2),...,¢(n)) and
(pr(l)apr(Q)a cee 7p7r(n)) .

a

Mosheiov (2005) solves problem 1 |p;r®, a > 0| Cyax, in which a polynomial deteri-

oration effect is considered, so that the positional factors g (r) are defined as

gr)y=7% a>0,1<r<n. (3.9)

For this problem an optimal solution is obtained if the jobs are scheduled by the
LPT rule (2.7), i.e., the job with the largest normal processing time is scheduled in the

earliest available position.

Gordon et al. (2008) solves problem 1 |p;7" "%, 7 > 1| Cipax, in which an exponential

deterioration effect is considered, so that the positional factors g () are defined as

glr)=+"" y>1,1<r<n (3.10)
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Again, an optimal solution is obtained if the jobs are scheduled by the LPT rule
(2.7).

Problems with positional learning have also received attention. Mosheiov (2001a)
solves problem 1 |p;r®, a < 0| Cyax, in which a polynomial learning effect is considered,

so that the positional factors g (r) are defined as

g(r)=1" a<0, 1<r<n. (3.11)

For this problem an optimal solution is obtained if the jobs are scheduled by the
SPT rule (2.13), i.e., the job with the smallest normal processing time is scheduled in

the earliest available position.

Gordon et al. (2008) solves problem 1 [p;7 !, 0 < v < 1| Cpay, in which an ezpo-
nential learning effect is considered, so that the positional factors ¢ (r) are defined
as

gr)=~+"10<y<1, 1<r<n. (3.12)

Again, an optimal solution is obtained if the jobs are scheduled by the SPT rule
(2.13).

Bachman and Janiak (2004) solve problem 1|A; + b;r,b; < 0| Ciax, in which the
positional effect is given as a linear function of the form (3.7). They consider a learning
effect, i.e., b; < 0, j € N, and prove that an optimal schedule is found in O (nlogn)

time by sequencing the jobs in a non-increasing order of the values b;.

Notice that, each of the problems considered above are solved by using a simple
priority rule. The running time required to solve these problems is O (nlogn), as
this is the time needed to sort the jobs in the desired order. The optimality of these
solutions follows from Lemma 2.1, as all of the problems reduce to an assignment
problem with a product matrix (2.3). However, the authors often fail to notice this
connection and prove the optimality of their results using a pairwise job interchange
argument. Although a powerful technique in its own right, the pairwise job interchange
argument does not permit a solution if the positional factors g (1),¢(2),...,g(n) are

non-monotonically sorted.

Next, let us discuss problems in which a job-dependent positional effect is consid-

ered, so that the actual processing time of a job is defined by (3.4).

Mosheiov and Sidney (2003) solve problem 1 |p;7%, a; < 0| Cpax, in which a poly-
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nomial learning effect is considered and the positional factors are given by

gi(r) =1, 0a;<0, j€N, 1<r<n. (3.13)

They reduce the problem to an LAP of the form (2.2) with the cost function
¢j; = p;i%, and obtain an optimal solution by the Hungarian method in O(n?*) time.
The same approach can be extended to solve a problem with a general job-dependent
positional effect of the form p; (1), in which case the cost function becomes c¢;; = p; (i) ;
see Bachman and Janiak (2004).

Notice that in the case of a job-dependent positional effect, it is not possible to
obtain an optimal schedule by means of a simple priority rule. The use of a full form
LAP is essential, as the resulting cost function c¢;; = p,g; (r), cannot be seen as a
product of the elements of two independent arrays. However, under certain special
conditions, see, e.g., Koulamas (2010), the problem can still be solved in O(nlogn)

time by simple priority rules.

Minimising Total Flow Time

Unlike the makespan objective, the problem of minimising the total flow time, can be

solved optimally for both single and parallel machine environments.

Single Machine Scheduling: Assume that the jobs are processed on a single ma-
chine in accordance with some permutation 7 = (7 (1),...,7(n)), and a job j = 7 (r)
sequenced in position r is associated with a job-independent positional factor g(r).

Then the total flow time is written as
d " Ci(m) =Y g(r)(n =71+ )pair). (3.14)
r=1

Notice that the problem of minimising the total flow time can be seen
as a linear assignment problem with a product matrix (2.3), with arrays

(ng(1),(n—1)g(2),....9(n)) and (pr@)Pr(2);-- - Pr(n)) - However, similar to the
problem of minimising the makespan, many authors fail to notice this connection.

For problems in which a positional learning effect is considered, an optimal so-
lution is achieved by scheduling the jobs in the SPT order. Optimality of the SPT
rule for problem 1|p;7%, a < 0]|> C; with a polynomial learning effect (3.11) has
been proved by Biskup (1999), whereas the optimality of the SPT rule for problem
1piv"t, 0 <~ < 1]> C; with an exponential learning effect (3.12) has been proved
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by Gordon et al. (2008).

Surprisingly, the status of the problem with a positional deterioration effect, i.e.,
with the factors that satisfy (3.2), has not been properly resolved prior to this study.
Notice that the sequence g(r)(n —r + 1), 1 < r < n, is non-monotone as the sequence
g(r), 1 < r < n, is non-decreasing, where as the sequence (n —r+1), 1 <r < mn,
is decreasing. Thus, a simple priority rule obtained by a pairwise job interchange

argument cannot deliver an optimal solution.

Indeed, Mosheiov (2005) demonstrates that for a problem with a polynomial dete-
rioration effect (3.9), an optimal permutation cannot be obtained by a simple priority
rule. Gordon et al. (2008) show that for the problem with an exponential deterioration
effect (3.10) the LPT rule is optimal for v > 2, but an optimal permutation cannot
be obtained by a simple priority rule for 1 < v < 2. In Chapter 6 of this thesis, we
show that an approach based on Algorithm Match can solve this problem in O (nlogn)
time. In fact, the approach works even if the positional factors g (r), 1 < r < n, are

non-monotone.

Let us now consider single machine problems with job-dependent positional effects.
Mosheiov and Sidney (2003) solve problem 1 |p,;r%, a; < 0> C}, in which a polyno-
mial learning effect (3.13) is considered. They reduce the problem to an LAP of the
form (2.2), with the cost function ¢;; = p;i% (n —i+ 1), and obtain an optimal so-
lution in O(n?) time. The same approach can be extended to solve a problem with
a general job-dependent positional effect of the form p; (r), in which case the cost
function becomes c;; = p; (i) (n — i+ 1) ; see Bachman and Janiak (2004). The latter
formulation can also be used to solve the problem of minimising the total flow time for

the model in which the positional effect is given as a linear function of the form (3.7).

Parallel Machine Scheduling: Suppose that in a feasible schedule S(m)
with m identical machines, there are hl! jobs assigned to machine M;, so that
S Rl = n, and these jobs are processed in accordance with a permutation
rlil = (7l(1),70(2) ..., 7(RlT)), where 1 < i < m. A job j = 7l (r) sequenced
in position r of machine M; is associated with a job-independent positional factor g(r).

Then it follows from (2.14) that the sum of completion times of all jobs can be written

as
n m Rl 7 m Rl

Z Cj(S(m)) = Z Z g (T)pw[i](k) = Z Z g(r) (hM —r+ 1) Drlil () -
j=1 i=1 r=1 k=1 i=1 r=1

Notice that for known values of hl!, 1 < i < m, the problem of minimising the total
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flow time can be seen as a linear assignment problem with a product matrix (2.3),
with arrays (G, GP, ... G} and (px(1),Pr(2), - Pr(n)) , where Gl represents a
sub-array (h[i]g (1), (hm — 1) g(2),....g (h[i])) , for each, 7, 1 < ¢ < m. Similar to

earlier instances, many authors fail to notice this connection.

Mosheiov (2001b) solves the problem Pm |p;r®, a < 0| C}, in which a polynomial
learning effect of the form (3.11) is considered on m identical machines. For given
values of hll, 1 < i < m, he reduces this problem to a full form LAP of the form (2.2),
with the cost function ¢j, = p;r® (hm —r+ 1) 1 <r<hll1<i<m Al possible
options for the values hll, 1 < i < m, are generated by computing the compositions
of an integer n into exactly m summands. For each instance the resulting n x n LAP
is solved by the Hungarian algorithm and the total running time for solving problem
Pm|p;jr®,a < 0] > C; is estimated to be O (n™*3). Mosheiov and Sidney (2003) ex-
tend the same approach for solving a more general problem Qm |p;r®,a < 0| Cj, in
which a job-dependent polynomial learning effect of the form (3.13) is considered on m
uniform machines. For known values of ¥, 1 < i < m, the cost function of the LAP is
given as ¢j, = p;r% (bl —r +1) /s;, 1 <r <Rl 1 <i <m, and the overall running
time for solving problem Qm |p;7%,a < 0| C; is estimated as O (n™"3). Notice the
same approach can be further extended to solve an even more general problem with m

unrelated parallel machines.

We feel that for problem Pm |p;r®,a < 0|)  C; the running time proposed by
Mosheiov (2001b), is overestimated by at least two orders of n. This is due to the
fact that (i) the number of generated instances of the problem is miscalculated as
O(n™), instead of O(n™ 1) (see Section 2.2.4), and (ii) each generated instance is
solved in O(n?) time by a full form LAP, instead of using a special form of the LAP
which permits an optimal solution in O (nlogn) time by Lemma 2.1. See Rustogi and
Strusevich (2012b) for details.

Other Objective Functions

In this section, we review some more problems with positional effects which have been

solved for somewhat exotic objective functions.

Minimising deviation from a common unrestricted due date: Biskup (1999)
considers a single machine problem with a polynomial learning effect given by (3.11)
in which the jobs are given a common unrestricted due date d. The due date is called
unrestricted because in principle it is possible to schedule all jobs by that due date. If

a job j completes before d, then its earliness £} = d — C} is penalised; otherwise its
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tardiness T; = C; — d is penalised. The objective is to sequence the jobs in order to
minimise the function ) ie N(wC+w' E;+w"T;), where w, w" and w” are given positive
constants. This is an extension of the model by Panwalkar, Smith and Seidmann (1982),
who assume constant processing times. The authors obtain an optimal solution to this
problem in O (n?®) time by reducing it to a full form LAP of the form (2.2) with the

cost function given by

cji =pji*min{(i — Dw' + (n—i+ 1w, (n —i+1)(v" +w)},1<i<n, j€N.

Common due date assignment: Mosheiov (2001a) considers a single machine prob-
lem in which the jobs have to be assigned a common due date d, so that the function
> jen(wd +w'Ej +w"T}) is minimised. The jobs are subject to a polynomial learning
effect. This is an extension of the model by Panwalkar, Smith and Seidmann (1982),
who assume constant processing times. Again, the authors obtain an optimal solution
to this problem in O (n?®) time by reducing it to a full form LAP of the form (2.2) with

the cost function given by

pji* (nw+ (i —Nw'), 1<i<u
Cii —
! p;i®(n+1—1i)w”, ut+1<i<n,

where

w” —w
u:’V /_|_ //—"
w w

Minimising the weighted sum of total completion time and variation of
completion times: Mosheiov (2001a) considers a single machine problem with
a polynomial learning effect to minimise the sum of the functions w)  C; and
(L—w) >, >0 |Ci — G| for a given w, 0 < w < 1. This is an extension of the
model by Bagchi (1989), who assumes constant processing times. Again, the authors
obtain an optimal solution to this problem in O (n?®) time by reducing it to a full form
LAP of the form (2.2) with the cost function given by

i =pii® [Qu—1)(n+1)+i(2-3w+n(l-w)—i*(1-w)], 1<i<n, jeN.

Notice that the published running times for each of the problems considered above
have been overestimated by the authors. The cost functions c;; for each of the problems

can be seen as a product of the elements of two independent arrays. In such cases, the
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resulting LAP is said to have a product matrix so that an optimal solution is found in

O (nlogn) time by Lemma 2.1.

If the positional factors are job-dependent, i.e., of the form g;(r), the corresponding
problems are indeed, solvable in O(n?) time by reduction to a full form LAP; see, e.g.,
Mosheiov and Sidney (2003) and Mosheiov (2008) for details on the job-dependent

analogue of the above mentioned problems.

Notice that for all the problems discussed so far, the found optimal solution has
either been a simple priority rule (LPT/SPT), or has been computed using a full form
LAP. Actually, if the positional factors are job-dependent, the latter approach remains
the only available. However, in the case of job-independent positional factors, we show
in Chapter 6 of this thesis that the search for an optimal strategy should not be limited
to simple priority rules, and also that the use of a full form LAP is not required. In fact,
our method based on Lemma 2.1, not only solves these problems for simple monotone
effects like deterioration or learning, but works for arbitrary, possibly non-monotone,

positional effects and finds an optimal solution in O(nlogn) time.

3.2.2 Time-Dependent Effects

Typical time-dependent models are often of the form p;(7) = p; + f(7) or p;(7) =
p; f(7), where p;(7) is the actual processing time of a job j € N scheduled at time
7 > 0, and p; is its normal processing time. The function f(7) is common for all jobs
and takes only non-negative values. For a more general time-dependent effect, each
job j can be associated with an individual function f;(7), so that the effect becomes
job-dependent. Below we list out some of the most popular time-dependent models, in

which the functions f(7) and f;(7) are linear:

e p,;(7) = p; + at; a linear function of the start-time, where a is a job-independent
constant, which is strictly positive for the deterioration environment and strictly

negative for the learning environment.

e p;(T) = pj+ a;7; a linear function of the start-time, where a; is a job-dependent
constant, which is strictly positive for the deterioration environment and strictly

negative for the learning environment.

e p;(7) = a;7; one of the simplest start-time dependent models, introduced by
Mosheiov (1994) for a deterioration effect, where a; is the deterioration rate of a

job 7.
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e p;(t) = p;(b+ar); a generalisation of the above model, where a is a job-
independent constant, which is strictly positive for the deterioration environment

and strictly negative for the learning environment.

Apart from the models listed above, several other models have been introduced in
the recent past, in which a time-dependent model is combined with a positional effect,
so that the actual processing time of a job j sequenced in position r and starting at
time 7 > 0 is given by

pi(1,7) =p; (1) g(r),

where p; (7) is defined in one of the ways listed above and g(r) is a general positional
factor as defined in Section 3.2.1. One of the most general models that combines a
time-dependent effect and a positional effect is studied by Yin and Xu (2011). The
authors define the actual processing time of a job j sequenced in position r and starting
at time 7 > 0 as p;(7,7) = p; f(7)g(r), where g(r) is a positional learning factor, while
a start-time deterioration is given by f(.5;), the function f being non-decreasing with

a non-decreasing first derivative.

In this thesis, we only study start-time dependent models of the form
p; (1) = p; +ar, (3.15)
and its combined version given by

pi(7, 1) = (pj + a7) g(r). (3.16)

We refer to models (3.15) and (3.16) as job-independent models for linear time-
dependent effects. Recall that the job-independent constant a is strictly positive for a
deterioration effect and strictly negative for a learning effect. For details and results
related to other time-dependent models, job-dependent or non-linear, we refer the
reader to the review by Cheng, Ding and Lin (2004), and a recent monograph by
Gawiejnowicz (2008), which provides a state-of-the-art exposition of time-dependent

scheduling models.

The combined model of the form (3.16) was first introduced by Wang (2006), for
a time-dependent deterioration effect and a polynomial learning effect (3.11), so that
g(r) = r*, b < 0, and a > 0. An example of a situation in which this model may
appear relevant is as follows: a human operator processes jobs on a certain equipment
and during the process the equipment might be subject to wear and tear, i.e., it might

deteriorate with time, however, the operator will gain additional skills by learning from
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experience. Yang and Kuo (2009) also study this model with g(r) = r°, b < 0, and
a > 0, and solve the problems of minimising the makespan and the total flow time.
Another variation of the model (3.16) is considered by Yang (2010), who study the
case of time-dependent learning effect and a polynomial deterioration effect (3.9), so
that g(r) = 7%, b >0, and a < 0.

Problems with time-dependent effects can be represented in the three-field notation
by providing the formula of the actual processing time p; (7), in the middle field 5 of
the three-field descriptor. For example, the problem of minimising the makespan on a
single machine that is subject to time-dependent deterioration of the form (3.15), can
be denoted by 1 |p; + a7,a > 0] Cpax.

We now discuss the algorithmic aspects of solving different problems related to
models (3.15) and (3.16), that have been studied previously.

Minimising Makespan

We only consider single machine problems, as the problem of minimising the makespan

in a parallel machine environment is known to be N P-hard.

Let the jobs be processed on a single machine in accordance with some permutation
7= (n(1),...,m(n)). If the machine is subject to a time-dependent effect of the form
(3.15), then following the argument given by Browne and Yechiali (1990), the makespan

can be written as

Chax(m) = Zpﬂ(r) (1+a)"".
r=1

Notice that the problem of minimising the makespan can be seen as a linear as-
signment problem with a product matrix (2.3), with arrays (W (1) ,W (2),...,W (n))
and (p,,(l),p,,(g), . ,pﬂ(n)) , where W (r) = (1+a)"",1 < r < n. Similar to earlier

instances, many authors fail to notice this connection.

Using a pairwise job-interchange argument, Browne and Yechiali (1990) prove that
irrespective of the sign of a, an optimal solution is obtained in O (nlogn) time by
scheduling the jobs in non-decreasing order of the values p;/a. This implies that prob-
lem 1 |p; + a7, a > 0| Cyax can be solved by scheduling the jobs in an SPT order, while
problem 1 |p; + a7, a < 0] Ciyax can be solved by scheduling the jobs in an LPT order.

Let us now consider the combined model given by (3.16). If the jobs are processed
on a single machine in accordance with some permutation 7 = (7 (1),...,7(n)), then
following the argument given by Wang (2006), Yang and Kuo (2009) and Yang (2010),
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the makespan can be written as

Omax(ﬂ-> = pr(r) (g (7") H (1 + ag ('Z))) ; 1<r<n.

i=r+1

Notice that the problem of minimising the makespan can be seen as a linear assign-
ment problem with a product matrix (2.3), with arrays (W (1) ,W (2),...,W (n)) and

(pﬂ(l)apﬂ(Q)a cee apﬂ(n)) > where W (T) =g (T) H (1 +ag (Z)) ’ I<r<n.
i=r+1

Indeed, Wang (2006) and Yang and Kuo (2009) notice this connection and use
Lemma 2.1 to solve problem 1 ‘(pj +ar)rt,a > 0,b < 0| Cmax, With a time-dependent
deterioration effect and a polynomial learning effect (3.11). They prove that an optimal
solution is obtained if the jobs are scheduled in an SPT order. Yang (2010) also use
the same technique to solve problem 1 }(pj +ar)rt,a<0,b> 0‘ Chax, With a time-
dependent learning effect and a polynomial deterioration effect (3.9). They prove that

an optimal solution is obtained if the jobs are scheduled in an LPT order.

Minimising Total Flow Time

Unlike the makespan objective, the problem of minimising the total flow time, can be

solved optimally for both single and parallel machine environments.

Single Machine Scheduling: Assume that the jobs are processed on a single machine
in accordance with some permutation 7 = (7 (1),...,7(n)). If the machine is subject
to a time-dependent effect of the form (3.15), then following the argument given by Ng
et al. (2002), the total flow time can be written as

SO0 =3 (z o+ a>k) |

k=0

Notice that the problem of minimising the total flow time can be seen as a linear as-
signment problem with a product matrix (2.3), with arrays (W (1) ,W (2),...,W (n))
and (p,,(l),pﬁ(g), o ,pﬂ(n)) , where W (r) =37, (1 + a)k ,1 <r < n. Similar to earlier

instances, many authors fail to notice this connection.

Using a pairwise job-interchange argument, Ng et al. (2002) prove that an optimal
solution to problem 1 |p; + a7,a < 0| > C; can be obtained by scheduling the jobs in
an SPT order. It can be easily verified (see, e.g., Kuo and Yang (2008b)) that the same
ordering of jobs is also optimal for problem 1 |p; 4+ at,a > 0| C}.
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Let us now consider the combined model given by (3.16). If the jobs are processed
on a single machine in accordance with some permutation 7 = (7 (1),...,7(n)), then
following the argument given by Wang (2006), Yang and Kuo (2009) and Yang (2010),

the total flow time can be written as

> Cilm) =D prery (9(7") [Z 11 (Hag(z‘))]), 1<r<n.

u=r i=r+1

Notice that the problem of minimising the makespan can be seen as a linear assign-
ment problem with a product matrix (2.3), with arrays (W (1) ,W (2),...,W (n)) and

(Dr(1ys Pr@)s -+ - Pry) » Where W () = g(r) {i 1 (1+ag (i))} 1<r<n

u=r i=r+1

Indeed, Wang (2006) and Yang and Kuo (2009) notice this connec-
tion and wuse Lemma 2.1 to prove that an optimal solution to problem
1|(p; +ar)r*,a > 0,b < 0| 3 C; can be obtained by the SPT rule. Yang (2010) also
use the same technique to solve problem 1 ‘(pj +ar)r’a <0,b> 0| >~ C}, and prove
that an optimal solution is obtained by the SPT rule.

For the same special case of (3.16), i.e., with g(r) = 7°, problems involving other
objective functions, including various generalisations of the functions considered in
Section 3.2.1, are handled by Qian and Steiner (2012) (for @ > 0 and b < 0) and by
Yang (2010) (for a < 0 and b > 0). The authors reduce these enhanced problems to
solving a linear assignment problem with a product matrix (2.3) an obtain an optimal

solution in O(nlogn) time.

Parallel Machine Scheduling: Kuo and Yang (2008b) solve the problem
Pm|(p; +at)| )Y Cj, in which a time-dependent effect of the form (3.15) is consid-
ered on m identical machines. They prove using Lemma 2.1, that irrespective of the
sign of a, an optimal schedule can be found in O (nlogn) time by applying the SPT
list scheduling algorithm.

3.2.3 Cumulative Effects

This is a fairly recent model for changing processing times, first introduced by Kuo and
Yang (2006a, 2006b) for a learning environment. Assume that the jobs are processed
on a single machine in accordance with some permutation 7 = (7(1),...,7(n)). In the

model introduced by Kuo and Yang (2006a, 2006b), the actual processing time of a job
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j = m(r) that is sequenced in position r of a permutation 7 is given by

pi(r) = p; (1 + ZPn(k)) : (3.17)

where Z is a given constant which is strictly negative for a learning environment and
strictly positive for a deterioration environment. The deterioration case with Z > 0 is

initiated by Gordon et al. (2008).

Notice that a cumulative effect can be seen as version of time-dependent effects.
The only difference being that the processing time of a job j is not dependent on the
actual time elapsed, but is dependent on the sum of the normal processing times of
the jobs scheduled earlier. For this reason, several authors including Kuo and Yang
(2006a, 2006b), often refer to this effect simply as a time-based effect.

Kuo and Yang (2006a, 2006b) prove that the problem of minimising the makespan
and the problem of minimising the total flow time on a single machine which is subject
to a cumulative effect of the form (3.17), with Z < 0, can be solved optimally by
scheduling the jobs in an SPT (2.13) order. They prove the optimality of this result

by establishing the following preliminary statements.

Lemma 3.1. The following relation holds
1— 1+ + 2t +)71 >0, if Z<0 and t > 0.
Lemma 3.2. The following relation holds

)\(1—(1+t)z>—(1—(1+>\t))2202'f/\21, t>0 and Z <0.

Further, a pairwise job interchange argument is provided which proves the optimal-
ity of the SPT rule.

In the recent years, several variations of this model have appeared, see, e.g., Wu,
Yin and Cheng (2011), who list about a dozen of models with cumulative learning, in
which p;(r) is expressed in different ways in terms of Z;;ll Pr(k)- In general, all models

with cumulative effects can be written in the form

r—1
p;i(r) =p;f (Z%(k)) ,
=1

where f is non-increasing function for a learning environment and a non-decreasing

function for a deterioration environment. For all the models described, the SPT rule
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has been proved to be the optimal policy for the problem of minimising the makespan
and for the problem of minimising the total flow time. Typically, authors use a version
of Lemmas 3.1 and 3.2, along with a pairwise job interchange argument to prove the

optimality of SPT for different models.

Among the most general models, is the following in which a cumulative deterioration

effect is combined with a general positional learning effect by

r—1
pi(r) = p;f (me)) g(r),
i=1
as used by Yin et al. (2009). Again, the authors prove that the SPT rule can be used

to solve the problem of minimising the makespan or the total flow time.

Models with precedence constraints and cumulative deterioration effects as given
by (3.17), for Z =1 and Z = 2, are studied by Gordon et al. (2008).

3.3 Models with Rate Modifying Activities

In this section, we review some of the prior studies that integrate changing processing
times and rate-modifying activities. This line of research has only started in the last 4-5
years, with Kuo and Yang (2008a) publishing one of the first papers of its kind. Almost
all of the papers that consider such models deal study a deterioration effect and use
rate-modifying (maintenance) activities to negate these effects. In all existing models,
it is assumed that each of the RMPs are identical and they are able to fully restore
the machine conditions. Typically, a decision-maker would need to known an optimal
permutation of jobs and the optimal number of RMPs to include in the schedule, so
that a given objective function can be minimised. The latter is an important question,
because the RMPs are of a finite duration. Including many of them in a schedule,
may reduce the processing time of the jobs on one hand, but on the other hand, may
increase the overall duration of the schedule. The durations of the RMPs are either

known to be constant or are given as a linear function of its start time, i.e.,
DRMP =T + 6, (318)

where 7 is the start-time of the RMP, measured from the time the previous RMP was
completed, and « and [ are positive parameters that define the RMP. The formula
(3.18) implies that the duration of the RMP becomes larger if it is performed later in a

schedule. Such a model for RMP durations was introduced by Kubzin and Strusevich
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(2005, 2006).

In the next two sub-sections, we review prior models in which rate-modifying ac-
tivities are studied with positional and time-dependent effects. Note that there is no

prior history of problems with cumulative effects and rate-modifying activities.

In this review, to denote the presence of an RMP in the schedule, we include the
term “RM P” in the middle field of the standard three-field notation. By default, it is
assumed that the durations of the RMPs are start-time dependent (3.18). If they are
known to be of constant duration, we denote them by “RM P [0]”. Additionally, if the
number of RMPs is known in advance and is not a decision variable, we use the term
“RMP (K)” instead, to denote that X' RMPs are included in a schedule. Notice that
in a schedule with K RMPs, the jobs are divided into a total of K + 1 groups, one
placed before the first RMP and one after each of the X' RMPs.

Unlike the earlier parts of this review, we do not give a full mathematical formu-
lation of the problems presented here, as most of them will be revisited in the main
body of this thesis. We only talk about the algorithmic principles behind solving these

problems and their resulting time complexity.

3.3.1 Positional Effects
Minimising Makespan

Kuo and Yang (2008a) study problem 1 |p;r®, a > 0, RM P [0]| Ciax, With a polynomial
deterioration effect (3.9) and identical RMPs, whose duration is assumed to be con-
stant. In order to solve this problem, Kuo and Yang (2008a) turn to solving a series
of sub-problems 1 |p;r*,a > 0, RM P [0] (k — 1)| Ciax, with & — 1 number of RMPs. To
solve each problem 1 |p;r*,a > 0, RM P [0] (k — 1)| Cinax they prove the so-called group
balance principle, according to which, in an optimal schedule with k groups, the differ-
ence between the number of jobs in any two groups is at most one. They further prove
using Lemma 2.1 that in each group the jobs are sequenced in the LPT order. As a
result, an algorithm for solving problem 1 |p;r*,a > 0, RM P [0] (k — 1)| Ciax scans the
jobs in the LPT order and assigns them one by one to the smallest available position
across all k groups. Such an algorithm requires O(n) time to output an optimal sched-
ule and the optimal value of the makespan, provided that the LPT sequence of jobs
is known. Trying all possible values of k, 1 < k < n, they obtain a solution to the
original problem 1 |p;r®, a > 0, RM P [0]| Cinax as the best of all found schedules. The
resulting running time is O (n?) . It should be noted that Kuo and Yang (2008a) make
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a mistake when they claim that their algorithm requires O(nlogn) time: they do not
take into account the linear time that is needed to compute the value of the makespan
for each k, 1 < k < n. In Section 6.7, we prove that the running time of problem
1|p;r* a > 0, RM P| Cpax can be reduced to O(nlogn).

Zhao and Tang (2010) study a problem similar to Kuo and Yang (2008a),
but with a job-dependent polynomial effect. The resulting problem is denoted as
L|pjr*,a; > 0, RM P [0]| Chax. In order to solve this problem, Zhao and Tang (2010)
also turn to solving a series of sub-problems 1 |p;r%,a; > 0, RM P [0] (k — 1)| Ciax, and
prove the group balance principle. This principle allows them to guess the number of
jobs to schedule in each of the k groups. With knowledge of the n candidate positions
across all groups, they reduce problem 1 |p;7%,a; > 0, RM P [0] (k — 1)| Cpnax to a linear
assignment problem. The cost of scheduling a job j at position 7 in some group is given
by ¢j; = pji%. As a result, problem 1 |p;r®,a; > 0, RM P [0] (k — 1)| Cnax is solved in
O (n?) time. Trying all possible values of k, 1 < k < n, they obtain a solution to the
original problem 1 |p;r%,a; > 0, RM P [0]| Ciax as the best of all found schedules. The

resulting running time is O (n*).

Yang and Yang (2010a) study a problem similar to Zhao and Tang (2010), but
the durations of the RMPs are given as a linear function of their start time (3.18).
The resulting problem can be denoted as 1 |p;r®,a; > 0, RM P| Cyax. In order to solve
this problem, Yang and Yang (2010a) also turn to solving a series of sub-problems
L|pr%.,a; >0, RMP (k —1)| Cpax. For problem 1 |p;r®,a; >0, RMP (k—1)| Ciax,
they prove the group-balance principle for the first £ — 1 groups, which allows them
to guess the number of jobs in those groups. However, for the last group, they are not
able to guess the number of jobs, so they resort to enumerating all possible options
for the number of jobs in that group. As a result, the running time needed to solve
this problem is n times greater than that required by Zhao and Tang (2010), thereby
making problem 1 |p;r%, a; > 0, RM P| Cypay solvable in O (n®) time. In Section 7.4, we
prove that a full enumeration of the number of jobs in the last group is not required,
and problem 1 |p;7%, a; > 0, RM P| Cpax can be solved in O (n*) time.

Minimising Total Flow Time

Yang and Yang (2010b) study problem 1 |p;r*,a > 0, RM P (K)|>_ C;, with a polyno-
mial deterioration effect (3.9) and a known number, K, of RMPs. They prove that
if the number of jobs in each group is known, problem 1 |p,;r* a > 0, RMP (K)|>_ C;
reduces to a linear assignment problem with a product matrix (2.3), so that an optimal

permutation of jobs can be found in O (nlogn) time. To find the optimal number of
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jobs in each group, they enumerate all possible options in which n jobs can be divided
into K + 1 groups. Recall from Section 2.2.4, that this can be done in n®/K! ways.
Thus, problem 1 |p;r®,a > 0, RM P (K)| Y C; can be solved in O (n**!logn) time.

Ji and Cheng (2010) study problem 1 |p;r%, a; <0, RMP[0](K)|> C;, with a
job-dependent polynomial learning effect (3.13) and a known number, K, of RMPs.
This is the first paper of its kind, which combines a learning effect with a rate-
modifying activity. The RMPs are aimed at further enhancing the learning rate
of the operator. This is achieved by multiplying the positional factors r% with a
constant A, 0 < A < 1. They prove that if the number of jobs in each group is
known, problem 1 |p;jr®,a; <0, RMP [0] (K)|)_ C; reduces to a full form linear as-
signment problem (2.2), so that an optimal permutation of jobs can be found in O (n?)
time. To find the optimal number of jobs in each group, they enumerate all possi-
ble options in which n jobs can be divided into K + 1 groups. As a result, problem
1|pjr®,a; < 0, RMP[0] (K)| Y. C; can be solved in O (n®*?) time. They further ex-
tend this model to a parallel machine environment, and show that an optimal solution

can be found in O (nm+K +2) time.

Notice that both problems reviewed in this section require a full enumeration for
the number of jobs in each group, thereby resulting in polynomial running times of
a greater order. Although we are not able to improve upon this running time for
the problem of minimising the total flow time, we show in Chapter 9 of this thesis,
that the same (or marginally higher, in some cases) running time is achieved for a
much more general problem, one with combined positional and time-dependent effects,

simultaneous learning and deterioration effects, and distinct rate-modifying activities.

3.3.2 Time-Dependent Effects

For time-dependent models, very few results exist which study the effect of rate-

modifying activities.

Lodree and Geiger (2010) study problem 1 |a;7, RM P [0] (1)| Cinax, With a time-
dependent effect of the form p; (7) = a;7,a; > 1, and a single RMP in the schedule.
They provide an optimal policy to determine the number of jobs to be included in each
of the two created groups. According to this policy, if n is even, both groups should
contain (g + 1) jobs, whereas if n is odd, one group should contain ("T“) jobs and the

other should contain ("T*?’) jobs.

Yang and Yang (2010b) study problem 1 |p; +a7,a > 0, RMP (K)| > C;, with a

linear time-dependent deterioration effect of the form (3.15) and a known number,
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K, of RMPs. Similar to the solution of problem 1 |p;r* a > 0, RMP (K)|>_ C;, they
prove that if the number of jobs in each group is known, the problem reduces to a linear
assignment problem with a product matrix (2.3), so that an optimal permutation of
jobs can be found in O (nlogn) time. Further, they enumerate all possible options in

which n jobs can be divided into K + 1 groups, and provide an optimal solution to
problem 1 |p; +ar,a > 0, RMP (K)|> C; in O (nK“ log n) time.

The same method is extended by Yang (2010) and Yang (2012), to study different
versions of problem 1 |(p; + ar)r®, RMP (K)| F, F € {Ciax, > Cj}, with a combined
effect of the form (3.16) and a known number, K, of RMPs. Yang (2010) considers
the case in which a single RMP (K = 1) is to be scheduled on a machine which
is subject to time-dependent learning (¢ < 0) and polynomial deterioration (b > 0)
effects. Yang (2012) considers the case in which multiple RMPs are to be scheduled
on a machine which is subject to time-dependent deterioration (a > 0) and polynomial
learning (b < 0) effects. For their respective models, both the papers claim to solve
the problem of minimising the makespan and the problem of minimising the total flow

Et+llog n) time each. We notice however, that both papers underestimate

time in O (n
the running time needed to solve the problem of minimising the total flow time. This
is because, the authors ignore the running time needed to compute the values of the
positional weights (costs) that must be input in the reduced LAP. It can be easily
verified that this running time is O (n?), for the problem of minimising the total flow
time. Thus, for both cases, problem 1 |(p; + a7) 7, RM P (K)| > C; cannot be solved

in less than O (nK+2) time.

Notice that apart from problem 1 |a;7, RM P [0] (1)| Cpax studied by Lodree and
Geiger (2010), all other problems reviewed in this section require a full enumeration
for the number of jobs in each group. To the best of our knowledge, there are no
other existing results which solve the problems related to time-dependent effects and
rate-modifying activities in a different way. In Chapter 8 of this thesis, we consider a
model with a pure time-dependent effect of the form (3.15) and show that even in the
presence of distinct rate-modifying activities, the problem of minimising the makespan
can be solved by an efficient polynomial algorithm, which does not depend on full

enumeration.

3.4 Conclusion

In this chapter, we review several prior studies related to scheduling with changing

processing times. Below we list out some of the common features that we notice in the

55



CHAPTER 3. SCHEDULING WITH CHANGING PROCESSING TIMES
existing results:

e In models with positional effects, the positional factors are always given as the
values of a specific function, e.g., polynomial, exponential, etc. However, none
of the authors actually use any of the mathematical properties associated with
these functions. Thus, by using a specific function to model positional effects,

the authors unnecessarily limit the scope of their models.

e In problems without rate-modifying activities, many authors solve the problem at
hand by using a simple priority rule, and they prove its optimality by a pairwise
job interchange argument. Such rules may work in some simple cases, but are not
applicable in general. We notice that in most cases these priority rules are in fact
special cases of the matching algorithm, so that they work because the matching
algorithm works, and if they do not work, the matching algorithm still will. Both
these approaches, permit a running time of O (nlogn) . By restricting themselves
to simple priority rules, the authors severely restrict the range of problems they

can solve.

e We notice on multiple occasions that the authors have wrongly used a full form
of the linear assignment problem as a subroutine of their solution procedure
(requires O(n?) time for a problem with n jobs). In such cases, the authors
fail to notice that LAP is in fact, of a special structure which permits the use
of faster matching algorithm. The latter approach reduces the running time of
the resulting algorithms by up to two orders, and carries over to a wider range
of models, with more general positional effects. See our survey Rustogi and
Strusevich (2012b), in which we systematically review a wide variety of problems

which can be solved faster by use of Algorithm Match.

e In all problems with rate-modifying activities, it is noticed that an important
decision to make is to determine the optimal number of jobs to schedule in each
group. Once this is found, the problem easily reduces to a linear assignment
problem, either in its full form or in the reduced form. In all the papers re-
viewed, establishing a group-balance principle is a preferred technique to guess
the number of jobs in a group. In cases when a group-balance principle does
not work, the authors resort to full enumeration of the possible ways in which
n jobs can be divided in to a given number of groups. We feel that the group
balance principle is not a very robust tool, when it comes to determining the
optimal number of jobs in a group. Similar to the priority rules, such rules may

work in some simple cases, but are not applicable in general. For example, in
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the problem considered by Yang and Yang (2010a), the group balance principle
is only applicable to some of the group in the schedule. Solely relying on this

approach often restricts the authors in the range of models they can handle.

Taking into account all of these points, in the next chapter, we present a generic
framework which allows us to systematically study scheduling problems with non-
constant processing times and the effect of rate-modifying activities, for a very wide

range of models.
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CHAPTER 4

General Framework for Solving Problems
with Rate-Modifying Activities

The main focus of this thesis is to study the effect of incorporating rate-modifying ac-
tivities in scheduling models with changing processing times. We consider three models
for changing processing times, namely, positional, time-dependent, and cumulative. In
Chapter 3 we introduce each of these three models and provide a brief overview of prior
research that is related to them. It can be noticed that only a handful of papers exist
which address the issue of combining rate-modifying activities with these models. Our
work in this area has enabled us to further generalise and improve known results so
that they can be applied to many more practical situations. In this chapter, we provide
a general framework which is used to systematically study the effect of rate-modifying

activities throughout this thesis.

4.1 Notation and Problem Description

In all the problems considered in this thesis, the jobs of set N = {1,2,...,n} have to
be processed on some machines. The jobs are available for processing at time zero and
are independent, i.e., there are no precedence constraints and any processing sequence
is feasible. At time zero, the machines are assumed to be in perfect processing state,
and as more jobs are processed their processing conditions change according to one (or

more) of the three models listed above.

All problems studied in this thesis can be denoted in the three-field nota-
tion by a|p, V| F, where the first field points out the machine environment a €
{1, Pm,Q@m, Rm}, and the third field points out our objective function. The first

item in the middle field is used to describe how the processing times change, and the
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second term in the middle field is used to describe the type of rate-modifying period
(RMP) included in the schedule.

If ¥ = &, we consider a problem with no RMPs at all, so that the jobs scheduled

on a machine are organised as one group.

If ¥ = RM P, we consider a general situation, in which the decision-maker is pre-
sented with a total of K > 0 possible rate-modifying activities, which can be either
distinct or alike. Each RMP can have a different effect on the machine conditions, so
that they do not necessarily restore the machine to its default “as good as new” state.
If the selected RMPs are different in nature, e.g., one RMP replaces the cutting tool
of the machine, whereas the other refills gas in the system, then occurrence of such a
situation is natural. However, such a situation can also arise if the RMPs are identical,
but their efficiency in performing the desired task keeps changing depending on their
position in the schedule. For instance, consider a scenario in which the RMP is aimed
at improving the machine conditions by running maintenance. In real life it is often
observed that even after a maintenance activity, some wear and tear might still remain
in the machine and if the same RMPs are performed every time, this deviation might

get accumulated.

If, out of the available K RMPs, k—1 of them are selected and included in a schedule
on some machine, then the jobs on that machine will be divided into k£, 1 <k < K +1
groups, one to be scheduled before the first RMP and one after each of the k —1 RMPs.
Since the RMPs are known to effect the machine conditions differently, it follows that
each of the k& groups might treat the jobs scheduled in them in a different way. As a
result, the actual processing time of a job will be dependent on the group it is scheduled
in. We refer to such an effect as a group-dependent effect. This is the first study, in
which such effects are studied. Recall from Section 3.3, that in the earlier papers
which studied changing processing times with rate-modifying activities, it is assumed
that all RMPs are identical and they restore the machine to the same state. As a
result, the created groups are indistinguishable and it does not matter which group a

job is scheduled in. We refer to such an effect as a group-independent effect.

Below we give an illustration of a possible application of group-dependent effects.

Example 4.1. A human operator uses a tool to process n jobs. During the processing
of the jobs, the tool undergoes deterioration whereas the operator undergoes both
deterioration and learning effects. It is known that two RMPs will be included in the
schedule. The first RMP is a maintenance period which restores the machine to its
original condition. However, the deterioration rate of the machine becomes greater

after the maintenance period, since original spare parts are not used. This RMP also
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provides the operator with sufficient rest, so that after the first RMP the operator is
as fresh as he/she was at the beginning of the schedule. Additionally, the operator
gets a technical briefing from his supervisor so his learning curve changes. The second
RMP does not repair the machine at all, instead, a new operator is brought in. Below,
we give details about how these effects are modelled mathematically, and compute the
resulting positional factors. We distinguish between the positional factors associated
with the machine and the operator by using the subscript “m” for the machine and

“w” for the operator (worker), respectively.

In a feasible schedule the jobs will be split into k¥ = 3 groups. The machine suffers
a positional exponential deterioration effect (3.10) with a rate A; > 0 before the first
RMP and A, > A;, after the second RMP. As a result, the positional factors associated
with the machine for the three groups are given as gh (r) = (4;)" ", g2 (r) = (Ay)"
and gi¥ (r) = (Ag)"m 1 respectively, where nl? represents the number of jobs sched-
uled in the second group. The two operators are subject to a positional polynomial
deterioration effect (3.9), with rates B; > 0 and B, > 0, respectively. They are also
subject to positional polynomial learning effects (3.11). The rate with which Opera-
tor 1 learns before the first RMP is C'; < 0, while the rate with which he learns after
the RMP is Cy < €} < 0. The learning rate of Operator 2 is given by C3 < 0. As
a result, the positional factors associated with the operators for the three groups are
given as g (r) = rB17C gl (p) = B (ntt + 7")02 and g5 (r) = rB2+Cs | respectively,

where nl!l represents the number of jobs scheduled in the first group.

Thus, the positional factors for the entire processing system can be given as

o) = gh) () gl (r) = (4P
r— 1 Co
g7 (r) = g6l ()= (A ()

i)y
) = g )

<
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=
~—
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where the super-script [z], 1 < x < 3, is used to distinguish between the positional

factors for different groups. Notice that this model allows us to assume (unlike, e.g.,
Yang (2010)), that during an RMP, if the operator is not replaced, he/she does not lose
his/her skills which were improved due to learning in the earlier groups of the schedule.
Similarly, if during an RMP a machine is not fully repaired, our model is capable of
handling the resulting situation in which the deterioration effect from the group before
the RMP must be carried forward to the next group. These instances are captured
by adjusting the relative position of a job in the relevant group. For example, the
learning factor involved in the computation of g1 (r) is given by (nl!l 4 r) c (implying

that Operator 1 has completed n!!l jobs before starting group 2), and the deterioration
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factor involved in the computation of ¢! (r) is given by (AQ)”[2]+T_1 (implying that
since its last maintenance, the machine has completed n!? jobs before starting group
3).

Notice that during each RMP no job processing takes place. In a very general
setting, each of the K available RMPs, are associated with its own set of duration
parameters, al¥/ and B[y], 1 <y < K. This allows us to further generalise the linear
model for start-time dependent durations (3.18), so that the duration Dgpyp of an
RMP can be given as

Dryp = alr + B[y]’ (4.1)

where 7 is the start-time of the RMP, measured from the time the previous RMP was
completed, and al¥ and B are parameters that define the RMP. The value of 8 is
always positive; this parameter represents a fixed amount of time that must be spent
if an RMP with an index y, 1 <y < K, is performed. It can be seen as the duration of
some standardised procedures that must be completed during an RMP. The value of
ol can be negative or positive, depending on the nature of the RMP. If al¥! is positive,
the RMP can be considered to be a maintenance period (MP) and the formula (4.1)
implies that the duration of the MP becomes larger if it is performed later in a schedule.
Such an extended formulation as (4.1) was first introduced in our paper Rustogi and
Strusevich (2012a). If ol is negative, the formula (4.1) implies that the duration of the
RMP becomes smaller if it is performed later in a schedule. The value of o) should be
chosen such that the overall duration of the RMP always remains positive. A special
case of (4.1) is the case in which the duration of the RMP is given by a constant, so
that ol =0, 1 <y < K; see, e.g., Kuo and Yang (2008a) and Zhao and Tang (2010),
who consider such a case with ¥ =3, 1 <y < K.

Notice that if it is known that the RMP is, in fact an MP, we will use ¥ = M P
instead of ¥ = RMP in the three-field notation. In such a case, it is implied that
the value of /¥ is non-negative. Moreover, if it is known that duration of an RMP is
constant, we will use ¥ = RM P [0], signifying that the value ol¥) = 0, 1 <y < K. For

a general situation with rate-modifying activities, we stick to the notation ¥ = RM P.

If a single machine environment is considered, the problems can be denoted by
1|p, U| F.

To obtain an optimal solution to problem 1 || F, with no RMPs, the only decision
a decision-maker must make is regarding the optimal permutation of jobs in a single
group. Prior problems of such a kind are reviewed in Section 3.2. However, to obtain an
optimal solution to problem 1 |p, RM P| F a decision-maker must make the following

decisions:
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Decision 1. The number of RMPs: If k —1 RMPs are included in the schedule, the
jobs are divided into k groups. Determine the optimal value of £, 1 < k < K+ 1.

Decision 2. The choice of RMPs: From a given list of K RMPs, choose k& — 1,
1 <k < K+1, RMPs that are included in the schedule.

Decision 3. The sequence of RMPs: Determine the optimal order in which the se-
lected £ — 1 RMPs are scheduled on a machine.

Decision 4. An optimal permutation of jobs: For each job j € N, determine the

group and the position within that group, that it must be scheduled in.

In this thesis we consider many versions of problem 1 |p, U| F), which can be differ-

entiated by changing the values of ¢, ¥ and F' in the problem formulation.

e ¢ is assigned based on whether the problem under consideration follows a po-
sitional, time-dependent or cumulative model. Problems are further classified
depending on whether the machine is undergoing a deterioration, learning or
an arbitrary effect. An arbitrary effect could arise in problems that combine a

deterioration and learning effect.

e VU is assigned based on what kind of rate-modifying activities, if any, are included

in the schedule. Different problems can be classified as follows:

(i). ¥ = @, or otherwise;
(ii). The RMPs are distinct or identical;
(iii). The RMPs result in a group-dependent or group-independent effect;

(iv.) The duration of the RMPs are constant or start-time dependent of the form
(4.1).

e F'is assigned based on which objective function is being optimised. We mainly
concentrate on two objectives, minimising the makespan, i.e., ' = Cp.x, and

minimising the total flow time, i.e., F' =) Cj.

If a parallel machine environment is considered, the problems can be denoted in
the three-field notation by «|p, V| F, where @ € {Pm,Qm, Rm}. The problem of
minimising the makespan on parallel machines is N P-hard, thus, we concentrate on
the problems of minimising the total flow time. We consider several versions of problem
ale, ¥| Y C;, differentiating between them based on the values «, ¢ and W. Rest of
the notation and problem formulation is similar to the single machine case and will be

discussed in more detail in Chapter 12.
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4.2 (General Methodology

In this section, we outline some general principles that we often use in the thesis for
solving different versions of problem 1|p, ¥| F. Let us begin with problems in which

¥ = @, i.e., no rate-modifying activities are included in the schedule.

4.2.1 Models without Rate-Modifying Activities

Assume that in all versions of problem 1 || F', jobs from the set N are processed on a

single machine in accordance with some permutation m = (7 (1),...,7(n)).

Recall from Section 3.2, that many versions of problem 1 |p| F' can be solved by
reducing them to either a full form LAP (2.2), or to a special form of the LAP with a
product matrix (2.3). Typically, such a reduction is possible if the value of an objective

function can written in the form

n

F =2 W;(r)pse +T, (4.2)

r=1

where I is a constant and W;(r) is a positional weight associated with a job j = 7 (1)
sequenced in a position r, 1 < r < n. A positional weight can be defined as a quantity
which when multiplied by the normal processing time of a job j, gives the overall

contribution of job j to the objective function F'.

The function F of the form (4.2) can be minimised by reducing the problem to an
LAP of the form (2.2), with the cost function ¢;; = W;(i)p;, 1 <i < n,1 < j < n.
It follows from Section 2.2.3 that an optimal sequence of jobs can be found in O (n?)

time by running the Hungarian Algorithm.

If however, it is observed that the value of an objective function can written in the
form .
F =S W(rpee +T, (4.3)
r=1
so that the resulting cost function of the LAP is given by c¢;; = W (i)p;, 1 < i < n,
1 < j < n, then such an LAP is said to have a product matrix and can be solved
by Algorithm Match; see Section 2.2.3. Below we provide a formal description of an
algorithm based on Algorithm Match, that minimises the objective function F' of the
form (4.3).
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Algorithm Matchl

INPUT: An instance of problem 1 |p| F' whose objective function can written in the
form (4.3).

OUTPUT: An optimal sequence of jobs 7*

Step 1. If required, renumber the jobs in LPT order, i.e., in non-increasing order of

the values p;.

Step 2. Compute the constant term I' and the positional weights W(r), 1 < r < n,

for the given problem.

Step 3. Sort the computed positional weights in non-decreasing order of their values,
and store them in a list L := (v;,7y,...,7,), where 7;, 1 < j < n, denotes the
j-th largest element in the list L.

Step 4. Match job j to the j-th element in list L, so that the optimal value of the
function F' is given by » ", v;p; +T.

As follows from Lemma 2.1, Algorithm Matchl will minimise the function F' of
the form (4.3) by assigning jobs with small processing times to positions with large
positional weights. Since the computed positional weights can be non-monotone, we

require O (nlogn) time to create the sorted list L. The following statement holds.

Lemma 4.1. If the LPT order of the jobs is known in advance, Algorithm Matchl
minimises an objective function F of the form (4.3), in O (T (W) + O (nlogn)) time,
where T (W) is the time taken to compute the positional weights W (r), 1 <r < n.

4.2.2 Models with Rate-Modifying Activities

To solve all versions of problem 1 |p, RM P| F, we first assume that Decisions 1-3 are
taken in advance, so that we know that a total of £ — 1 MPs have been included in
the schedule. As a result the jobs are split into k&, 1 < k < K + 1, groups. Denote the
resulting problem as 1 |p, RM P (k — 1)| F.

To solve problem 1 |, RM P (k — 1)| F consider a schedule S (k) with a permutation
of jobs m = (w73, ... 7¥). Assume that each group contains a total of n!” jobs,
so that 711 = (7l (1), #l1(2),... 7l (n)), 1 < 2 < k, where S nll = n.
Recall from Section 3.3, that many versions of problem 1 |p, RMP (k —1)| F with a

known number of groups, can be solved by reduction to the linear assignment problem,
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provided that the number of jobs in each group is known in advance. Typically, such

a reduction is possible if the value of an objective function can written in the form

k nlol

F(k) =3 W () + T (), (44)

r=1 r=1

where I' (k) is a sequence-independent constant that depends on k and VVjM (r) is a
group-dependent positional weight associated with a job j = 7*! (1), sequenced in a

position r, 1 <r < nl*l of a group z, 1 < z < k.

The function F of the form (4.4) can be minimised by reducing the problem to an n x
n LAP of the form (2.2). Each of the n rows of the associated cost matrix, corresponds
to a job j € N, and each of the n columns corresponds to a position in the schedule.
For our purposes, it is convenient to number the columns by a string of the form
(x,r), where x refers to a group, 1 < x < k,andr, 1 <r < nl*! | indicates a position
within the group. Thus, the first n" columns (1,1), (1,2),--- , (1, nl)) of the matrix are
associated with the positions in group 1, the next n/? columns (2,1),(2,2),--- , (2,n)
are associated with the positions in group 2, and so on. It follows that the cost function

cj; of the LAP can be written as ¢; (), with its value defined by

Ciwry = P;W(r), 1<r <l 1< <k (4.5)

If the number of jobs in each group n*!, 1 < x < k, is known so that 25:1 nl*l = n,
an optimal solution to the resulting LAP can be obtained in O (n®) by the famous
Hungarian algorithm. An optimal solution to the LAP assigns each job j € N to
exactly one position from the available positions (z,7), 1 < r < nll 1 <z <k, so

that the function (4.4) is minimised.

If however, it is observed that the value of an objective function can written in the

form
k nll

F (k) =YY WH@)pp +T(k), (4.6)

z=1 r=1
so that the resulting cost function of the LAP is given by ¢; ;) = piWh(r), 1<r<
nl*l 1 <z <k, then such an LAP is said to have a product matrix and can be solved
by Algorithm Match; see Section 2.2.3. Below we provide a formal description of an
algorithm based on Algorithm Match, that minimises the objective function F' (k) of

the form (4.6), if the number of jobs in each group n*!, 1 < x < k, is known in advance.
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Algorithm Match2

INPUT: An instance of problem 1|p, RMP (k—1)| F' whose objective function can
written in the form (4.6)

OoUTPUT: An optimal schedule S* (k)

Step 1. If required, renumber the jobs in LPT order, i.e., in non-increasing order of

the values p;.

Step 2. Compute the constant term I' (k) and the positional weights W=l(r), 1 < r <
n[m], 1 <z <k, for the given problem.

Step 3. Sort the computed positional weights W(r), 1 < r < nll 1 <2 <k, in
non-decreasing order of their values, and store them in a list L := (v1,79, -+, V,)

where 7;, 1 < j < n, denotes the j-th largest element in the list L.

Step 4. Match job j to the j-th element in list L, so that the optimal value of the
function F'(k) is given by > 7, v,p; + I'(k).

As follows from Lemma 2.1, Algorithm Match2 will solve the problem of minimising
the function F(k) of the form (4.6) by assigning jobs with small processing times to
positions with large positional weights. If the LPT order of the jobs is known in
advance, the running time of Algorithm Match2 is equal to the time 7' (W) it takes to
compute the positional weights W (r), 1 <r < nl*l 1 < <k, and the time required

to create the sorted list L.

Notice that both the solution approaches presented in this section, assume that
the number of jobs, nl*), in each group z, 1 < z < k, is known in advance. Thus, to
provide a complete solution to problem 1 |p, RM P (k — 1)| F', we must find the optimal
number of jobs in each group. Additionally, to obtain a solution to the original problem
1|p, RM P| F, we need to find the optimal choices for Decisions 1-3. An obvious way
to find these unknown quantities is to enumerate all possible options associated with
them and choose the best instance. Alternatively, we can design specific algorithms

that find these values in a more efficient way.

Notice however, that there are several versions of problem 1 |p, RM P| F, for which
no efficient algorithms can be developed to determine the optimal number of jobs in
each group. For such cases, the only available tool is to perform a full enumeration of

all possible options. Some of the cases for which this restriction holds, are:

e Problem of minimising the total flow time, see, e.g., problems reviewed in Sec-
tion 3.3.
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e Models in which the processing time of the current job depends on the number of

jobs processed in the previous groups, e.g., problem considered in Example 4.1.

e Models in which a non-monotone effect is considered.

We consider all of these problems in Chapter 9.

The problems, which do allow us to design an efficient algorithm for determining

the optimal number of jobs in each group, are studied in Chapters 6, 7, and 8.

Moreover, there are some versions of problem 1 |p, RM P (k — 1)| F, which do not
reduce to minimising a function of the form (4.4) or (4.6) at all, see, e.g., problems
with cumulative deterioration effects and rate-modifying activities in Chapter 10. In

such cases, we develop a solution approach from scratch.

68



CHAPTER 5

Convex Sequences with Sums of Ceiling

Functions

In this chapter, we establish certain properties that are used on several occasions in
this thesis. The main results that we present here primarily revolve around the convex
and V-shaped finite sequences and the inequalities that govern them. We prove an
inequality that involves an arbitrary non-decreasing function that depends on ceiling
functions, thereby establishing the convexity and V-shapeness of the corresponding
sequence. This sequence often appears in scheduling problems, especially when a given
set of jobs are to be divided into a known number of groups. The V-shapeness of this
sequence enables us to speed up the running times of several problems that we consider

in this study, see, e.g., Chapters 6, 8 and 11.

The most important results of this chapter are presented in our recent paper Rustogi
and Strusevich (2011), published in the Journal of Integer Sequences. In addition to
the main results, the paper also provides several examples and applications of the
established properties. Other results presented in this chapter can be found in the

papers Rustogi and Strusevich (2012a); Rustogi and Strusevich (2013a).

5.1 Brief Overview of Convex and V-shaped Se-

quences
A sequence A(k),1 < k < n, is called convez if

Ak) < = (Alk— 1)+ A(k+1)), 2<k<n—1, (5.1)

N[ —
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i.e., any element is no larger than the arithmetic mean of its neighbours. For a convex
sequence, the rate V(k) = A(k+ 1) — A(k) does not decrease as k grows. A concept of

a convex sequence is closely related to the notion of a log-convex sequence, for which

Ak) < VAR —DAK+1), 2<k<n-—1,

i.e., any element is no larger than the geometric mean of its neighbours. Convex
sequences play an important role in the derivation of various inequalities. Wu and
Debnath (2007) give a necessary and sufficient condition for a sequence to be convex in
terms of majorisation, and this gives access to a powerful tool-kit that is systematically
exposed by Marshall and Olkin (1979). Various applications of convex sequences to the
problems of combinatorics, algebra and calculus are studied by Mercer (2005), Toader
(1996) and Wu and Debnath (2007). Any log-convex sequence is also convex due to
the inequality between the arithmetic and geometric means. An additional important
link between convex and log-convex sequences is pointed out by Dosgli¢ (2009). In
Operational Research, an application of convex sequences to a special form of the
assignment problem and their relations to the famous Monge property is discussed in
Chapter 5.2 of the recent monograph by Burkard, Dell’Amico and Martello (2009).

A sequence C(k) is called V-shaped if there exists a kg, 1 < kg < n, such that

C(1) > > Clhko—1) > Clko) < Clhko +1) < -+ < C(n).

If a finite sequence that contains n terms is V-shaped then its minimum value and
the position kg of that minimum in the sequence can be found by binary search in at

most [log, n| comparisons.

The V-shaped sequences often arise in optimisation over a set of permutations, in
particular in machine scheduling. For a number of scheduling problems it is possible
to establish that an optimal sequence of jobs possesses the V-shaped property, e.g.,
the elements of the input sequence of the processing times can be interchanged so
that the resulting sequence is V-shaped. This property has been explored in numerous
papers. Here, we refer to only five, mostly with the words “V-shaped” in the title; see
Alidaee and Rosa (1995), Alturki, Mittenthal and Raghavachari (1996), Federgruen
and Mosheiov (1997), Mittenhal, Raghavachari and Rana (1995) and Mosheiov (1991).

There is also a somewhat dual concept of the A-shaped sequence, also known as
unimodal sequence or pyramidal sequence, in which the elements are placed in non-
decreasing order and then in non-increasing order. These sequences are the main

object of study in identifying efficiently solvable combinatorial optimisation problems,
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in particular the traveling salesman problem. Here we only refer to two most recent
surveys by Burkard et al. (1998) and Kabadi (2007).

Despite the fact that the two types of sequences, convex and V-shaped, are well-
known in the corresponding area of study, to the best of our knowledge, so far there
has been no attempt to link these two concepts. In the following section we give an

elementary proof that a convex sequence is in fact V-shaped.

5.2 A Convex Sequence is VV-Shaped

The statement below links the convex and V-shaped sequences.

Lemma 5.1. A convez sequence C(k),1 < k < n, is V-shaped.

Proof: Suppose that a convex sequence C'(k), 1 < k < n, is not V-shaped, i.e., there
exists a k1, 1 < k; < n, such that

Combining the inequalities

Clkr —1) < C(ky),
C(kl) > C(k’l‘l'l),

we obtain

Clky) > % (Clhy = 1) + Clk1 +1)).

The latter inequality contradicts (5.1). O

The statement opposite to Lemma 5.1 is not true: indeed, any monotone sequence

is V-shaped, but need not be convex.

It can be immediately verified that the sum of two convex sequences is convex, and
therefore is V-shaped. On the other hand, the sum of two V-shaped sequences is not
necessarily V-shaped, which, e.g., is demonstrated by the following counterexample.
For an integer n, 0 < n < 9, both sequences m and \/m are V-shaped, but
their sum is not, since the sum has two equal maxima at n = 0 and n = 5 as well as

two equal minima at n =1 and n = 9.
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5.3 Convexity of a Sequence Involving Sums of

Functions of Ceilings

In this chapter, we study a specially structured sequence of the form

P(k):jz:pjg(m), l<k<n, (5.2)

where p; is the normal processing time of a job j € {1,2,...,n} and ¢ is an arbitrary
non-negative non-decreasing function. Recall that [z] is the ceiling function and is

equal to the smallest integer that is not less than z.

The sequence (5.2), or some version of it, is commonly found in the scheduling
literature, especially in problems in which a given set of jobs needs to be divided into
a known number of groups. For example, recall from Section 2.2.5, that the optimal
value of the objective function for problem Pm || > C}, is given by a closed form formula
(2.15), which is equivalent to (5.2) for g = 1. In Chapters 6 and 8, we encounter such

sequences while studying the problem of scheduling jobs with rate-modifying activities.

In this section, we prove that the sequence (5.2) is convex, provided that the values
p;, J € {1,2,...,n} are numbered in the LPT order (2.7). We start our consideration

with a simpler sequence

n

G(k):;gq%b,gkgn. (5.3)

7=1

Below we give an elementary proof of the convexity of the sequence (5.3). It should
be noticed that although the ceiling function and its counterpart, the floor function
|x] = max{n € Z|n < x}, arise and find applications in many areas, publications
that study the relations that involve these functions are quite scarce; we mention only
Chapter 3 of Graham, Knuth and Patashnik (1989) and Nyblom (2002).

Theorem 5.1. The sequence G(k), 1 < k < n, of the form (5.8) is conver.
Proof: In accordance with (5.1), we need to prove that

2G(k) — Gk —1)— Gk +1) <0, 2< k<n—1, (5.4)

Given a value of k, 2 < k <n—1, fora j, 1 < j <n, we can express j as ak + b,
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where a is in integer in {0, 1,..., L%J} and b < k. We can write
e rraeny " T
aw = 2 So([57]) 2o (|H
L] % n—k| %]

= S oo [i])+ (il +[7])

Since b < k, it follows that (%w =1, so that

AR oy
Gk) = Z_:Zg(a+1)+ > g(L%J—i—l)

]

- k300 (o 2o (2] )

where r = a + 1 is a new summation index. Similarly, we deduce

Glk+1) = (k+1) %g(rw(n—(kﬂ) kilJ)g(kilJ +1>;

Glk—1) = (k—1)L§Jg(r)+<n—(k—1) _kﬁ1J>g(_kﬁlJ+1>.

r=1

To prove (5.4), we rewrite the difference 2G(k) — G(k+ 1) — G(k — 1) as
K L] 2]
K> g(r) = (k+1) Z + [k Z g(r )Y g

H(n_m)gqﬂ+1)_(n_<k+1> hLHJ)ngHH)
“(r- o0 | ([ +)

and show that it is non-positive.

Notice that the expression
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can be simplified by cancelling the values of the function g computed for the same

values of r. Since LQJ > LkLHJ, we obtain

] w5 ] L#] w5
kY gr)—(k+1) Y g(r)=k g(r)— g(r).
r=1 r=1 r:LﬁJ—H r=1

Similarly, since Lﬁj > [%J, we obtain

| %] = = =
EY gr)—(k=1) > gr)=> gr)—k >  g(r).

r=1 r=1 T_L%J +1

Combining the two above equalities, we obtain

| %] | e | %] =
EY gr)—(k+1) > g@) [+ k> g —(k-1) > g(r)

%] = =y
= k( glr)— > 9(7")) + > g
e S T A

which reduces to

| %] == %] =
EY gr)=(k+1) > g) [+ kD> gr)—(k—-1) > g(r)

[ %] =1
= (k+1) gr)=(k=1) Y g(r).
r=| gy ]+ r=|3]+1

Coming back to the initial difference in (5.4), we have that

%] =3
2G(k) - Gk+1)—=Gk—1) = (k+1) >  gr)—(k=1) Y  g(r
r=| g ]+ r= ]+

(o [7)a((3] )
~(rmtengal)s (] +)
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Recombine
ke L*ﬁj 1 (050 (om0 [ V) ([ 1)
—(k—1) L[E:;J g()+(2n—2kL%J—(k—l))gQ%JJrl)

(o)

To prove (5.4), we collect together the terms that make a positive contribution X
and a negative contribution Y so that 2G(k) —G(k+1)—G(k—1) = X — Y, and show
that X <Y. It follows that

X = ((k+1)qkilJ+1>—n)quilJﬂ)ﬂkﬂ) g(r)+
2]+

Fen s 1
T PR PTST e

(o)) ol )

In the expression for X, the arguments of the function g are from [ 7 +1J +1 to

Lﬂj + 1, while in the expression for Y, the arguments of the function g are from LEJ +1

to Lk—J + 1, so that we can write

£+ L)+
X = Z z.g(r), Y = Z Yrg(r),
T:LkilJJrl T:L%JJrl

where all coefficients =, and y, are non-negative.
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Computing

we deduce that both sums above are equal to (k+1) |%| 4+ n+ 1. Thus, each X and Y
can be seen as the sum of (k+ 1) L%J +n+ 1 values of the function g; however, for any
i,1<i<(k+1)|%] +n-+1, the i-th smallest value of g(r) involved in the expression
for X is no larger than the i-th smallest value of ¢g(r) involved in the expression for Y.
This proves that X <Y, ie., 2G(k) — G(k+1) — G(k — 1) <0, so that the sequence
G(k), 1 <k <n, is convex. O

Theorem 5.2. The sequence P(k), 1 < k < n, of the form (5.2) is convez, if p >
P2 20 2 Do

Proof: For a given j € {1,2,...,n}, define

) R e

By Theorem 5.1, due to the convexity of the sequence B(k), 1 < k < n, we deduce
that

i Ai(k) <0 (5.5)

foreach k, 2 <k<n-—1,and all ¢, 1 < ¢q <n.

In order to prove the theorem, we need to demonstrate that the inequality

Xn:ijj(k‘) <0 (5.6)

holds for each k, 2 < k <n — 1.
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Fix a k, 2 <k <n —1, and transform

> nAi) = b (Z k) - ifuk)) e (j Alk) - ifwe)) o

+p1Ai (k)

= Dn i Ai(k) + (Pn-1 — pn) "Z_l Ai(k) + (Pr—2 — Pn—1) nz_Q Ai(k) + -+
+pijl(/€) | i=1 i=1

= 32”; (pi—1—py) zi;Az(k) + Dn 12”1: Ai(k).

The last right-hand expression is non-positive due to (5.5) and the LPT numbering
of p; (2.7), so that the desired inequality (5.6) holds and the sequence P(k), 1 < k <n,

1S convex. O

The convexity of the sequence P(k), 1 < k < n, as established in Theorem 5.2,
allows us to use an efficient binary search algorithm to solve several problems considered
in this thesis, see, e.g., Sections 6.7, 8.5 and 11.5. For other applications of the results
of this chapter, refer to our paper Rustogi and Strusevich (2011).
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Single Machine Scheduling
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CHAPTER 6

Job-Independent Positional Effects and
Rate-Modifying Activities

In this chapter, we discuss single machine scheduling problems with job-independent
positional effects. We start with making some general improvements of the existing re-
sults in scheduling with positional effects without any rate-modifying activities. Then,
we study models in which positional effects are combined with rate modifying activi-
ties. Our main focus in this chapter is to explore general models with job-independent
positional deterioration and maintenance activities. We provide a variety of solution

approaches that efficiently solve different versions of such problems.

The most important results of this chapter are published in our recent papers Rus-
togi and Strusevich (2012a,b). In these papers, we only provide a simplified version of
the problem, so that the main ideology behind the developed algorithms can be clearly
understood. In this chapter, however, we provide a full account of the entire range of

problems that can be solved using the developed solution approaches.

6.1 Brief Overview of Positional Effects

As described in Section 3.2.1, under a job-independent positional effect the actual

processing time of job j scheduled in position r of a schedule is given by

p]'(r) :pjg<r)a 1 <r<n,

where ¢ (r) is a job-independent positional factor. If the values g(r), 1 < r < n,
form a non-decreasing sequence (3.2), we deal with a positional deterioration effect; if
the sequence is non-increasing (3.3), a learning effect is observed. A positional effect

can also be job-dependent, in which the actual processing time of job j scheduled in
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position r of a schedule is given by
pi(r) =pjg;(r), 1<r <n.

We shall discuss problems of the latter category in Chapter 7.

To demonstrate that a deterioration effect can be positional, consider the following
example. Imagine that in a manufacturing shop there are several parts that need a hole
of the same diameter to be punched through by a pneumatic punching unit. Ideally,
the time that is required for such an operation depends on the thickness of the metal to
be punched through; and this will determine the normal processing times for all parts.
In reality however, there occurs an unavoidable gas leakage after each punch, due to
which the punching unit loses pressure, so that the later a part is subject to punching
the longer it takes to perform it, as compared to the duration under perfect conditions.

Clearly, a positional deterioration effect is observed.

A learning effect can occur when what we call machines are in fact human operators
that gain experience and improve their performance rate with each processed job. Being
part of the academia, it is easy to notice that positional learning takes place when a
teacher marks a number of coursework scripts based on the same question paper. It
takes a reasonably long time to mark the first two or three scripts, then the teacher
realises the key factors to be checked, typical strong or weak points to be looked for,

and the marking process goes faster and faster with each marked script.

In the literature on scheduling with positional effects, learning and deterioration are
often studied separately, although similar methods can be employed in either case and
some algorithmic ideas are either directly transferable from one effect to the other or
at least can be adapted. In this study, we argue that in most cases there is no need to
separate the studies on learning from those on deterioration. In fact, we demonstrate
that we may look at an arbitrary positional effect, given by a non-monotone sequence

of the positional factors.

These arbitrary non-monotone positional effects can be found in practice as well.
Extending the coursework marking example above, after marking a certain number of
scripts, the teacher might get tired or bored, her attention becomes less focused and
each new script may even take longer to mark than the one before. In this case we
can say that a deterioration and learning effect is taking place simultaneously. If the
deterioration in the conditions of the teacher is modelled by the positional factors given
by an array gq (1) < g4(2) < -+ < gq(n) and the positional learning effect is given by
an array g; (1) > ¢;(2) > -+ > g, (n), then the time it takes for the teacher to mark the
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r-th coursework can be given by p; (1) = p;g (r), where g (r) := gq (1) g (r), 1 <r < n.
Clearly, the positional factors g (r), 1 < r < n, are non-monotone. This is the first

study in which such effects have been considered.

In earlier papers, the focus has been on particular functions that define the posi-
tional factors ¢(r), e.g., polynomial of the form (3.9)-(3.11) or exponential (3.10)-(3.12).
In this study however, we show that in order to obtain a polynomial-time algorithm
for a problem with job-independent positional effects, there is no need to look at a
particular function. Instead, a general function g (r) can be used to model the effects

and all results can be derived with as much ease.

Further in this chapter, we consider situations in which a positional effect is com-
bined with rate modifying activities. If a machine undergoes a deterioration effect,
performing a maintenance activity in the schedule might stop the deterioration process
and prevent the processing times of jobs to grow to unacceptable values. For instance,
in the manufacturing shop example given above, after a considerable drop of pressure,
the punching unit can be subjected to maintenance, so that the cylinder is refilled and
the unit is as good as new, or close to that state. On the other hand, in the course-
work example, if the teacher feels very tired, she can take a coffee break and refresh
herself. This can be seen as an RMP and will certainly improve the productivity of the
teacher. Another option she has is to give all the remaining courseworks to her Ph.D.
student. This event can also be seen as rate-modifying activity in the entire sequence
of marking n courseworks. Notice that while the Ph.D. student is fresh, he does not
have the experience of marking the earlier courseworks, and thus, to mark the first
few courseworks, he might take even longer than the tired professor. Thus, unlike the
previous case, this RMP does not necessarily bring the machine/operator to a better
state. This is the first study in which different types of RMPs are simultaneously con-
sidered in the schedule. The models that combine a general possibly non-monotone
positional effect and rate modifying activities of different kinds are among the most

general models addressed in this study.

The rest of this chapter is organised as follows. In Section 6.2 we focus on problems
with positional effects and no rate-modifying activities. As a result all jobs are sched-
uled in a single group and we show that even if an arbitrary, possibly non-monotone
positional effect is considered, several objective functions can be solved in O (nlogn)
time. Previously many of such problems were known to be solvable in O (n?) time,
even if a specific monotone positional effect was considered. In Section 6.3 we intro-
duce rate-modifying activities and show how we can mathematically model the effect

they have on machine conditions. In Section 6.4 we provide preliminary calculations
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required to solve the problem of minimising the makespan for a model with positional
effects and rate modifying activities. In Sections 6.5, 6.6 and 6.7 we provide differ-
ent solution approaches for solving different versions of the problem of minimising the
makespan. In the last section, we give some concluding remarks and provide a table

with all the problems considered and the running times needed to solve them.

6.2 Models without Rate Modifying Activities

In this section, we focus on the simplest type of scheduling problems, in which the jobs
are processed on a single machine and are organised as a single group. Unlike most of
the previously published papers relevant to the material of this section, here we assume
that an arbitrary positional effect is involved, so that the positional factors are given
by a general sequence of numbers g (1), 1 < r < n, and are not necessarily monotone.
In the case of either positional deterioration or learning the corresponding factors may

satisfy either (3.2) or (3.3), respectively.

Formally, all the problems considered in the section can be denoted in conven-
tional scheduling nomenclature by 1|p,g (r)| £, where the second field explicitly points
out that the actual processing time of job j sequenced in the r-th position is equal
to p;g(r). Let us assume that in all versions of problem 1|p,g(r)| F', jobs from
the set N are processed on a single machine in accordance with some permutation
7= (n(1),...,m(n)) and a job j = 7 (r) sequenced in position r is associated with a

job-independent positional factor g(r).

Below we revisit each of the problems considered in Section 3.2.1 and prove that
they can be expressed in the form (4.3), and can be solved optimally by running

Algorithm Matchl, which was presented in Chapter 4.

Minimising the Makespan

It is easy to verify that for problem 1 |p;g(7)| Cax, the makespan can be written as
(3.8), even if the positional factors g (r) , 1 < r < n, are not monotone. Notice that (3.8)
satisfies (4.3) with W(r) = ¢g(r), 1 <r <mn,and I' = 0, so that an optimal solution can
found by Algorithm Matchl. Since the positional weights W (r), 1 < r < n, are already

known, an optimal schedule can be found in O(nlogn) time, due to Lemma 4.1.

Next, consider the problem 1|A; + b;7| Cryax With a linear positional effect (3.7).
For this problem, even in a more general situation, e.g., when the actual time of job

j = m (r) scheduled in position 7 is defined by Ay + brg(r), and arbitrary values of
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b;, the makespan can be written as

Chax (7) = Z Ariry + Z br(rg(r),
r=1 r=1

which satisfies (4.3) with W(r) = g(r), 1 <r <mn, pj=0b;, j € Nand I' =77 | A;,
so that an optimal solution can found by Algorithm Matchl in O(nlogn) time.

Minimising the Total Flow time

It is easy to verify that for problem 1 |p;g(r)| >  Cj, the total flow time can be written
as (3.14), even if the positional factors g (r), 1 < r < n, are not monotone. Notice
that (3.14) satisfies (4.3) with W (r) = (n—r+1)g(r), 1 <r <n,and I' = 0, so that
an optimal schedule can be found by Algorithm Matchl. It requires 7' (W) = O (n)
time to compute all the positional weights W (r), 1 < r < n, thus, an optimal schedule

can be found in O(nlogn) time, due to Lemma 4.1.

Recall from Section 3.2.1, that prior to this study no positive results have been
known for the deterioration version of problem 1 |p;g(r)|>_ C;. Our approach shows
that for a deterioration effect the search for an optimal strategy should not be limited to
simple priority rules. In fact, Algorithm Matchl not only solves problem 1 |p;g(r)|>_ C;
in the case of deterioration, but works for arbitrary, possibly non-monotone positional

factors.

If we consider the problem of minimising the total flow time with the effect p;(r) =
A; + bjr, introduced by Bachman and Janiak (2004), it can be easily verified that the
problem does not reduce to minimising (4.3) and it is essential to use a full form LAP;
see Yang and Yang (2010b).

Other Objective Functions

In line with Section 3.2.1, in which we review other somewhat exotic objective functions,
we now revisit those problems for a general positional effect. Notice that all problems

considered in Section 3.2.1 share the following common features:

e the problems have been previously studied for a particular model of positional

learning, normally with a polynomial learning effect;

e the problems have been previously formulated as LAPs;
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e the authors fail to notice that those assignment problems are of a special struc-

ture;

e in the original papers and in the reviews by Bachman and Janiak (2004) and

Biskup (2008) each of these problems is mentioned as solvable in O(n?) time.

Below we show that each of the problems considered in Section 3.2.1 can in fact
be reduced to the form (4.3), even if the positional factors are given by a general non-
monotone function g (r). As a result, using appropriate values of W (r) and T, each of

the problems can be solved by Algorithm Matchl.

Minimising deviation from a common unrestricted due date: In the case of an
arbitrary positional effect, we can denote the problem by 1|p,¢(r),d; = d| > (wC; +
w'E; +w"T}). Extending the argument by Panwalkar, Smith and Seidmann (1982) and
Biskup (1999), we can reduce the problem to minimising the function (4.3) with I' = 0

and
W(r) = g(r)min{(r — D'+ (n —r + Dw, (n —r + 1)(w”" + w)},1 < r < n,

so that an optimal solution can be found in O(nlogn) time. Notice that this is possible

because the cost function
cij = pji*min{(i — Dw' + (n—i+ 1w, (n—i+ 1)(v" +w)},1<i<n, j€N,

derived by the authors for use in the full form LAP is of the form ¢;; = aiﬁj, SO
that the input of the problem is determined by two arrays a = (ay,aq,...,q,) and

B = (B, B9, ---,0,). The same logic holds for the other two objective functions.

Common due date assignment: In the case of an arbitrary positional effect, we can
denote the problem by 1 |p;g(r),d; = d| > (wd+w'E;+w"T}). Extending the argument
by Panwalkar, Smith and Seidmann (1982) and Mosheiov (2001a), we can reduce the

problem to minimising the function (4.3) with I = 0 and

W(r):{ g(?")(nw—l—(r—l)/;w’), 1<r<u
g(r)(n+1—-r)w”, u+1<r<n,

where

w’ —w
u= ’Vw/ + w//—‘ '
Thus, an optimal permutation can be found in O (nlogn) time. Notice that a

similar observation is also made by Kuo and Yang (2007) for a polynomial learning
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effect.

Minimising the weighted sum of total completion time and variation of
completion times: In the case of an arbitrary positional effect, we can denote the
problem by 1 |p;g(r),d; = d|w )  C;+(1 —w) > > |C; — C}|. Extending the argument
by Bagchi (1989) and Mosheiov (2001a), we can reduce the problem to minimising the
function (4.3) with I' = 0 and

W(r)=g(r) [Qw—=1)(n+1) +7r(2—=3w+n(1-w) —r’1-w)],1<r<n,

so that an optimal solution can be found in O(nlogn) time.

The results of this section have been published in our recent paper, see Rustogi and
Strusevich (2012b). In the next chapter we discuss how the general positional effects
described in this section, can be combined with rate-modifying activities to give rise

to enhanced scheduling models.

6.3 Rate Modifying Activities

In this section, we combine rate-modifying activities with positional effects. As outlined
in Chapter 4, consider a general situation, in which the decision-maker is presented
with a total of K > 0 possible rate-modifying activities, which can be either distinct
or alike. For each RMP, it is exactly known how it affects the processing conditions of

the machine, should the decision-maker decide to include it into a schedule.

If K — 1 RMPs are chosen from the available K options, then the jobs are divided
into k, 1 < k < K + 1 groups. Depending on which RMPs are chosen and the order
in which they are performed, the actual processing time of a job j € N, scheduled in

position r of the x-th group can be given by
P () =pig (r), 1<r < 1<a <k, (6.1)

where ¢i! (r) is a group-dependent positional factor. The presence of group-dependent
positional factors implies that the actual processing time of a job is dependent on the

position of the job in a group and also on the group that job is scheduled in.

Recall from Section 3.3.1, that in the earlier problems which studied positional
effects with rate-modifying activities, it is assumed that all RMPs are identical and
they restore the machine to the same state. As a result, the resulting groups are

indistinguishable and each group can be associated with the same set of positional
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factors, which are of the form ¢ (r), 1 < r < n. We refer to such positional factors as

group-independent positional factors.

The problem of minimising a certain objective function F, under the general settings
defined by (6.1) and (4.1) can be denoted by 1 |p;g%*! (r), RM P| F, where the first item
in the middle field indicates how the actual processing time of a job j scheduled in
position r of the x-th group of a schedule is calculated; later on we will use appropriate

simplified notation for various special cases of the model.

If a pure deterioration model is considered, then the positional factors within a

group x are in non-decreasing order
1<gM(1) <gf@) < <g¥ln), 1<z <k, (6.2)

whereas if a pure learning model is considered, then the positional factors within a

group x are in non-increasing order

1> gm(l) > g[w](g) > > g[x](n), 1<z <k. (6.3)

In the former case, the RMPs are essentially maintenance periods (MPs), which
must be included in the schedule in order to negate the deteriorating machine condi-
tions; see, e.g., Kuo and Yang (2008a) and Yang and Yang (2010b). In the latter case,
the RMPs can either be associated with replacing a machine/operator or be associated
with an activity which further enhances the learning rate of the machine; see, e.g., Ji
and Cheng (2010). If a pure learning model is considered and the RMPs are related to
replacing the machine, then the problem is trivial as it is optimal to simply schedule
all jobs in one group. On the other hand, if a pure learning model is considered and
the RMPs are related to further enhancing the machine conditions, then it is essential
to pass on the learning effects of previous groups to the current group. This can be
done if the positional factors of the current group are dependent on the number of
jobs scheduled in previous groups. This situation is similar to Example 4.1. For such
cases, it is not possible to determine the optimal number of jobs in a group without
full enumeration. Thus, in this chapter, we skip both scenarios related to learning with
rate-modifying activities. We revisit these problems in Chapter 9, where we consider
a much more general scenario in which an arbitrary, possibly non-monotone positional

effect is considered.

In this chapter, we only concentrate on problems in which the objective function
is to minimise the makespan and the positional factors are non-decreasing within a

group (6.2), so that a pure deterioration effect is considered. In some places, we may
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refer to such positional factors as deterioration factors. Recall that in the case of a
pure deterioration effect, the RMPs are essentially maintenance periods (MPs). The
resulting class of problems can be denoted as 1 ‘ p;g® (r)-det, M P | Cnax- An optimal
solution to problem 1 | p;gi® (r)-det, M P‘ Chnax 1s found by determining the outcomes
of Decisions 1-4, as defined in Chapter 4.

6.4 Computing Positional Weights

To solve problem 1 !pjg["“"] (r)-det, M P} Chax, we first assume that Decisions 1-3 are
taken in advance, so that we know that a total of kK — 1 MPs have been included in the
schedule. As a result the jobs are split into k£, 1 < k < K + 1, groups. Renumber the
indices of duration parameters of the MPs, in order of their occurrence in the schedule,

so that the duration of the MP scheduled after the z-th group is given by
T,=a9F, + 85 1<z<k-—1, (6.4)

where F), is the total processing time of all jobs scheduled in the z-th group. Denote
the resulting problem as 1 |p;g! (r)-det, M P (k — 1)| Crnax.

To solve problem 1 |p;g'® (r)-det, M P (k — 1)| Cnax consider a schedule S (k) with
a permutation of jobs m = (ﬂ[l],ﬂm, e ,77[’“]). Assume that each group contains a
total of nl”l jobs, so that 7l = () (1), 7 (2),... 7l (nl)), 1 < 2 < k, where
22:1 nl") = n. The actual processing time of a job j = 7! (1), scheduled in position

r, 1 < r < nl*l of the z-th group, 1 < x < k, is given by (6.1). It follows that the total

processing time of the jobs assigned to group z can be given by

nla]

Iy = ng (1) Py, 1 <@ < k. (6.5)
r=1

Thus, the completion time C () of a job j = 7l# (r) | scheduled in position 7,

r

1 < r < nl of the z-th group, 1 < x < k, can be written as
Cowiy =L+ T1+ o+ Do+ Foy + Tomr + Y g8 () prer .
u=1

where Ty, Ty, ..., T, 1 are the durations of the first x — 1 MPs and are given by (6.4).
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It follows that

;_A

Tr—

CW[I] (r) - (1 + a[U] F + Z g x] p7r I] + Z B[U] (66)

1

S
I

The makespan of a schedule S (k) is defined as the completion time of the last job
in the sequence and is denoted by Chax (S (k)) . It follows from (6.6) that

k—1 k-1
Cruax (S (k) =Y (1 +aF, + F + )~ p¥
=1 =1

Substituting the value of F, from (6.5) in the above equation we get

k—1 nl=] nlk]

k—1
Conax (S (k) = (1 + gl (1) prr gy + Z g e+ Y BT (6.7)
x=1

The above objective function can be written as generic function given by (4.6) with

the positional weights

1+ al)gll 1<r<nll 1<z<k-1
W[Z‘] (7,) — ( + Q )g (T)7 — r — n ? — X —_ Y (6.8)
g(r) L<r<nb, z=k
and the constant term -
T(k)=> g (6.9)
r=1

As shown in Section 4.2.2, if the number of jobs in each group, nl*l, 1 < z <
k, is known in advance, the problem of minimising the generic objective function
(4.6), can be solved by running Algorithm Match2. To find an optimal solution
to problem 1 |pjgm (r)-det, MP (k — 1){ Cmax, however, we must find a way of de-
termining the optimal number of jobs nl”l, that are scheduled in each group z,
1 < x < k, before we can apply Algorithm Match2. To obtain a solution to the
original problem 1 ‘pjgm (r)-det, M P ’ Cmax, We solve all possible instances of prob-
lem 1|p;gt*! () -det, M P (k — 1)| Cax by modifying the outcomes of Decisions 1-3 and
choose the instance with the smallest value of the objective function as our optimal

solution.

For different versions of problem 1 ‘ p;gt™ (r)-det, M P! Cmax the resulting sub-
problem 1 |p;g®! (r)-det, M P (k — 1)| Cnax might generate positional weights that are

different from those found in (6.8). Recall that in the calculation of (6.8) we consider
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a very general scheduling model, in which the actual processing times of jobs are given
by (6.1) and the MP durations are given by (4.1). In total, we consider 2° = 8 versions
of problem 1 | p;gt® (r)-det, M P‘ Chax, differentiating them based on three criteria: (i)
deterioration factors are group-dependent or group-independent, (ii) MPs are identical
or distinct, and (iii) duration of the MPs are constant or start-time dependent. For
each version, the computed positional weights are found by making an appropriate
substitution in (6.8).

Depending on the found positional weights, it might be possible to solve problem
1|p;gt (r)-det, MP (k — 1)| Cinax by running a revised version of Algorithm Match2,
in which the optimal values of nl*/, 1 < & < k, can be found on the fly. Moreover, for
some versions of problem 1 |pjg[x] (r)-det, M P‘ Cmax, it is even possible to make the
optimal choices for Decisions 1-3 on the fly, while for others, all possible options for
these decisions must be enumerated. Based on such differences in different versions of

problem 1 ‘ Dj g (1) -det, M P| Cmax, We classify them into three separate sections.

In each of the following three sections, we describe which versions of problem
1 }pjgm (r)-det, M P ‘ Cmax are being considered and provide a solution approach to
obtain optimal values for Decisions 1-4 for those problems. The eight versions of prob-
lem 1 } D) g™ (r)-det, M P‘ Cmax are listed out in Table 6.1 along with a reference to the
section that deals with it. Each of the three solution approaches have different running
times, but they all use Algorithm Match2 as a sub-routine, either as it is or as a revised

version.

Constant Duration MPs | Start-time dependent MPs
Identical Distinct Identical Distinct

Group-indep | Section 6.7 | Section 6.7 | Section 6.6 | Section 6.5

Group-dep Section 6.6 | Section 6.5 | Section 6.5 | Section 6.5

Table 6.1: Different versions of problem 1 ‘ P; gl (r)-det, M P‘ Cloax

6.5 Solution Approach PosiJIGD

In this section, we describe a solution approach, which can solve all versions of prob-
lem 1 ‘ p;g® (r)-det, M P | Cipax Without prior knowledge of the number of jobs nl® in
each group. The only pre-requisite condition is that the computed positional weights

Wil (r),1<r< n[m], should be non-decreasing in every group z, 1 < x < k.

Let us begin our consideration with the most general version of prob-
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lem 1 ‘ p;g™ (r)-det, M P | Cmax, such as the one discussed in Section 6.4, with
group-dependent deterioration factors and distinct MPs with start-time depen-
dent durations. In order to solve problem 1 ! Dj g (1) -det, M P | Chax, assume
that Decisions 1-3 are taken in advance and denote the resulting problem as
1|p;gt (r)-det, MP (k — 1)| Ciax. This problem can be solved by minimising the
generic objective function (4.6) with positional weights given by (6.8) and the con-
stant term given by (6.9). It is easy to notice that the computed positional weights
Wil (r),1<r< nl* are non-decreasing within each group z, 1 < x < k, due to the
fact that the positional factors gi*l(r), 1 < r < nl¥l, are also non-decreasing within
a group. Below we outline a solution approach that solves an instance of problem
1|p;gi (r)-det, M P (k — 1)| Cinax. Let us begin with the following theorem.

Theorem 6.1. For a given k, 1 < k < K + 1, if it is possible to compute a set of
all possible values of W (1), without prior knowledge of the number of jobs in each
group, then from such a set choose the n smallest elements. If the positions associated
with the chosen positional weights are consecutive in each group, then assigning the
largest jobs to the positions corresponding to the smallest positional weights will ensure

that the objective function (4.6) is minimised.

The proof of Theorem 6.1 is straightforward. Notice that a particular group can
have no more than n used positions. If we consider a schedule with k groups, we
therefore have a choice of at most nk positions in which n jobs are to be scheduled.
Each of these positions have a certain positional weight associated with them. Recall
that the contribution of a job j = 7*! (1) to the objective function F (k) is given by
Wl (r)p;. Thus, in order to ensure the smallest value of the objective function we
must choose n positions that generate the smallest positional weights. Having access
to a set of all possible values of W (1) enables us identify these positions. If the
found positions are consecutively ordered within a group, they may be used to create a
feasible schedule. The number of such positions in a group enables us to determine the
values nl*l, 1 < 2 < k. Finally, an optimal sequence of jobs in these positions can be
found by running Algorithm Match2. We now apply Theorem 6.1 to find an optimal
solution to problem 1|p;g!*! (1) -det, M P (k — 1)| Ciax-

First, set the value nl*) = n, 1 < z < k, and compute all positional weights
Whkl(r), 1 <r <n, 1 <2 <k, by (6.8). Notice that these positional weights
represent a set of all possible values of W (1) and can be computed in O (nk) time.
As mentioned in Theorem 6.1, an optimal schedule can be found by choosing the n
smallest of these values and assigning the largest jobs to the positions corresponding to

the smallest positional weights. The following algorithm, which is essentially a version
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of Algorithm Match2, formally describes the solution approach.

Algorithm NSmall

INPUT: An instance of problem 1|p;g!*l (r)-det, MP (k — 1)| Cyax with positional
weights Wl (r), 1 < r < nl*l, non-decreasing within each group =, 1 <z < k

OUTPUT: An optimal schedule S* (k) defined by the processing sequences 7*!, 1 <
z <k

Step 1. If required, renumber the jobs in the LPT order. For each group z, 1 <z < k,
define an empty processing sequence 7!l := (@) and the weight W := Wl(1)
computed as in (6.8).

Step 2. For each job j from 1 to n do

(a) Find the smallest index v, 1 < v < k, with W = min {WW|1 <i <k}.

(b) Assign job j to group v and place it after the current permutation 7", i.e.,
define 7l := (7"l j). Use (6.8) to define W := Wl(r) where r is the

next available position in group v.

Step 3. With the found permutation 7* = (71, 7@ ... #¥) | compute the optimal
value of the objective function Chay (S* (k)) by substituting appropriate values
in (4.6).

Step 2a of Algorithm NSmall requires O (k) comparisons, while Step 2b is completed
in constant time. Thus, in all Step 2, requires O (nk) time and Step 3 requires O (n)

time. The following statement holds.

Theorem 6.2. Algorithm  NSmall  solves an  instance of  problem
1|p;jgt! (r) -det, MP (k — 1)| Cruax in O (nk) time, provided that the LPT order

of the jobs is known.

In principle, the same solution approach remains valid even for a problem with non-
monotone positional factors, since setting n® = n, 1 < z < k, does indeed generate
a set of all possible positional weights Wl (r). However, if the n smallest of these
values are chosen in order to obtain an optimal solution, it cannot be guaranteed that
consecutive positions (starting from the first position) are filled in each group, thereby
resulting in an infeasible solution. To ensure feasibility of the obtained solution it is

essential that the obtained positional weights be monotonically ordered within a group.
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Let us consider another example for which Algorithm NSmall fails: problem
1 }pjg[m] (r)-det, M P’ > C; with a group-independent polynomial deterioration effect,
ie., g®l(r) = 7% a > 0, and K identical maintenance periods that have start-time
dependent durations, i.e., a” = a and % = 3, 1 < 2 < K. Yang and Yang (2010Db)

study this problem, and for a known k, calculate the positional weights as

whiy = { [0 =Ziant) Q1+ )+ @ —r+1)]r 1<r <l 1<a<k-1,
)= (n[m]—T—Fl)Ta 1§’I"§n[x]’l‘:k’ .

Notice that for the positional weights defined above, it is not possible to gen-
erate a set of all possible values of W (r) without prior knowledge of the num-
ber of jobs, nl*| in each group. Thus, Theorem 6.1 does not hold and as a re-
sult, Algorithm NSmall cannot be used to obtain an optimal solution to problem
1|p;jg®! (r)-det, MP (k — 1)| > C;. This problem is solvable in O (n*logn) time by
full enumeration of all possible values of nl*!, 1 < x < k. We revisit both of these

problems in Chapter 9 and solve them for a very general model.

In an optimal solution for an instance of problem 1 ‘ D; gl (r)-det, M P (k — 1)| Clyax
it is possible that out of the k£ groups, certain groups are not assigned any jobs at
all, i.e., nl®l = 0. Such a situation can occur if an MP is not efficient in restoring the
machine to a better state, and as a result the group that follows generates positional
weights with big values. Such an instance can never result in an optimal schedule for
the general problem 1 ‘ D) g™ (1) -det, M P! Chax, a8 we are unnecessarily spending time
to perform an inefficient MP. This instance, if any, will be automatically eliminated
from consideration if we try different combinations of Decision 1-3 to define problem
1 }pjg[””] (r)-det, M P (k — 1)‘ Crnax-

To  determine the optimal solution for the general problem
1 } Dj g™ (1) -det, M P‘ Chax, all options associated with Decisions 1-3 must be enumer-
ated and the solutions of the resulting sub-problems 1 | D; g (r)-det, M P (k — 1){ Clyax
be compared. The best of these solutions is chosen as the optimal solution for problem
1 pjgj[x] () -det, MP‘ Chax- For a known k, 1 < k < K + 1, the number of ways to
select kK — 1 MPs from K available MPs (Decision 2) is equal to (k]_(l) Notice that
the positional weights given by (6.8) that are associated with the first £ — 1 groups,

do not depend on the order of the MPs. However, the last group = = k, is differently
structured from the others, so it matters which MP is to be scheduled last, i.e., at
the (k — 1)-th position. Thus, the number of choices for Decision 3 is equal to k — 1.
Trying all possible values of (Decision 1) k, 1 < k < K +1, the total number of options
can be approximated by S ! (X)) (k—1). Since Algorithm NSmall requires O (nk)
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time to run for a given k, 1 < k < K + 1, the total running time required to solve
the most general version of problem 1 ’pjg[z] (r)-det, M P| Cmax can be estimated as

O ( ik (k[_(l) (k — 1)) = O(nK?2K), which is linear in n for a constant K.

Now let wus consider other less general versions of problem
1|p;g®! (r)-det, M P| Ciax. In all we consider a total of four different cases as outlined
in Table 6.2. For each case compute the positional weights W*l(r), 1 < r < nl*l
1 < x <k, by making appropriate substitutions to the general formula given by (6.8).
It is easy to verify that as long as the positional factors are non-decreasing within a
group, the generated positional weights also remain non-decreasing within each group,
even for less general models. It follows that Algorithm NSmall must be used to solve
the resulting sub-problems of the form 1 ‘pjg[m] (r)-det, M P (k — 1)} Chnax- Table 6.2
states the number of times Algorithm NSmall must be run in order to solve different

versions of problem 1 ‘ P; gl (r)-det, M P‘ Cloax-

Constant Duration MPs Start-time dependent MPs

Identical Distinct Identical Distinct
Group-indep | Section 6.7 | Section 6.7 | Section 6.6 kK:ll (k[_( 1)
Group-dep | Section 6.6 kKjll (klfl) kKjll 1 kK:’Lll (klfl) (k—1)

Table 6.2: Number of times to run Algorithm NSmall to solve different versions of
problem 1 ‘pjg[m] () -det, MP’ Crax-

Notice that although Algorithm NSmall is able to solve all eight versions of problem
1 }pjg[””] (r)-det, M P‘ Chax, for some cases it is possible to make Decisions 1-3 on the
fly by using another solution approach, which allows the optimal solution to be found
in faster time. For such cases, a reference to the relevant section has been made in
Table 6.2.

First, consider a version of problem 1 ! Dj g (r)-det, M P } Cmax, with group-
independent deterioration factors, i.e., gl (r) = g(r), 1 < r < 0l 1 < 2 < K,
and distinct MPs with start-time dependent durations. This problem corresponds to
a scenario in which distinct MPs are performed in the schedule, but they all restore
the machine to the same state. Making relevant substitutions in (6.8) the computed

positional weights can be written as

Wy = 4 A+ae), 1<r<n® 1<z <k-1,
g(r) 1<r<nbll 2=k

whereas the constant term I' (k) remains as before. Since each MP restores the machine

to the same state, Decision 2 is made only on the basis of the durations of the MPs.
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There are two parameters that define the MP durations, therefore, there is no easy way
by which the best k—1 MPs can selected out of the available K’ MPs. Thus, all possible
selections need to be tried and this can be done in (klfl) ways. Moreover, the found
positional weights appear to be independent of the order of the MPs. Thus, any choice
of Decision 3 can be considered optimal. Trying all possible values of (Decision 1) k,
1 < k < K+1, the total number of options can be estimated by ijll ( k}_( 1). Thus, the
total running time required to solve this version of problem 1 ‘ Dj g (1) -det, M P{ Chax
can be estimated as O ( kK:Jrll nk;( K )) =0 (nK 2K ) , which is linear in n for a constant

k—1
K.

For the problem with group-dependent deterioration factors and distinct MPs with
constant durations, i.e., /*! =0, 1 < 2 < k — 1, the computed positional weights can
be written as

Wkl =g, 1<r<all 1<z <k

Clearly, these positional weights are dependent on the type of the MP, but not on
their order. Thus, as before the total number of options can be given by ZkKjll ( kl_( 1) and
total running time required to solve this version of problem 1 ‘ Dj g[‘”] (r)-det, M P{ Clnax

can be estimated as O (nKQK).

Lastly, consider the problem with group-dependent deterioration factors and iden-
tical MPs with start-time dependent durations, i.e., o =, g =8, 1 <z <k —1.
This problem corresponds to a scenario in which identical start time dependent MPs
are performed in the schedule, but they all restore the machine to a different state. As
described earlier, such a situation is possible when the MPs fail to completely repair
the machine. Since the MPs are identical, clearly Decision 2 and 3 do not have an
effect on the optimal solution. Thus, only Decision 1 needs to be taken. Trying all
possible values of k£, 1 < k < K + 1, an optimal solution to this version of problem
1|p;g®! (r)-det, M P| Cppax can be found in O < el nk) = O (nK?) time.

In our paper Rustogi and Strusevich (2012a), we use Algorithm NSmall to solve
problem 1 ’ Dj g (1) -det, M P| Cmax With group-dependent deterioration factors and dis-
tinct MPs with start-time dependent durations. However, no emphasis has been made
on Decisions 2 and 3. The decision-maker only needs to decide how many MPs from a
given list of n — 1 available MPs to include into the schedule. The published running
time to solve this problem is O (n?), which is consistent with the results of this section
for K =n—1.
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6.6 Solution Approach PosiJIKdomi

In this section, we consider versions of problem 1 ‘ p;g™ (r)-det, M P | Cmax in which
Decisions 1-4 can be made on the fly, without having to enumerate all possible options.

We list out two versions for which this is possible:

Problem 1: Problem 1 |pjg[x] (r)-det, M P‘ Cmax With group-dependent deterioration
factors and distinct MPs with constant durations, subject to the condition that if
a certain MP with duration A is included in the schedule, then the group that
follows will contain the positional factors g™ (r), 1 < r < n, such that they
can be ordered in a way that

g1 < gPlr) <o < gBEHE), 1 <r <, (6.10)

and
5[1] < 5[2] <... < B[K]’ (6.11)

hold simultaneously, where the positional factors gl (r), 1 < r < n, are associated
with the group that is created before the first MP. This version is a generalisation
of one of the cases found in Table 6.2, in which group-dependent deterioration
factors are considered along with identical MPs of constant duration, i.e., al*l = 0,
glel = 31 < x < K. For the latter problem, it is safe to assume that (6.10) will
hold based on the following argument. If identical MPs of equal duration are
performed on the machine then after an MP the condition of the machine can
be no better than its condition after the previous MP. In such a case every
position (including the first position) will have a worse deterioration factor than

its counterpart in an earlier group.

Problem 2: Problem 1 ‘pjg[x] (r)-det, M P ’ Cmax With group-independent deteriora-
tion factors and distinct MPs with start-time dependent durations, subject to

the condition that the duration parameters of the MPs can be ordered such that
ol < ol < < a[K], (6.12)

and (6.11) hold simultaneously. This version is a generalisation of one of the cases
found in Table 6.2, in which group-independent positional factors are considered
along with identical MPs of start-time dependent duration. The latter problem
corresponds to a scenario in which identical MPs are performed in the schedule

and they all restore the machine to the same state.
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In order to solve both versions of problem 1 ‘pjg[x] (r)-det, M P ‘ Cmax described
above, the optimal choice for Decisions 2 and 3 can be made easily. If Decision 1
is assumed to be taken, so that £k —1, 1 < k < K+ 1, MPs are included in the schedule,
then for both problems, the MPs with the indices 1,2, ...,k — 1 are chosen and sched-
uled in the same order. This is the optimal choice for Problem 1 as the MPs with the
indices 1,2, ...,k — 1 have the smallest durations and create groups that contain the
smallest deterioration factors, owing to (6.10) and (6.11) holding simultaneously. This
is the optimal choice for Problem 2 as all MPs create identical groups and the ones
with a smaller index have smaller values of the duration parameters, owing to (6.12)
and (6.11) holding simultaneously. Notice that the order of the MPs is inconsequential

in both cases.

With Decisions 1-3 having been made (with an assumed value of k), denote the
resulting problem as 1 |p;gi*! (r) -det, M P (k — 1)| Cinax. This problem can be solved by
minimising the generic objective function of the form (4.6). For Problem 1, obtain the
required positional weights Wl (r) by substituting al*) = 0, 1 < x <k, in (6.8) so that
we have

Wm(r) = gm(r), 1<r<nbfl 1<z<k, (6.13)

and for Problem 2, substitute gl*! (r)y=g(r),1<r< nl*l 1 <z <k, so that we have
1+ gl 1<r<nll 1<z<k-1
W[x](r) — ( +OZ )g(T)7 —/r—n Y _l’_ ) (6.14)

g(r) 1<r<nbl 2=k

Set the value nl*! = n, 1 <z < k, and k = K+1, and compute all positional weights
Wlkl(r), 1 <r <n,1 <2< K+ 1, for both problems by using the formulae above.
Notice that the computed positional weights represent a set of all possible values of
Wl (r) across all possible groups. Further, notice that because of (6.10), the positional
weights associated with Problem 1 are ordered such that for each k, 1 < k < K + 1,
we have

W[”(r) < WM(?") <. < W[’d(r), 1<r<n,

and because of (6.12), the positional weights for Problem 2 are ordered such that for
each k£, 1 <k < K + 1, we have

W) <wle) <wll) <. < W), 1<r <.

Definition 6.1. If for each position the positional weight in group x is smaller than
the positional weight in the same position in another group y, we say that group x

dominates group y. If all available groups can be linearly ordered with the respect to
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the introduced dominance relation, we refer to such a condition as ‘K -domi’.

Notice that both Problems 1 and 2 satisfy the K-domi condition. For instances of
problem 1 |p;g! (r) —det,MP| Chax that satisfy (6.11) and the K-domi condition, it
is possible to compute the optimal values of nl”l, 1 < z < k, and Decisions 1-4 on
the fly. Recall that for a fixed value of Decision 1, the optimal values for Decisions 2
and 3 are already known. Thus, to solve problem 1 ‘ p;gi™ (r)-det, M P | Cmax We only
need to worry about finding the optimal values for Decisions 1 and 4. We base our

methodology on Theorem 6.1.

Let G(k) denote a list of n smallest positional weights that are available across all
positions from k, 1 < k < K+1, groups. The list is sorted in non-decreasing order. Let
~v;(k) denote the i-th element in the list G(k), so that G(k) = (v,(k),v9(k), ..., 7,.(k)).
This implies that

Cume (57 () = P(S" () 4 T = Sy 0) + 87, (615)

where P(S* (k)) denotes the sum of actual durations of the jobs in an optimal schedule

with k groups, and I'(k) is a constant term as defined in (6.9).

Create another list H(v), 1 < v < K+ 1, which is defined differently for Problems 1
and 2. For Problem 1, H (v) contains the positional weights W (r), 1 <r <n—v+1,
for nll = n, so that by (6.13) we have H (v) := (¢ (1), ¢ (2),...,¢" (n —v+1)),
1 < v < K+ 1. For Problem 2, notice that the values of the positional weights
given by (6.14) change dynamically as the value of k is changed. Thus, we define
H (v) so that this effect is incorporated; define H(1) := (g(1),9(2),...,9(n)) and
Hw) == (1+al ) g1),(1+al"Ng@2),....,1+a" ) gn—v+1),2 < v <
K + 1. Notice that for both problems, list H (v) has at most n—v+1,1 <v < K +1,
elements sorted in a non-decreasing order. It suffices to consider only n—v+1 positions
in a list H (v), as due to condition ‘K-domi’ it can be ensured that each of the v — 1

earlier groups will have at least 1 job scheduled in them.

The following algorithm solves an instance of problem 1 ‘ pjg[z] (r)-det, M P | Cnax
and returns the optimal number of MPs, k* — 1, to be included in the schedule (Deci-

sion 1) along with the optimal schedule S* (k*) with k£* groups (Decision 4).
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Algorithm NSmall2

INPUT: An instance of problem 1 ‘pjg[x] () -det, MP| Cmax that satisfies ‘K-domi’ and
(6.11)

OUTPUT: An optimal schedule S* (k*) defined by the processing sequences 7l*l, 1 <
z < k*

Step 1. If required, renumber the jobs in the LPT order. For £ = 1, define a sorted
list

Compute Cpax (S (1)) by formula (6.15). Define &' := K + 1.
Step 2. For k from 2 to k' do

(a) Create the list G(k) = (v,(k),v5(k),...,7,(k)) that contains n smallest elements
in the merger of the lists G(k — 1) and H (k).

(b) Compute Cpax (S* (k)) by formula (6.15). If P (S*(k)) = P(S*(k—1)) then define
k' := k — 1 and break the loop by moving to Step 3; otherwise, continue the loop

with the next value of k.

Step 3. Find the value k*, 1 < k* < £/, such that

Crnax (S*(k*)) = min {Crax (S* (k)1 < k <K'} .

Step 4. Run Algorithm NSmall for the found value of £* to obtain the optimal process-

ing sequence 7* = (7l 7l . #l7) .

Notice that similar to Algorithm NSmall, Step 2 of the above algorithm also fol-
lows Theorem 6.1 and searches for the n smallest positional weights for a given k,
1 <k < K+ 1, and assigns the largest jobs to the positions corresponding to the
smallest positional weights. The main difference between the two algorithms lies in
the way the list of n smallest positional weights is found. For each k, 1 < k < K + 1,
Algorithm NSmall searches for the n smallest positional weights by comparing the el-
ements of the set of nk positional weights across all groups. Algorithm NSmall2 on
the other hand, searches for the n smallest positional weights only by comparing the
values of the two lists G (k — 1) and H (k). Recall that list G (k — 1) contains all the
positional weights corresponding to the positions used in schedule S* (k — 1), while the
list H (k) contains the positional weights that will be introduced if the k-th group is
opened. This method is justified, because list G (k — 1) already contains the n smallest
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positional weights coming from the first £ —1 groups. Thus, to search for the n smallest
weights needed for schedule S (k) , there is no need to scan the first k£ — 1 groups again.
In other words, we utilise the fact, that if a certain position in the first £ — 1 groups is
not used in schedule S* (k — 1), it will not be used in schedule S* (k) as well.

Since both lists G (k — 1) and H (k), have at most n elements sorted in a non-
decreasing order, Step 2a can be completed in O (n) time. Step 2b also requires O (n)
time. Steps 2a and 2b are repeated for several values of k£, 1 < k < K +1. The iteration
on k is stopped if in Step 2b the condition P (S*(k)) = P (S*(k — 1)) is obtained. The
condition P (S*(k)) = P (S*(k — 1)) implies that the addition of the k-th group does
not provide any positional weights smaller than those in the list G(k—1). If this happens
for the k-th group, all groups that will be opened after this will provide even worse
positional weights because the list H (k + 1) is dominated by the list H (k), 1 < k < K.
Thus, the makespan cannot be reduced by running more MPs after the £’-th group is
opened. This implies that no further values of k should be examined and the best
schedule should be found from the set {S* (k) |1 < k < k’}. If the loop is not broken
throughout the run of Algorithm NSmall, the default value of £’ is set to K + 1. Thus,
at most Steps 2a and 2b are repeated K + 1 times and the following statement holds.

Theorem 6.3. Algorithm  NSmall2  solves an instance of problem
1 }pjg[m] (r) -det, MP‘ Chax defined by Problems 1 and 2 in O (nK) time, provided that
the LPT order of the jobs is known.

Algorithm NSmall2 can also be applied to solve problem 1 ‘ p;g® (r)-det, M P! Cmax
with group-independent deterioration factors and constant duration MPs (both iden-
tical and distinct). This is possible since both conditions ‘K-domi’ and (6.11) can be
satisfied simultaneously. The required running time is again O (nK'). We do not dis-
cuss the solution of this problem here, as it is possible to solve it faster using another

solution approach, discussed in Section 6.7.

Now consider a version of problem 1 ‘ p;g® (r)-det, M P | Cmax in which the condi-
tions ‘K-domi’ and (6.11) do not hold simultaneously. In principle, Algorithm NSmall
can still be used to obtain a solution for Decisions 1 and 4, but to make Decisions 2
and 3, a full enumeration of options might be required. As a result, the overall running
time to solve problem 1 ‘ D) g™ (r)-det, M P‘ Cmax turns out to be no smaller than that
obtained by using Solution Approach PosiJIJD presented in Section 6.5. In our paper
Rustogi and Strusevich (2012a), we have used Algorithm NSmall2 to solve a version
of problem 1 |pjg[x] (r)-det, M P| Cpax, in which ‘K-domi’ holds, but (6.11) does not.
Additionally, we have assumed that for each k&, 1 < k < K + 1, Decisions 2 and 3 are

fixed. As a result, an optimal solution is obtained in O (nK) time, where K =n — 1.
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Below we provide a numerical example that illustrates the working of Algorithm NS-
mall2.

Example 6.1. Consider a version of probleml ‘ p;gt (r)-det, M P! Cmax as defined in
Problem 2. Six jobs are to be scheduled which have the following normal processing

times listed in an LPT order
p1=10,p2 =9,p3 =6,ps = 3,p5 = 3,ps = 2.

The decision-maker has a choice of K = 5 MPs, with the following parameters

ol = 1, g =1
o = 1, gl =2
a8l = 9 g8l —3
o = 9 gl =4
ol = 3 gFl=4

Each of the MPs restore the machine to its original state. The positional factors

associated with the machine are as follows

J p |GQ) py |HQ) G©2) pn [HB) GB) pv, [HA) GH) piy |
1 10] 1 10 | 2 1 10 | 2 1 10 | 3 1 10
2 9| 2 18| 4 9 18 | 4 2 18 | 6 2 18
3 6| 2 12| 4 9 12 | 4 2 12 | 6 2 12
4 3| 3 9 6 p 6 6 P 6 p 6
5 3| 3 9 6 3 9 p 6 9 6
6 2| 4 8 3 6 3 6 3 6

P(S*(1)) 66 P(S*(2)) 61 P(S*(3)) 58 P(S*(4)) 58
ra) o re) 1 ra) 3 r4) 6
C’max (S* (1)) 66 maX (S* (2)) 62 Cmax (S* (3)) 61 max (S* (4)) 64

Table 6.3: Run of Algorithm NSmall2 for Example 6.1

Table 6.3 shows the details of the run of Algorithm 2 for the above instance. Since
P (S*(3)) = P(S*(4)), the algorithm stops after the iteration & = 4, so that &’ = 3. The
algorithm outputs the minimum value of the makespan from the set {Ciax(S*(k))|1 <
k < 3}, which is Cyax(S*(3)). In an optimal schedule for £* = 3, the sequence of
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jobs il = (1,2,3,6) is processed in the first group, the sequence of jobs 72l = (4) is
processed in the second group and the sequence of jobs 73/ = (5) is processed in the

third group. The makespan of the resulting schedule is 61.
We take the productive idea behind Algorithm NSmall2 further, to the models with

job-dependent deterioration effects; see Chapter 7.

6.7 Solution Approach PosiJIGI

In this section, we deal with problems in which the computed positional weights are
group-independent, i.e., of the form W (r) = W (r), 1 < 2 < k, and additionally, they
are ordered in a way such that W (1) < W (2) < --- < W (n). Such a situation arises
for versions of problem 1 | pjgm (r)-det, M P ‘ Chax, in which the deterioration factors
are group-independent, i.e., g (r) = g(r), 1 <r <n,1 <2 < K +1. The MPs are of
constant duration and can be either distinct or identical. The problem with identical
MPs is a special case of the problem with distinct MPs and does not result in better

running times. Thus, we only consider the latter problem.

Formally, we denote the described problem as 1|p;g (1) -det, M P [0]| Cpax. The first
term in the middle field is used to notify that the deterioration factors are group-
independent. The second term M P [0] in the middle field is used to notify that the

MPs are of constant duration, i.e., in (4.1) we have al¥/ = 0.

Notice that for problem 1 |p,g (r)-det, M P [0]| Ciax, the optimal choice for Deci-
sions 2 and 3 can be made easily. Assume that an optimal solution to problem
1|p;g (r)-det, M P [0]| Ciax includes k — 1 MPs in the schedule, so that the jobs are
divided into k, 1 < k < K + 1, groups. Since it is known that the MPs create identical
groups, it follows that the order in which they are performed is not important. Further,
it is obvious that in order to choose kK — 1 MPs out of the available K, the ones with
smaller durations are given priority. To ensure that the smallest £ — 1 MPs are chosen
in an optimal schedule, we renumber the K available MPs in a way that (6.11) holds
and select the ones with indices 1,2,...,k — 1. Lastly, we fix their order as per their

index numbers.

With Decisions 1-3 having been made (with an assumed value of k), the resulting
problem 1 |p;g (r)-det, M P [0] (k — 1)| Crax can be solved by minimising the generic
objective function (4.6). Obtain the required positional weights Wl (r) by substi-
tuting ¢ (r) = g(r), 1 < r < n,and o) = 0, 1 < 2 < k, in (6.8) so that
we have W[QC](T) =g(r), 1 <r < nl* 1 < 2 < k. Below we outline a solution
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approach which is again based on Theorem 6.1, and solves an instance of problem
1|p;g (r)-det, M P [0] (k — 1)| Cpax-

Notice that for a given position r, 1 < r < n, the positional weights are the same
for every group and within each group they are sorted in a non-decreasing order. This
implies that unlike the problems dealt with previously, the n smallest positional weights
for this problem are already known. The smallest k positional weights are due to the
first positions of each of the k groups. The next smallest k positional weights are due
to the second positions of each of the k& groups, and so on. As a result, the optimal

number of jobs in each group can be given by

nm:{ {

where mod (n, k) is the remainder of the division of n by k.

W, 1 <z< mod(n,k),

(6.16)
|, mod(n,k)+1 <z< k.

S =3

With known values of W¥l(r), 1 < r < nl*l and nll, 1 < 2 < k, an optimal
schedule S* (k) for problem 1 |p;g (1) -det, M P [0] (k — 1)| Ciax can be found by running
Algorithm Match2. For solving problem 1 |p;g (r)-det, M P [0] (k — 1)| Ciax, Step 2 of
Algorithm Match2 can be completed in constant time as the list of sorted positional

weights is already known and is given by

k times g (1),
k times g (2),

k times ¢ (L%J) ;
mod (n, k) times g ([%])

Step 3 requires O (n) time for computing the value of the objective function
Chax (S* (k)) . Thus, the following statement holds.

Theorem 6.4. Algorithm  Match2  solves an  instance  of  problem
1|p,g (r) -det, MP[0] (k — 1)| Cyax tn O(n) time, provided that the LPT order of

the jobs is known.

To determine the optimal solution for problem 1 |p;g (r)-det, M P [0]| Cihax, We
only need to worry about the optimal value of the number of MPs, as Decisions 2
and 3 have already been chosen optimally. We can do this by solving problem
1|p;g (r)-det, MP[0] (k — 1)| Cinax for all values of k, 1 < k < K + 1, and choosing
the best instance as an optimal solution. Thus, problem 1 |p;g (r)-det, M P [0]| Cpax

can be solved in O (nK) time.
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Recall from Section 3.3.1, that Kuo and Yang (2008a) study a special case of
problem 1 |p;g (r)-det, M P [0]| Cyax with a polynomial deterioration function given
by ¢g(r) = r%a > 0, and identical MPs. In order to solve this problem,
Kuo and Yang (2008a) solve a total of K + 1 = n sub-problems denoted by
1|p,r®-det, M P [0] (k — 1)| Cinax, and prove what they call the group balance principle.
Notice that so far in this section, our solution approach is very similar to that provided
by Kuo and Yang (2008a). Indeed, the number of jobs in each group given by (6.16)
conforms with the group balance principle. Even our running time of O (nK) needed
to solve problem 1 |p;g (r)-det, M P [0]]| Cinax, is consistent with that of Kuo and Yang
(2008a), who solve problem 1 |p;r®det, M P [0]| Cipax in O (n?) time, for K = n — 1.

Further in their paper, Kuo and Yang (2008a) have made a conjecture that in
the case of a polynomial deterioration function, the sequence of values Cpax(S* (k)),
1 <k < K+ 1, might be V-shaped with respect to k. Recall from Chapter 5 that a
sequence A(k) is called V-shaped if there exists a ko, 1 < ky < K + 1, such that

A1) > > Alko — 1) > A(kg) < Alko +1) < -+ < A(K +1).

If this were true for Cp.x(S*(k)), 1 < k < K + 1, then instead of K + 1,
at most [log, (K 4+ 1)] values of k should be tried to solve the original problem
1|p;r®-det, M P [0]| Cinax. Below we show that even for a general deterioration func-
tion ¢ (), the sequence Cpax(S* (k)), 1 <k < K +1 < mn, is in fact V-shaped. Notice
that in a schedule with n jobs, it is not possible to have more than n groups, i.e.,
1 <k <n. Thus, K is bounded by n — 1. We start with the following statement.

Lemma 6.1. For problem 1|p;g(r), MP [0] (k — 1)| Cpax, if the jobs be numbered in
the LPT order (2.7), then the makespan of the optimal schedule can be written as

Conan(S" (1)) = P(S" (k) + T(J) = jzn;pjg (]2])+ gﬁm. (6.17)

Proof: The value Cpax (S (k)) can be seen as P(S (k)) +I'(k), where P(S (k)) denotes
the sum of the actual durations of the jobs in a schedule S (k), and I'(k) is the total
duration of all £ —1 MPs. If the jobs are numbered in the LPT order, then to minimise
the value P(S(k)), we need to assign the jobs one by one to the smallest available
position. This can be done by distributing the first £ jobs to the first positions in each
of the k groups, then the next k£ jobs going to the second positions in each of the &

groups, and so on, until all jobs have been sequenced.

If j = ak then the predecessors of j are placed into the first a positions of groups
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1,2,...,k—1 and take a — 1 positions of group k, so that job j gets position a = (ﬂ CIf
j=ak+bfor1 <b<k—1, then the predecessors of j will take the first a positions in
each group and additionally the (a + 1)-th position in each of the groups 1,2,...,b—1,
so that job j gets position a + 1 = (ﬂ in group b.

It follows that the actual processing time of a job 7 € N in an optimal schedule

S* (k) is equal to p,g ((ﬂ ), and the total processing time for all jobs is equal to

P(S* (k) = jz:;pjg ([£]) (618)

]

For problem 1 |p;g(r)-det, M P [0]| Cinax, We need to determine the optimal number
of groups k* to be opened such that the makespan Cpax(S*(k)), 1 <k < K+1<mn,is
minimised. As k increases, P(S* (k)) becomes smaller since new groups are added and a
greater number of smaller positions become available. At the same time, I'(k) becomes
larger, with more maintenance activities being performed. The sequence Cyax(S* (k))

captures the trade-off between its two components, P(S* (k)) and I'(k).

Theorem 6.5. For problem 1|p;g(r)-det, M P [0]| Cpax, the sequence Cpax (S*(k)) =
P(S*(k))+T(k), 1 <k < K+1<n, given by (6.17), is V -shaped.

Proof: Recall Theorem 5.2, in which it is stated that a sequence

- Sona([1]) b

is convex, if p; > py > -+ > p,. Thus, the sequence P (S*(k)), 1 < k < n, given by
(6.18) is convex. The sequence I'(k) = ZZ: Bl 1 < k < n, can also be proved to be
convex. Recall from Chapter 5 that a sequence I'(k), 1 < k < n, is called convex if

P(k)< = (T(k—1)+T(k+1)), 2<k<n-— 1.

N | =

Substituting I'(k) = ZI;: A in the above inequality, we obtain the following
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inequalities:
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The last inequality is true as (6.11) holds. The equality holds for the case in which
the MPs have identical durations, see, e.g., the problem considered by Kuo and Yang
(2008a). Thus, the sequence I'(k) is convex. Since the sum of two convex sequences
is convex, the sequence Cpax (S*(k)) = P(S*(k)) +T'(k), 1 <k < K+ 1 <mn, is also
convex and by Lemma 5.1 is V-shaped. O

Theorem 6.5 allows us to find the optimal number of groups £*, 1 < k < K + 1, to
be created by the following binary search algorithm.
Algorithm BinarySearch
INPUT: An instance of problem 1 |p;g(r)-det, M P [0]] Ciax

ouTPUT: The optimal number of MPs to include in the schedule

Step 0. If required renumber the jobs in an LPT order and renumber the MPs in a
non-decreasing order of their durations so that g < g < ... < gl&l.

Step 1. Define k:=1, k := K + 1 and k := [(K + 1) /2] . Compute Cpax(S* (k)) by
formula (6.17) for k € {E,%,E} :

Step 2. If Chax (S*(E)) < Ciax (S* (%)) then go to Step 3; otherwise, go to Step 4
Step 3. Redefine k := %, Cloax (S*(E)) = Clhax (S* (%)) and go to Step 5.
Step 4. Redefine k := k, Cax (5*(k)) := Cinax (S* (%)) and go to Step 5.

Step 5. Redefine ko= ((@+E) /2} If £ = k= k, then output k* = k, and stop;
otherwise, compute Cpayx (S* (E)) and go to Step 2.

It is clear that due to the V-shapeness of the sequence Chax (S* (k)), 1 < k < n, the
inequality Chax (S*(k)) < Ciax <S*(E)> implies that the subsequence Chax (S*(k)),

k < k < n, is monotone non-decreasing, so that the minimum should be sought
between the values k and k. Similarly, the inequality Chax (S*(k)) > Cinax <S*(E)>
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implies that the minimum should be sought between the values k and k. All together,
Algorithm BinarySearch explores at most [log, (K + 1)] values of k£ and the following

statement holds.

Theorem 6.6. Algorithm  BinarySearch solves an instance of problem
L|p;g (r) -det, MP[0]| Copax in O (nlog K) time, provided that the LPT order of

the jobs is known.

The results of this section are published in our recent paper Rustogi and Strusevich
(2012a), where we consider the situation in which K = n — 1, so that the running time

obtained is O(nlogn).

6.8 Conclusion

In this chapter, we solve several problems with positional deterioration and mainte-
nance activities. Before this study, only a handful of results existed which combined a
study of positional deterioration with maintenance activities. The only paper we are
aware of, which address this problem with job-independent positional effects is due to
Kuo and Yang (2008a), who studied a special case of problem 1 |p;g(r)-det, M P [0]] Cinax
and propose an O (nK) time algorithm to solve it. Our study has further expanded

and generalised this area. Our main contributions can be summarised as follows:

Use of a general function g (r) to model a positional effect.

Use of arbitrary possibly non-monotone positional factors in scheduling problems

with no maintenance activities.

Simultaneous use of distinct maintenance activities in a schedule.

Introduction of group-dependent positional effects.

Each of the problems considered, reduces to a linear assignment problem with
a product matrix, so that a solution is possible by applying Lemma 2.1. We
propose three novel solution approaches that solve different versions of problem
1 }pjg[x] (r)-det, M P ‘ Chax-The developed algorithms rely on Theorem 6.1, which in
turn is based on Lemma 2.1. Table 6.4 summarises all the problems considered in this

chapter along with the running times needed to solve them.
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Constant Duration MPs

Start-time dependent MPs

Identical Distinct | Identical Distinct
Group-indep | O (nlog K) | O (nlogK) | O (nK) | O (nK2¥)
Group-dep | O (nK) O (nK2%) | O (nK?) | O (nK?2F)

Table 6.4:  Computational
1 }pjg[x] (r)-det, M P‘ Cinax, assuming that the LPT order of the jobs is known

complexities
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CHAPTER 7

Job-Dependent Positional Effects and
Rate-Modifying Activities

In this chapter, we discuss single machine scheduling problems with job-dependent po-
sitional effects and rate-modifying activities. This chapter can be seen as an extension
of the previous chapter as the underlying effect is still positional, only a more general
model is being considered. Similar to the last chapter, our main focus will be to explore
models with deterioration effects and maintenance activities. In the following sections,
we give a brief overview of the problem under consideration and provide a variety of

solution approaches that efficiently solve different versions of this problem.

The results of this chapter are published in our recent paper Rustogi and Strusevich
(2012a). In this paper, we only provide a simplified version of the problem, so that
the main ideology behind the developed algorithms can be clearly understood. In this
chapter, however, we provide a full account of the entire range of problems that can

be solved using the developed solution approaches.

7.1 Overview of the Problems

As described in Section 3.2.1, under a job-dependent positional effect the actual

processing time of job j scheduled in position r of a schedule is given by

pj(r) =pjg;(r), 1 <r <n,

where g;(r), j € N, is a job-dependent positional factor. Recall from Section 3.2.1, that
if the values g;(r), 1 < r < n, form a non-decreasing sequence (3.5) for each j € N,
we deal with a positional deterioration effect. Such a model represents a scenario in

which each job wears out the machine in a different way, hence each job j € N is
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associated with a unique set of positional factors. On the other hand, if the sequence
is non-increasing (3.6) for each j € N, a learning effect is observed. Unlike the case
with job-independent positional effects, it is common in the scheduling literature on
job-dependent effects, to study models in which an arbitrary, possibly non-monotone
positional effect is considered, see, e.g., Mosheiov (2008) and Bachman and Janiak
(2004).

As outlined in Chapter 4, consider a general situation, in which the decision-maker
is presented with a total of K > 0 possible rate-modifying activities, which can be
either distinct or alike. For each MP, it is exactly known how it affects the process-
ing conditions of the machine, should the decision-maker decide to include it into a

schedule.

If K —1 MPs are chosen from the available K options, then the jobs are divided into
k,1 <k < K+ 1 groups. Depending on which MPs are chosen and the order in which
they are performed, the actual processing time of a job j € N, scheduled in position r

of the x-th group can be given by
P ) =gl (1), 1<r < 1<a <k, (7.1)

where gjm

general positional factor known, as it allows a three way dependency, namely on job,

(r) is a job-dependent group-dependent positional factor. This is the most

group and position. Recall from Chapter 6, that a group-dependent positional factor
enables us to handle situations in which each MP can have a different effect on the

machine conditions.

If a pure deterioration model is considered, then the positional factors within a
group x are in non-decreasing order

1<g/ () <g @< <g(n), 1<z <k jEN, (72)

whereas if a pure learning model is considered, then the positional factors within a
group z are in non-increasing order
[] [] (] .
1 >g; (1)293‘ (2)2"'293‘ (n), 1<z <k, jeN. (7.3)
In the former case, the RMPs are essentially maintenance periods (MPs), which
must be included in the schedule in order to negate the deteriorating machine condi-

tions; see, e.g., Yang and Yang (2010a). Recall from Chapter 4, that if an RMP is a

maintenance period, then the value of o/ is non-negative. In the case with learning
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effects, the RMPs can either be associated with replacing a machine/operator or be
associated with an activity which further enhances the learning rate of the machine,
see, e.g., Ji and Cheng (2010). As discussed earlier, it is also possible to have an arbi-
trary non-monotone positional effect, which could possibly arise due to a combination
of deterioration and learning effects. In such a case, no restrictions are imposed on the
type of the RMPs to include in a schedule.

The problem of minimising a certain objective function F, under the general settings
defined by (7.1) and (4.1) can be denoted by 1 pjg[x] (r), RMP| F. In this chapter,

we only consider the problem of minimising the mjakespan, ie., F' = Chax, for the
case of job-dependent positional deterioration. We denote the resulting problem as
1|p, gjm (r)-det, M P) Cmax, Where the first term in the middle field represents the pres-
ence of job-dependent positional factors which follow (7.2), and the second term points

out that the RMPs are essentially maintenance periods (MPs).

J
choices for each of the Decisions 1-4 defined in Chapter 4. In what follows, we con-

sider various versions of problem 1 ‘pjg]m

time algorithms to solve them. Similar to Chapter 6, we differentiate between differ-

An optimal solution to problem l‘pjg[»w } (r)-det, M P‘ Cmax must deliver optimal
(r)-det, M P ‘ Cmax and provide polynomial

ent versions based on three criteria: (i) deterioration factors are group-dependent or
group-independent, (ii) MPs are identical or distinct, and (iii) duration of the MPs are

constant or start-time dependent. All versions of problem 1 |p, g]m (r)-det, M P| Chyax

reduce to a linear assignment problem in its full form.

Notice that if the objective function is to minimise the total flow time, i.e., F' =
> C;, it is found that irrespective of the ordering of the positional factors within
a group, no version of problem 1 pjg[.x] (r),RMP ’ > C; can be solved in less than
O (nK+3 log n) time. A similar observation is made for the problem of minimising
the makespan, under conditions in which the positional factors are non-monotonically
ordered within a group. A solution to both of these problems is obtained by solving
O (nK ) instances of a full form LAP given by (2.2). We re-visit both these problems
in Chapter 9.

7.2 Computing Positional Weights

To solve problem 1 pjgﬁm} (r)-det, M P ) Cmax, we first assume that Decisions 1-3 are

taken in advance, so that we know that a total of £ — 1 MPs have been included in the
schedule. As a result the jobs are split into k, 1 < k < K + 1, groups. Renumber the
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indices of duration parameters of the MPs, in order of their occurrence in the schedule,
so that the duration of the MP scheduled after the z-th group is given by (6.4). Denote
p;g™ (1) -det, MP (J — 1)( Croa.

the resulting problem as 1

To solve problem 1

pjgm (r)-det, M P (k — 1)’ Chax consider a schedule S (k) with
a permutation of jobs 7 = (w7 ... 7). Assume that each group contains a
total of nl® jobs, so that 7l*! = (77[”"] (1), 7= (2),..., xl (nm)) , 1 < x < k, where
Z’;Zl nl*l = n. The actual processing time of a job j = 7*! (), scheduled in position
r, 1 < r < nll) of the z-th group, 1 < x < k, is given by (7.1). Similar to the
computation of the makespan for problem 1 ‘ p;gi (r)-det, M P (k — 1)} Cmax as given

[z]

in (6.7), the makespan for problem 1 |p;g;” (r)-det, M P (k — 1)‘ Chax Can be given as

k—1 nlol nlk] k—1
Conax (S (k) =D ) (1 + ™) g™ (1) prragyy + Zgﬁk} (r) priry + > BY.
r=1 r=1 r=1 =1

The above objective function can be written as generic function given by (4.4), with

the job-dependent positional weights

1 + aleh) gl 1<r<n® 1<z<k-1
V[/vj[w]():{( +a )g] (T)7 >r>nt, ST ) (74)

g][w}(r) 1 S?”Sn[x], I:k,

and the constant term still given by (6.9).

As shown in Section 4.2.2, if the number of jobs in each group, nl®, 1 < z < k,
is known in advance, the problem of minimising the generic objective function (4.4),
can be solved by reduction to a linear assignment problem (LAP) of the form (2.2),
with its cost function c¢;(,,) given as (4.5). To find an optimal solution to prob-

p]-gm (r)-det, M P (k — 1)‘ Cluax, however, we must find a way of determining

lem 1

the optimal number of jobs nl®, that are scheduled in each group z, 1 < z < k,
before we go on to solve the LAP. Further, to obtain a solution to the origi-

nal problem 1 )pjg[x] (r)-det, M P‘ Cmax, We solve all possible instances of problem

1

choose the instance with the smallest value of the objective function as our optimal

pjgj[x] (r)-det, M P (k — 1)’ Cmax by modifying the outcomes of Decisions 1-3 and

solution.

Similar to Chapter 6, we shall consider eight different versions of problem

[]

11p;g; (r)-det, M P ‘ Cmax- For each version, the computed positional weights are found

by making an appropriate substitution in (7.4). Recall that (7.4) is computed for the
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most general version, in which the deterioration factors are group-dependent, MPs are
distinct and their duration depends on the start-time. Depending on the found posi-
tional weights, it might be possible to solve problem 1 ‘ D; gjm (r)-det, M P (k — 1)‘ Clnax
by reducing it to a revised version of the LAP, one in which the optimal values of
n¥l, 1 < z < k, can be found on the fly. Moreover, for some versions of problem
1|pig)”

cisions 1-3 on the fly. Based on such differences, we classify different versions of problem
1 []

Pig; (r)-det, M P‘ Chax Into two separate sections and present two new solution ap-
proaches that handle them. Table 7.1 lists out all the versions under consideration and

] (r)-det, M P‘ Chax, it is even possible to compute the optimal outcomes of De-

mentions the section that deals with them.

Constant Duration MPs | Start-time dependent MPs
Identical Distinct Identical Distinct

Group-indep | Section 7.4 | Section 7.4 | Section 7.4 | Section 7.3

Group-dep Section 7.4 | Section 7.3 | Section 7.3 | Section 7.3

Table 7.1: Different versions of problem 1 |p, gj[-m] (r)-det, M P| Cpax

7.3 Solution Approach PosiJDGD

In this section, we describe a solution approach, which can solve all versions of prob-
lem 1 pjg][m] (r)-det, M P ‘ Cmax Without prior knowledge of the number of jobs nl in
each group. The only pre-requisite condition is that the computed positional weights
Wj[x] (r), 1 < r < nl*l, should be non-decreasing in every group z, 1 < x < k, for each
j € N.

Let us begin our consideration with the most general version of problem

pjg][-x] (r)-det, M P’C’max, such as the one discussed in Section 7.2.  Assume

1
that Decisions 1-3 are taken in advance and denote the resulting problem as
1

generic objective function (4.4) with positional weights given by (7.4) and the constant

pjgj[x] (r)-det, MP (k — 1)’ Cmax- This problem can be solved by minimising the

term given by (6.9). It is easy to notice that because the positional factors gj[»w} (r)
follow (7.2), the computed positional weights I/ij (r), 1 < r < nl"l are non-decreasing
within each group x, 1 < z < k, for all values of j € N. Below we outline a solution

approach that solves an instance of problem 1 | p;gi™ (r)-det, M P (k — 1)| Cnax-

Define a rectangular assignment problem with n rows, each corresponding to a

jobj € N, and m = nk columns. As done for the n x n LAP, number the columns by
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a string of the form (x,r), where z refers to a group, 1 < 2z < k, and r, 1 < r < nl*l,
indicates a position within the group. Create an n x m cost matrix C' = (cj,(m)) by
setting nl”) = n, 1 < 2 < k, and computing all values of the cost function c; .,
1<r<mn,1<z<k, j€ N, by using the formulae (4.5) and (7.4). More precisely,
the value of element c;(,,) at the intersection of the j-th row and v-th the column
of matrix C' for v, 1 < v < m, such that v = n(x — 1) + r, where 1 < z < k and
1 <r < n,is defined by ¢ 4, = ijVj[w] (r). Notice that the matrix C' represents a set
of all possible values of ¢; ;) and can be computed in O (n?k) time.

As a result, problem of minimising the generic objective function (4.4) reduces to

a rectangular assignment problem written out below

kool

Min D DD i

subject to sz,(x,r) <1, 1<z<k 1<r<]|
JEN (7.5)

kil
YD Zien=1Jj€N

z=1 r=1

Ziwr) €{0,1}, JEN, 1<a <k 1<r <

)

where in the case under consideration [[*! = n for 1 < z < k.

The algorithm to solve a rectangular assignment problem of the form (7.5) has
been outlined by Bourgeois and Lassale (1971). The running time of this algorithm is
O(n*m), m > n, for an n X m cost matrix. Thus, an optimal solution for problem (7.5)

can be found in O(n3k) time.

Suppose that for some k, 1 < k < K + 1, the solution of the assignment problem
(7.5) related to problem 1 pjgj[-x} (r)-det, M P (k — 1)‘ Cmax is found. Then z; ;) = 1
implies that job j is assigned to the r-th position of group x. The conditions of (7.5)
mean that each job will be assigned to a position and no position will be used more than
once. The condition (7.2) guarantees that the found assignment admits a meaningful
scheduling interpretation, because for each of the k£ groups either several consecutive
positions starting from the first are filled or the group is not used at all. In principle, the
same solution approach remains valid even for the case with non-monotone positional
factors, since setting nl*! = n, 1 < x < k, does indeed generate a set of all possible
cost functions ¢; (. for the latter case as well. However, since the condition (7.2) does
not hold for the case with arbitrary positional effects, it cannot be guaranteed that
consecutive positions (starting from the first position) are filled in each group, thereby

resulting in an infeasible solution. To ensure feasibility of the obtained solution it is

113



CHAPTER 7. JOB-DEPENDENT POSITIONAL EFFECTS

essential that the obtained positional weights be monotonically ordered within a group.

Notice that in philosophy, this solution approach is similar to Solution Ap-
proach PosiJIJD provided in Section 6.5: n best positions need to be chosen from
a set of nk positions. Algorithm NSmall however, permits a faster running time as the
problem under consideration is job-independent and reduces to a special case of the
LAP, so that Lemma 2.1 holds. The following statement holds.

Theorem 7.1. Problem 1 pjgj[-‘ﬂ (r)-det, MP (k — 1)‘ Chnax can be solved in O(n3k) time

by reduction to a linear rectangular assignment problem of the form (7.5).

In an optimal solution for an instance of problem 1

p;g™(r)-det, MP (k — 1)( Crons
it is possible that out of the k£ groups, certain groups are not assigned any jobs at
all, i.e., nl” = 0. Such a situation can occur if an MP is not efficient in restoring the
machine to a better state, and as a result the group that follows generates positional
weights with big values. Such an instance can never result in an optimal schedule for

D; g][x] (r)-det, M P‘ Cmax, as we are unnecessarily spending time

the general problem 1
to perform an inefficient MP. This instance, if any, will be automatically eliminated
from consideration if we try different combinations of Decision 1-3 to define problem
1 pjgj[-x] (r)-det, M P (k — 1)‘ Crnax-

To  determine the optimal solution for the general problem

[]

1|pjg;" (r)-det, M P‘ Cmax, all options associated with Decisions 1-3 must be enumer-

ated and the solutions of the resulting sub-problems 1 |p; g][fﬂ (r)-det, M P (k — 1)‘ Chnax

be compared. The best of these solutions is chosen as the optimal solution for problem

1|p; gj[x] (r)-det, M P ‘ Cmax- The same procedure holds for all other less general versions

of problem 1 ‘ D; g][-T’] (r)-det, M P‘ Cmax as well. Table 7.2 states the number of times an

LAP of the form (7.5) must be solved in order to solve different versions of problem

1 pjgjo] (1) -det, MP‘ Crax-
Constant Duration MPs Start-time dependent MPs
Identical Distinct Identical Distinct
Group-indep | Section 7.4 | Section 7.4 | Section 7.4 5:11 (lffl)
Group-dep Section 7.4 kK:Jrll (lf_{ 1) kK:Jrll 1 ]1€<:+11 (k[_( 1) (k—1)

Table 7.2: Number of times an LAP of the from (7.5) is solved to solve different versions
of problem 1 pjgj[-‘ﬂ (1) -det, MP) Crnax-

Notice that although the above described solution approach of reducing the prob-

lem to an LAP of the form (7.5) is able to solve all eight versions of problem

114



CHAPTER 7. JOB-DEPENDENT POSITIONAL EFFECTS

[x

L\p;g;
the fly by using another solution approach, which enables the optimal solution to

](r) -det, M P‘ Chax, for some cases it is possible to make Decisions 1-3 on

be found in faster time. For such cases, a reference to the relevant section has

been made in Table 7.2. For all other cases, the number of instances of problem

1 ’ D; gj[-x] (r)-det, M P (k — 1)’ Chax can be computed similarly to the computation of the

values of Table 6.2, which was done for case of job-independent positional deterioration
in Chapter 6.

Since an LAP of the form (7.5) requires a running time of O (nk) for a given

k, 1 < k < K 4 1, the respective running times that are needed to solve dif-

[z]

ferent versions of problem 1 |p;g;” (r)-det, M P‘ Cmax can be computed as follows.

pjg][-m] (r)-det, M P‘ Cmax With group-dependent deterioration factors

For problem 1
and distinct MPs with start-time dependent durations, an optimal solution can be
found in O <n3 kK:Jrll (k[_(l) (k—1) k) =0 (n3K22K) time. For the problem with
group-independent deterioration factors and distinct MPs with constant durations,
an optimal solution can be found in O (n3 R k) = O (n®K2%) time. The
same running time is needed for the problem with group-dependent deterioration
rates and identical MPs with start-time dependent durations. Lastly, for prob-

lem 1 |p; gj[-m] (r)-det, M P‘ Cmax With group-dependent deterioration rates and identical

MPs with constant durations an optimal solution can be found in O (n3 £<:+11 k) =
O (n*K?) time.

In our paper Rustogi and Strusevich (2012a), we use the above described solution

D; gj[-m] (r)-det, M P‘ Cmax With group-dependent deterio-

approach to solve problem 1
ration factors and distinct MPs with start-time dependent durations. However, no
emphasis has been made on Decisions 2 and 3. The decision-maker only needs to de-
cide how many MPs to include into the schedule from a given list of n — 1 available
MPs. The published running time to solve this problem is O (n%), which is consistent

with the results of this section for K =n — 1.

7.4 Solution Approach PosiJDKdomi

In this section, we consider versions of problem 1 ’ D; g][f’”} (r)-det, M P ‘ Cmax in which
Decisions 1-4 can be made on the fly, without having to enumerate all possible options.

We list out two versions for which this is possible:
Problem 1: Problem 1 ’pjgjm (r)-det, M P‘ Cmax With group-dependent deterioration

factors and distinct MPs with constant durations, subject to the condition that if

115



CHAPTER 7. JOB-DEPENDENT POSITIONAL EFFECTS

a certain MP with duration ¥} is included in the schedule, then the group that

follows will contain the positional factors gj[-yH] (r), 1 < r < n, such that they

can be ordered in a way that

g/ < gl ) << g ), 1< <, jeN, (7.6)

and (6.11) hold simultaneously, where the positional factors gj[-l](r), 1<r<n,

are associated with the group that is created before the first MP. This ver-

sion is a generalisation of three of the cases found in Table 7.2; (i)-(ii) problem
1p;g,”
considered along with identical or distinct MPs of constant duration, i.e., al*l = 0,

and (iii) problem 1 ’pjgm (r)-det, M P‘ Cmax in which group-dependent deterio-

(r)-det, M P‘ Chmax in which group-independent deterioration factors are

ration factors are considered along with identical MPs of constant duration, i.e.,
ol =0, ") = B, 1 < 2 < K. For the latter problem, we assume that (7.6)

holds, based on the argument provided in Section 6.6.

[z]

Problem 2: Problem 1 |p;g;" (r)-det, M P’ Cmax With group-independent deteriora-

tion factors and distinct MPs with start-time dependent durations, subject to

the condition that the duration parameters of the MPs can be ordered such that
(6.12) and (6.11) hold simultaneously. This version is a generalisation of one of
the cases found in Table 6.2, in which group-independent positional factors are

considered along with identical MPs of start-time dependent duration.

In order to solve both versions of problem 1 pjgj[?] (r)-det, M P ‘ Chmax described
above, the optimal choice for Decisions 2 and 3 can be made easily. If Decision 1
is assumed to be taken, so that £k —1,1 < k < K +1, MPs are included in the schedule,
then for both problems, the MPs with the indices 1,2, ...,k — 1 are chosen and sched-
uled in the same order. This is the optimal choice for Problem 1 as the MPs with the
indices 1,2, ...,k — 1 have the smallest durations and create groups that contain the
smallest deterioration factors, owing to (7.6) and (6.11) holding simultaneously. This
is the optimal choice for Problem 2 as all MPs create identical groups and the ones
with a smaller index have smaller values of the duration parameters, owing to (6.12)
and (6.11) holding simultaneously. Notice that the order of the MPs is inconsequential

in both cases.

With Decisions 1-3 having been made (with an assumed value of k), denote the
resulting problem as 1 ‘ D; g]m (r)-det, M P (k — 1)| Chuax. This problem can be solved by
minimising the generic objective function of the form (4.4). For Problem 1, obtain the

required positional weights ij[x] (r) by substituting a/¥ =0, 1 <z <k, in (7.4) so that
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for each j € N we have
[l _ 7] P
Wi (r) =g"(r), 1<r<nl 1<a <k, (7.7)

and for Problem 2, substitute g][-m] (r)=g;(r), 1 <r <nll 1 <2 <k so that for

each 7 € N we have
=1 ¢ [z] _
[x] o (1+Oé )gj(/r)v I1<r<n ) 1§[L‘§k’ ]-7
Wi (r) = . W (7.8)
g;(r) 1<r<n® x=k.

Set the value nl*) = n, 1 <z < k, and k = K + 1, and compute all positional
weights ij (r),1<r<n 1<z<K+1,j € N, for both problems by using
the formulae above. Notice that the computed positional weights represent a set of
all possible values of Wj[x} (r), j € N, across all possible groups. Further, notice that
because of (7.6), the positional weights associated with Problem 1 are ordered such for
each k, 1 <k < K + 1, that we have

(1] (2] K] )
Wi(r) W75 (r) < - <W;5(r), 1<r<mn, jEN,
and because of (6.12), the positional weights for Problem 2 are ordered such that for
each k£, 1 <k < K + 1, we have
(] 1] 2] [k—1] :
W (r) SW; () S W75 (r) < < W (), 1<r<mn, jEN.

Notice that both Problems 1 and 2 satisfy the conditions of ‘K-dom:’ as laid out
in Definition 6.1, for each j € N. For instances of problem 1 ‘ p;g® (r)-det, M P | Crnax
that satisfy (6.11) and ‘K-doms’, it is possible to compute the optimal values of nl*,
1 < x < k, and Decisions 1-4 on the fly. Recall that for a fixed value of Decision 1,
the optimal values for Decisions 2 and 3 are already known. Thus, to solve problem
1 |p; gjm (r)-det, M P| Cphax we only need to worry about finding the optimal values for

Decisions 1 and 4.

Recall from Section 6.6 that under such conditions for a job-independent model, the
relevant problem is solvable by Algorithm NSmall2, which finds an optimal schedule by
computing the optimal values of nl*), 1 < # < k, and Decisions 1 and 4 on the fly. This
is achieved by seeking the n smallest deterioration factors that are needed to create an
optimal schedule S(k+1), only in positions that were used in the optimal schedule S(k)
and positions that become available with the introduction of the (k 4 1)-th group. This

idea reduces the running time needed to compute the n smallest deterioration factors
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as we only need to search a maximum of 2n candidate positions. We shall use the
same philosophy to speed up the running times for Problems 1 and 2 in this chapter,

however its validity for the job-dependent case is not as obvious.

Below we establish several properties of the algorithm that solves the rectangular
assignment problem (7.5). These properties will help us to prove that for a given k,
we can indeed limit the number of candidate positions to 2n, even in the case of job-
dependent positional effects. We start our consideration with Problem 1, and later

adapt the developed solution approach for Problem 2.
For Problem 1, due to (7.2) and (7.6) holding simultaneously, the matrix C' has a

special structure that is characterised by:

e non-decreasing order of the elements of the same row that are placed in the

columns associated with positions of the same group, and

e non-decreasing order of the elements placed in the same row and in those columns
associated with a given position r, 1 < r < n, of each group, from group 1 to

group k.

Below we present a revised version of Algorithm BourLas (see Section 2.2.3) so that
it reflects the special structure of our cost matrix C. Alterations are primarily made
to Steps 1-3 of Algorithm BourLas and these alterations affect neither the optimality

nor the running time of the algorithm.

Algorithm RecLAP (see Bourgeois and Lassale (1971))

Step 0. Consider a row of the matrix C, subtract the smallest element from each

element in the row. Do the same for all other rows.

Step 1. Considering the rows in an arbitrary order, search for a zero, Z, in the current
row that is located in the left-most column with no starred zeros. If 7 is found,

star Z. Repeat for each row of the matrix. Go to Step 2.

Step 2. Cover every column containing a 0*. If n columns are covered, the starred

zeros form the desired independent set. Otherwise, go to Step 3.

Step 3. Choose a non-covered zero and prime it; in the case of several available zeros
prime the one in the left-most column. Consider the row containing the primed
zero. If there is no starred zero in this row, go to Step 4. If there is a starred
zero Z in this row, cover this row and uncover the column of Z. Repeat until all

zeros are covered. Go to Step 5.
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Step 4. There is a sequence of alternating starred and primed zeros constructed as
follows: let Z, denote the uncovered 0'. Let Z; denote the 0* in Z,’s column
(if any). Let Z, denote the 0" in Z;’s row. Continue in a similar way until the
sequence stops at a 0/, Z,,, which has no 0* in its column. Unstar each starred
zero of the sequence, and star each primed zero of the sequence. Erase all primes

and uncover every line. Return to Step 2.

Step 5. Let h denote the smallest non-covered element of the current matrix. Add
h to each covered row, then subtract h from each uncovered column. Return to

Step 3 without altering any asterisks, primes, or covered lines.

Below we analyse the outcome of an iteration of this algorithm.

Lemma 7.1. Suppose that after some iteration of Algorithm RecLAP, for each w,
1 <x <k, the column (x, l[x]) is such that it contains a 0%, while none of the columns
(z,7) for r > 1% contain a 0*. If no column (x,r) for 1 < r < n contains a 0*, then
define 1"} = 0. Then, for each x, 1 < x < k, such that I > 1, it follows that for each

r, 1 <r <1, column (z,r) contains a 0*.

Proof: Suppose that the lemma does not hold, i.e., for some x there exists a column
(z,7') that does not contain a 0*, where ' < [1*). Assume that a 0* appears in position
( 7, (x, [ [x])). Since each covered line contains a 0*, it follows that the column (z,7’) is

uncovered.

Observe that the only way for a zero to lose its “star” label is Step 4 of the algorithm,
but in this case a 0/ from the same column becomes a 0*. In short, once a column gets
a 0*, then it will contain a 0* (possibly, in a different row) in all subsequent iterations.
On the other hand, if a column does not have a 0*, then it has not contained a 0* in
all preceding iterations. Thus, column (x,r’) has not contained a 0* in all previous

iterations, and this column has always been uncovered.

Suppose that in some iteration i, the element in position ( 7, (x, [ M)) is reduced to
zero as the current minimal element (see Step 5). At the time the element is uncovered,
i.e., in all previous iterations column (x, [ [“”]) has not contained a 0* and has not been
covered, exactly as column (x, 7). Thus, up to the i-th iteration both columns (zx,r’)
and (a:, l[’”}) have been subject to the same transformations in Step 5. In particular,
the elements in positions (7, (z,7')) and (j, ($, l[“””])) either have been left the same in
all previous iterations with row j covered or have been reduced by the value of the
current minimal element in each previous iteration when row j was not covered. Since

originally pjgj[.x](r’ ) < pjg][fd(lm), we deduce that in the beginning of iteration i the
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element in position (j, (x,7’)) is less or equal to the element in position (j, (m, lm)).
At the end of iteration i, we know that position ( 7, (x, [ M)) becomes zero. Now since
the element in position (j,(x,r')) cannot be negative, we can deduce that it must
be zero at the end of iteration 7. Therefore, all elements in the consecutive positions
(, (z,7), (G, (z, 7" +1)),- -+, (4, (2, 1)) of row j are equal to zero. We know that
Step 3 of Algorithm RecLAP processes the zero in position (j, (z,7’)) earlier than all

other uncovered zeros in this row. Thus, the zero in position (j, (z,7')) will be primed.

If there is no 0* in row j, Step 4 of the algorithm will star the primed zero in

position (j, (x,7)), as we know that column (x,r) does not contain any 0* either.

If there is a 0* in row j, then the corresponding column, say, column v, is covered.
The algorithm in Step 3 will uncover column v and cover row j. If this uncovers a 0 in
column v, say, in row u # j, then Step 4 of the algorithm will find a path that traverses
through the three positions (u,v), (j,v) and (j, (x,r"))), and redistribute the stars. As

a result, a 0* would appear in position (j, (z,7))) .

Now we consider the situation when there are no uncovered zeros in column v, row j
is covered, the zero in position (j,v) is starred, the zero in position (j, (x,r’)) is primed
and the zeros in positions (7, (z,r" + 1)), -, (J, (:E, l[m])) have no labels. By the lemma
conditions, we know that eventually the zero in position (7, (a:, l [x])) becomes starred.
In the iterations that follow iteration 7, the only way to get a 0* in row j in a position
other than (j,v) is to start with some 0’ in the uncovered part of the current matrix,
and to find a path (as described in Step 4) that starts with the chosen 0’ and finishes
with the two positions (j,v) and (j, (x,r’))), that contain a 0* and a 0, respectively.
However, as a result of the corresponding redistributions of stars, a 0* will appear in
position (7, (z,7"))).

We have proved that once column (x,7") gets a 0%, it will always contain a 0* in all
subsequent iterations. Hence, our assumption that for some x, there exists a column

(x,r") that does not contain a 0*, where r’ < 11 is false; thereby proving Lemma
7.1. m

Lemma 7.2. Under the conditions of Lemma 7.1, while processing all uncovered zeros,
the values I1#) for each x, 1 < x < k, either remain the same or exactly one of them

wncreases by 1 for every zero considered.

Proof: Among all uncovered zeros, in Step 3 choose zero Z that appears in the earliest
column, and prime it. If the row containing the primed zero contains a 0*, then we
cover that row and uncover the column, so that Z does not become a 0* yet. Notice

that as a result of this transformation, all zeros contained in the same row with Z
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are covered, including those found in Step 5, and they will not be considered in this
iteration of the algorithm. Thus, the values [ [l for each z, 1 < x <k, remain the same

for all remaining zeros in this row.

If Z does not have any 0* in its row (see Step 4), a path is formed which is an
alternating sequence of the primed and starred zeros that starts with the primed zero
Z ends with another 0. In such a situation, all 0*’s in the path are unstarred and each
0" is converted to a 0*. Since the number of primed zeros in the path is always one
greater than the number of starred zeros, it follows that once the swap is performed
we have exactly one extra 0* that will replace the last 0’ in the path. This includes
a situation which happens when for zero Z neither its row, nor its column contains a
0%, so that the path simply consists of Z alone and Z itself becomes a 0*. Thus, a new
0* will appear in the column that has not had a starred zero earlier, while all other
columns will maintain the number of contained 0*’s. Suppose that the new 0* appears
in position (x,r) for some group z, 1 < x <k, and r > 1. If r = 1, then the old value
I[7l = 0 grows by 1. Otherwise, we know from Lemma 7.1 that in a particular group
x, all 0*’s appear in consecutive columns (z,1),..., (a:, lm). Since column (zx,r) is the

next to the column (3:, [ [m]), the value I[*! for group = grows by 1.

Whenever a new 0* is added to the matrix, the columns containing the 0*’s are
covered and the remaining uncovered zeros are processed one by one in the same

manner. O

Now consider the sub-problem 1 pjg][-m] (r)-det, M P (k — 1)’ Chnax of Problem 1, in
which jobs from the set N are scheduled with £k — 1,1 < £k < K + 1, MPs. Due to

condition ‘K-domi’, without loss of generality it can be said that each of the k groups

in an optimal schedule S*(k) is not empty. Let I/*! denote the number of positions used
in a group z, 1 < x < k, so that Zij el — .

Next, find a schedule S (k) that is optimal for an instance of problem
1 pjg[.m] (r)-det, M P (k — 1)‘ Chax With a set of jobs N C N. Let in schedule S(k)

J
the number of filled positions in a group z, 1 < z < k, be denoted by Y. Lemmas 7.1

and 7.2 immediately imply that [l < 1) for each z, 1 < 2 < k.

For a set of jobs N, consider problem 1 pjg][-x} (r)-det, MP (k — 1)| Cruax with k

groups and another problem 1 pjg][.x] (r)-det, M P (k)| Cipax with k + 1 groups. Let
S*(k) and S*(k + 1) be the corresponding optimal schedules. Suppose that N C N is
the subset of jobs that are assigned to the first k groups in schedule S*(k + 1). Then,
as observed above, none of these groups uses more positions in S*(k + 1) than it does

in S*(k). Given the fact, Zx:’f [*] = n, this implies the following statement.

r=
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Theorem  7.2. Let S*(k) be an  optimal  schedule  for  problem

1 p]-gjﬁm] (r)-det, MP (k —1)| Cpax- In order to find schedule S*(k + 1) that is

optimal for problem 1 ‘pjg][-x} (r) -det, M P (k:)‘ Cax, 1t is sufficient to use the n posi-
tions used in schedule S*(k) together with n — (k+ 1) + 1 new positions that appear
when the (k + 1)-th group is introduced.

Notice that it suffices to consider only n — (k + 1) + 1 positions in the (k + 1)-th
group, as due to condition ‘K-domi’ it can be ensured that each of the k earlier groups
will have at least 1 job scheduled in them. The algorithm below starts with finding
the best schedule with one group, and having found the best schedule with k& groups
finds the best schedule with k + 1 groups by solving an assignment problem with O(n)
columns and n rows. The columns to be used while solving the problem with £ + 1
groups are the n columns for which an assignment was found in the previous iteration

and n — (k+ 1)+ 1 =n — k new columns corresponding to the new group k + 1.

Algorithm BestLAP

Step 1. Find an optimal schedule S(1) with no maintenance periods, in which all jobs
are placed in group 1. This is done by solving the n x n assignment problem of
the form (2.2) with

Cjr :ij/Vj[l](T) :pjgj['l](r)v JeEN, 1<r<n.

Compute P(S*(1)) as the optimal value of the objective function in this assign-
ment problem. Determine schedule S*(1) in which job j is processed in the r-th
position of group 1 if and only if z;, = 1. Define Cpax (S* (1)) = P(S*(1)). Define
I(1):=0,1"=nk:=1and ¥ := K + 1.

Step 2. With the current value of k do

(a) Update TI'(k + 1) = I[(k) + %, Define I+t := n — k. Com-
pute all values of the matrix C by (4.5) and (7.7) for columns
(L,1), - (L,1M) oo (K, 1), (K, 1) and (k+1,1),---, (k4 1,1F1).
Run Algorithm RecLAP to solve the resulting n x (2n — k) rectangu-
lar assignment problem of the form (7.5) with the current values of II7],
1<z<k+1

(b) Compute P(S*(k+1)) as the optimal value of the objective function in that
assignment problem and Ciay (S* (K4 1)) = P*(S(k+ 1)) + 'k +1). If
P(S*(k+1)) = P(S*(k)) then define k' := k and break the loop by moving
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to Step 3; otherwise, determine schedule S*(k+1) in which job j is processed
in the r-th position of group z, 1 <z < k+ 1, if and only if 2;,,) = 1. For
each group z, 1 < x < k + 1, determine the last filled position [ (=],

(c) Update k:=k+ 1. If £ < K + 1, repeat Step 2; otherwise go to Step 3.

Step 3. Find the value £*, 1 < k* < k/, such that

Crax(S(k*)) = min {Crax (S (k)) |1 < k <K'}

The condition P(S*(k + 1)) = P(S*(k)) is similar to the loop breaking condition
applied in Algorithm NSmall2 in Section 6.6. This implies that the addition of the
(k + 1)-th group does not provide any positions better than those in schedule S* (k).
Thus, the makespan cannot be reduced by running more MPs after the k’-th group
is opened. This implies that no further values of k£ should be examined and the best
schedule should be found from the set {S (k) |1 < k < k’'}. If the loop is not broken
throughout the run of Algorithm BestLAP, the default value of &’ is set to K + 1. Thus,

at most K + 1 iterations on the value of k is needed and the following statement holds.

Theorem  7.3. Algorithm  BestLAP  solves an instance of problem
1 pjg[-m] () -det, MP| Cax defined by Problems 1 and 2 in O(n®*K) time.

J

Proof: The correctness of Algorithm BestLAP is justified by Theorem 7.2. To esti-
mate the running time, notice that in Step 1 an n X n assignment problem is solved
in O(n?) time. For each value of k in Step 2, we solve a rectangular assignment prob-
lem which has n rows and 2n — k = O (n) columns, of which n columns, namely
(L,1),---, (1, l[”) N (7 § TR (k:, Z[k}) are brought forward from the previous it-
eration and the remaining n — k columns correspond to the new group k + 1. Algo-
rithm RecLAP will require O (n?®) time for each k, 1 < k < K, so that the overall
running time of Algorithm BestLAP is O(n*K). O

Notice that when Algorithm BestLLAP is applied to solve a version of Problem 1 with
group-independent positional factors, i.e., gj[-x] (r) = g; (r), then Algorithm BestLAP
essentially behaves as the algorithm provided by Zhao and Tang (2010), who use the
group balancing principle to solve the special case 1 |p,;r%-det, M P [0]| Cpax and provide
an O(n®*K) algorithm, where K = n — 1; see Section 3.3.1 for details.

Let us now consider Problem 2 and see how Algorithm BestLAP can be adapted
to solve it. Recall that the computed positional weights for the sub-problem

1 pjg]m (r)-det, MP (k — 1)| Cax are given by (7.8). Suppose that for some value
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of k, 1 < k < K + 1, we have found an optimal schedule S*(k) for prob-

lem 1 pjg[.m] (r)-det, M P (k—l)’CmaX, so that in each group z, 1 < z < Kk,
the number of consecutively used positions is [[*!, where Zizll[‘”] = n. While

making a transition to solving the assignment problem associated with problem
1 pjg[.”] (r)-det, M P (l{:)‘ Chax With k + 1 groups, notice that the deterioration factors

J
used in problem 1 ) D; gt (r)-det, M P (k — 1)‘ Ciax for groups from 1 up to k£ —1 remain

the same, while the factors previously used in group k will now be used in group k& + 1.
Additionally, for group k the previously used factors will be multiplied by (1 + oe[k]).
By Theorem 7.2, this means that in an optimal schedule S*(k+1) at most /") positions
will be used in each group z, 1 < x < k — 1, and at most [*! positions will be used in
group k+1; i.e., at most n positions in total can be used in these groups. Additionally,
up to n — k positions can be used in group k. This implies that we can adapt Algo-
rithm BestLAP for solving Problem 2, so that the problem can be solved in O(n3K)

time.

A special case of Problem 2 has been considered by Yang and Yang (2010a), with
a polynomial group-independent deterioration effect given by g;(r) = r%, a; > 0,
1 <r <mn,j € N, and identical start time dependent MPs, i.e., ol* = q, ﬁ[m] =0,
1 <x < K + 1. They reduce the problem to a series of square assignment problems
and propose an algorithm that requires O(n®) time for K = n — 1. For a schedule S (k)
with k, 1 < k < K + 1, groups, recall that the positional weights are given by (7.8).
For a case in which ol = o, 81 = 8,1 < 2 < K +1, notice that the first k — 1 groups
have identical positional factors for each job ;7 € N. Due to the indistinguishability of
the first £ — 1 groups, the authors prove a group-balance principle which allows them
to predict the number of jobs in each of the first £ — 1 groups, for an optimal schedule.
For the k-th group, which is differently structured, they try all possible values of the
number of jobs in that group. This leads to a trial of at most n instances. For each
instance, the values n/*!, 1 < z < k, are known so that 25:1 nl*l = n. As a result, for
a known k, 1 < k < n, the problem reduces to solving up to n assignment problems
with an n x n cost matrix. This leads to an overall running time of O(n®) for the entire
problem. Our solution approach based on Algorithm BestLAP on the other hand,

solves a more general problem in O (n®K) time, where K =n — 1.

Now consider a version of problem 1 ‘ D; g][.x] (r)-det, M P‘ Cmax 1in which the condi-
tions ‘K-domi’ and (6.11) do not hold simultaneously. In principle, Algorithm BestLAP
can still be used to obtain a solution for Decisions 1 and 4, but to make Decisions 2
and 3, a full enumeration of options might be required. As a result, the overall running

time to solve problem 1 (p; gjm (r)-det, M P‘ Chax turns out to be no smaller than that
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obtained by using Solution Approach PosiJDGD presented in Section 7.3. In our paper
Rustogi and Strusevich (2012a), we have used Algorithm BestLAP to solve a version
of problem 1 ‘pjg][-w} (r) -det,MP) Chnax, in which ‘K-domi’ holds, but (6.11) doesn’t.
Additionally, we have assumed that for each k, 1 < k < K + 1, Decisions 2 and 3 are

fixed. As a result, an optimal solution is obtained in O (n®*K) time, where K =n — 1.

Below we provide a numerical example that illustrates the working of Algo-
rithm BestLAP for Problem 1.

Example 7.1. Consider a version of probleml ‘ p;g™ (r)-det, M P| Cmax as defined in
Problem 1, with five jobs. The decision-maker has a choice of K = 4 MPs, whose

durations are given as

Bl — g g2 —3 gl _35 g g

As a result, the jobs can be split in up to five groups. Table 7.3 presents the actual
processing times of jobs from the set N = {1,2,3,4,5}, with each row containing the

values pgx}(r) = pjgjo] (r) for a job j when placed in position r of group x. Notice that

for each job the values of pgx] (r) do not decrease within each group, and do not decrease
for each position r as the number x of a group grows. This is consistent with (7.2) and
(7.6). Besides, a group z, 1 < x < K + 1, has only n — z + 1 positions associated with

it, as it is known that each of the z — 1 earlier groups will have at least 1 job scheduled

in them.
Group 1 Group 2
Jlr ) p @ p ) pr @ p ) p () p2) p(3) ()
1 5 6 7 8 9 6 6 8 9
2 10 12 13 15 16 11 12 14 15
3 1 1 2 2 3 1 2 3 4
4 3 5 7 8 9 4 5 7 9
5 7 7 7 8 8 7 7 8 8
Group 3 Group 4 Group 5
ile () 0@ )[R s s
1 6 7 8 7 8 7
2 12 13 14 12 14 13
3 2 2 3 3 4 4
4 4 6 8 5 7 5
5 7 7 8 8 8 8

Table 7.3: Actual processing times for Example 7.1
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Table 7.4 shows the details of the run of Algorithm BestLAP for the above instance.

The run starts with k£ = 1, i.e., we solve the 5 x 5 assignment problem. The optimal
solution determines a schedule S*(1) with no MPs, in which the jobs are assigned to the
positions marked by the boxes. Since all positions of Group 1 are used in this schedule,
the list of possible positions in the next iteration & = 2 includes all five positions of
Group 1 and all four positions of Group 2. We solve the corresponding rectangular
assignment problem, and the numbers marked with boxes determine a schedule S*(2)
in which the jobs 2,3 and 5 occupy the first three positions of Group 1, respectively,
while the jobs 4 and 1 are respectively assigned to the first two positions of Group 2,
after the MP of duration 3. The positions that are not used are crossed out; they will
never be used in subsequent iterations. In the next iteration k& = 3 we use the positions
associated with schedule S*(2) and three positions of the new Group 3. The method
stops here, since none of the positions of Group 3 is filled, i.e., P(S*(3)) = P(5*(2))
as in the loop-breaking rule. Schedules S*(1) and S*(2) are the two candidates for a

global optimal solution, and we choose S*(2) with the smaller makespan.

7.5 Conclusion

In this chapter, we solve several problems with job-dependent positional deterioration
and maintenance activities. Before this study, only a handful of results existed which
combined a study of positional deterioration with maintenance activities. The only
two papers we are aware of, which address this problem with job-dependent positional
effects are due to Zhao and Tang (2010) and Yang and Yang (2010a). We further ex-
tend the models considered by them by introducing group-dependent effects along with
distinct MPs, and provide two novel solution approaches that solve the problem of min-
imising the makespan. The developed algorithms are based on solving a series of rectan-
gular assignment problems and either match or improve upon the running times of exist-
ing algorithms, used for solving less general problems. By nature, the two solution ap-

[]

proaches that solve different versions of problem 1 |p;g; (r)-det, M P‘ Chax are similar

to the ones that solve the corresponding versions of problem 1 | Dj gm (r)-det, M P ‘ Chax,
discussed in Chapter 6.

Notice that unlike the problem |p;g (r)-det, M P [0]| Cinax, With job-independent
group-independent positional effects considered in Section 6.7, we are not able to estab-
lish any sort of a convexity that allows us to explore only [log, (K + 1)] values of k, for
problem 1|p;g; (r)-det, M P [0]| Crax with job-dependent group-independent positional

effects. Repeated numerical experiments suggest that it is possible that the sequence
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k=111 (1,2) (1,3) (1,4) (1,5
1 5 6 8 9
2 12 13 15 16
3 1 1 2 3
4 3 7 8 9
5 7 7 7 8

P(S()):7+10+2+5+8—32
max (5" (1)) = P(5*(1)) = 32

k=211 (1,2) (13) &4 5 (21) (22) 33) 24
1 5 6 7 8 9 6 [6] 8 9
2 12 13 15 16 11 12 14 15
3 1 2 2 3 1 2 3 4
4 3 5 7 8 9 5 7 9
5 7 7 8 8 7 7 8 8
( “(2)=6+10+1+4+7=28

max (57(2)) = P(57(2)) + g1 = 28 +-3 = 31

=311 (1,2) (1,3) (21) (22) 31) (3.2) (3.3
1 5 6 7 6 [6] 6 7 8
2 12 13 11 12 12 13 14
3 1 2 1 2 2 2 3
4 3 5 7 5 4 6 8
5 7 7 7 7 7 7 8

64+10+1+4+7=28
3)=P(5*(3)) + M + ¥ =28 + 343 =34

/\
/\
w

* ~—
~—

I

Table 7.4: Run of Algorithm BestLAP for Example 7.1
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Chax (S* (k)), 1 < k < K + 1, is indeed convex for the latter problem. However, at
present we are not able to provide a mathematical proof of this fact. If the sequence
Chax (5" (k)), 1 < k < K+1, is proved to be convex, we will be able to solve the prob-
lem |p;g; (r)-det, M P [0]] Cax in O (n®log K') time, instead of the current running time
of O (n3K) by Algorithm BestLAP.

Table 7.5 summarises all the problems considered in this chapter along with the

running times needed to solve them.

Constant Duration MPs | Start-time dependent MPs

Identical Distinct Identical Distinct
Group-indep | O (n*K) | O (n*K) O (’K) | O (n*K2F)
Group-dep | O (n*K) | O (n®K2%) | O (n*K?) | O (n*K?*2%)

Table 7.5:  Computational complexities of different versions of problem
1 pjg[x] (r)-det, M P| Cax.

J
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CHAPTER 8

Single Machine Scheduling under
Time-Dependent Effects and
Rate-Modifying Activities

In this chapter, we discuss single machine scheduling problems with time-dependent
effects and rate-modifying activities. Similar to previous chapters, our main focus
will be to explore models with deterioration effects and maintenance activities. We
adapt the solution approaches provided in Chapter 6 to solve different versions of this

problem.

The results of this chapter are published in our recent paper Rustogi and Strusevich
(2013c). The presentation of content in the paper is very similar to the content provided

in this chapter.

8.1 Overview of the Problems

As described in Section 3.2.2, there are many models that have been studied in the
past, which describe a time-dependent effect. Among them, a popular time-dependent
model of the form (3.15), is a linear function of the start-time of a job, so that the

actual processing time of a job j € N starting at a time 7 > 0 is given by
p;(T) = p; +ar,

where a is a job-independent constant, which is strictly positive for the deterioration
environment and strictly negative for the learning environment. Cheng, Ding and
Lin (2004) mention in their influential survey that the above model is a very realistic

setting, particularly in the case of scheduling problems with deteriorating machine,
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when all processing times are increased by a common factor caused by the machine.

In this chapter, we mainly concentrate on time-dependent models of the above form
and use it to study deterioration effects, so that a > 0. Similar to previous chapters, our
prime focus will be to combine such deterioration effects with maintenance activities,

so that the processing times can be prevented from becoming unacceptably large.

In the past, although many papers have considered the problem of time-dependent
deterioration with a maintenance period, most of them however, only see the MP
as a fixed non-availability period, which does not necessarily improve the machine
conditions. Only a handful of studies have considered problems in which an MP is
actually used to restore the machine to its original state, so that the effects of time-
dependent deterioration are negated. These include the papers by Lodree and Geiger
(2010) and Yang (2012). Lodree and Geiger (2010) consider a problem with time-
dependent deterioration, in which the actual processing time of a job j € N starting
at a time 7 > 0 is given by p;(7) = a;7. They solve the problem of minimising the
makespan, provided that a single MP is included in the schedule. Yang (2012) considers
the problem in which a time-dependent effect given by (3.15), is combined with a
positional polynomial learning effect, so that the actual processing time of a job j € N
starting at a time 7 > 0 and scheduled in position r is given by p,(7,7) = (p; + a7) r?,
a < 0,1 < r < n. The author solves the problems of minimising the makespan
and the total flow time with up to K MPs in the schedule. The required running
time for each problem is O (nK Hlog n) . This fairly high running time is attributed
to the consideration of combined effects of time-dependent deterioration and position-
dependent learning. No comment has been made on what happens if a pure time-

dependent deterioration model is considered with maintenance activities.

In this chapter, we solve the problem of minimising the makespan for a pure time-
dependent deterioration effect given by (3.15), and explore the effect of including differ-
ent kinds of maintenance activities in the schedule. As outlined in Chapter 4, consider
a general situation, in which the decision-maker is presented with a total of K > 0
possible rate-modifying activities, which can be either distinct or alike. We further
generalise the model (3.15) by allowing each MP to restore the machine to a different
state, so that the deterioration rate in every group is different. Let us assume that
an MP with an index y creates a group which has a deterioration rate of a1 > 0,
1 <y < K. Thus, in a schedule S (k) with & groups, depending on which k — 1,
1 <k < K+1, MPs are chosen and the order in which they are performed, the actual
processing time of a job j € N, starting at time 7 of the xz-th group is be given by

p(r)=pj+dir, 7>0, 1<a <k, (8.1)
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where it is assumed that the timer is reset after every MP. The deterioration rate al
corresponds to the group which is created before the first MP, and the other dete-
rioration rates are renumbered in order of their occurrence in the schedule. Notice
that these ‘group-dependent’ deterioration rates are analogous to the group-dependent

positional factors of Chapter 6.

The problem of minimising the makespan under the general settings defined by
(8.1) and (4.1) can be denoted by 1 ’pj + a[””]T,MP| Chax- An optimal solution to
problem 1 | pj + al®lr M P} Cmax must deliver optimal choices for each of the Decisions
1-4 defined in Chapter 4. In what follows, we consider various versions of problem
1 } pj + alflr, M P‘ Cmax and provide polynomial time algorithms to solve them. Similar
to Chapter 6, we differentiate between different versions based on three criteria: (i)
deterioration rates are group-dependent or group-independent, (i) MPs are identical
or distinct, and (iii) duration of the MPs are constant or start-time dependent. All
versions of problem 1 ‘ pj + alflr, MP ! Cmax reduce to a special case of the linear as-
signment problem with a product matrix and can be solved using the idea presented

in Lemma 2.1.

8.2 Computing Positional Weights

To solve problem 1 ! pj + alflr, M P| Cmax, We first assume that Decisions 1-3 are taken
in advance, so that we know that a total of £ — 1 MPs have been included in the
schedule. As a result the jobs are split into k£, 1 < k < K + 1, groups. Renumber the
indices of duration parameters of the MPs, in order of their occurrence in the schedule,
so that the duration of the MP scheduled after the z-th group is given by (6.4). Denote
the resulting problem as 1 |pj +allr, MP (k — 1)‘ Cnax-

To solve problem 1 | pj +a®lr MP (k- 1)’ Chmax consider a schedule S (k) with a
permutation of jobs 7 = (71'[1], . ,W[k}). Assume that each group contains a total of
nl”l jobs, so that 71l = (7ol (1), #l1(2), ... 7l (nle)) |1 <2 <k, where S nkl =
n. We now derive an expression for the total time it takes to process all jobs in a group

r, 1<z <k

Let us denote the total duration of the first r jobs in a group = by F{, .. It follows
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from (8.1) that

Fun = paeg)

Fo2 = Fay+ (pﬂm(z) + CZMF(;EJ)) = (a[x] +1) Drlal(1) T Prlel(2)

Flog) = Faa)+ (Prng + 0" Fag) = (@ +1) (@ + 1) priaq) + prieie) + paiiga)
= (0" 4+ 1) Py + (@ +1) Py + Patage

r

Farn = Z (a") + 1)T_up7r[ac](u), 1<r<all 1<z<k

u=1
Thus, the total time it takes to process all jobs in a group x can be given by

[z]
< nlel—p

Fx == F(%nm) Z (CLM + 1) pﬂ[z](r), 1 S T S k. (82)

The makespan of a schedule S (k) is given by
CmaX<S(k7)) = F1 +T1+F2+T2+ "'+Fk—1+Tk_1+Tk,

where T} is the duration of the MP scheduled after the z-th group. Substituting the

value of T, from (6.4) in the above equation we get

k—1 k-1
Cruax (S (k) =Y (1 +a)F, + F + )~ g¥
=1 =1

Now, substituting the value of F, from (8.2) we get

k—1 nl*l nlkl
Crnax ( ZZ 1+Oé 1 nltl= T _|_Z [k] 4 1 p ¥ +Z B[az]‘
=1 r=1
@@

Notice that the above objective function can be written as the generic function (4.6)
introduced in Chapter 6, with the positional weights
1+a[lf al*l 11 _r, 1<T<n[x},1<x<k—1,
I L MR EIE L E T CT S
(a +1) 1<r<nbl z=k,

and the constant term still given by (6.9).

Thus, problem 1 | pj +a®lr MP (k- 1)’ Cmax reduces to minimising a linear form
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S Z::]l Wil (7)Prlzi(y OVer a set of all permutations. If the number of jobs in each
group nl*, 1 < z < k, is known, an optimal solution can be obtained by running Al-
gorithm Match2. To obtain a solution to the original problem 1 | pj + al®lr, M P‘ Chax,
we solve all possible instances of problem 1 |p; + al*lr, M P (k — 1)! Chnax by modifying
the outcomes of Decisions 1-3 and choose the instance with the smallest value of the

objective function as our optimal solution.

Similar to Chapter 6, we shall consider eight different versions of problem
1 }pj +al®lr, M P‘ Cmax- For each version, the computed positional weights are found
by making an appropriate substitution in (8.4). Recall that (8.4) is computed for the
most general version, in which the deterioration rates are group-dependent, MPs are
distinct and their duration depends on the start-time. Notice that unlike the posi-
tional weights (6.8) found in Chapter 6, the ones defined by (8.4) are non-increasing
within each group. Additionally, their value is dependent on the number of jobs nl®
in a group. Owing to these differences the solution approaches provided in Chapter 6

cannot be used to obtain a solution for problem 1 | pj + al®lr, M P‘ Clax-

In the following three sections, we present three new solution approaches, which
handle different versions of problem 1 | pj + al#lr, M P} Chax. Each of these solution ap-
proaches are similar in philosophy to the corresponding solution approaches in Chap-
ter 6. They only differ in the execution of the idea. Table 8.1 lists out all the versions

under consideration and mentions the section that deals with them.

Constant Duration MPs | Start-time dependent MPs
Identical Distinct Identical Distinct

Group-indep | Section 8.5 | Section 8.5 | Section 8.4 | Section 8.3

Group-dep Section 8.4 | Section 8.3 | Section 8.3 | Section 8.3

Table 8.1: Different versions of problem 1 ! p; + allr, M P| Clnax

8.3 Solution Approach TimeJIGD

In this section, we describe a solution approach, which can solve all versions of prob-
lem 1 }p]— +a¥r, MP ‘ Cmax without prior knowledge of the number of jobs nl® in
each group. The only pre-requisite condition is that the computed positional weights

Wil (r),1<r< n[‘”], should be non-increasing in every group z, 1 < x < k.

Let us begin our consideration with the most general version of problem

1}pj+a[z]T,M P‘Cmax, such as the one discussed in Section 8.2. Assume
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that Decisions 1-3 are taken in advance and denote the resulting problem as
1 } p; + alr, MP (k- 1)| Cmax- This problem can be solved by minimising the generic
objective function (4.6) with positional weights given by (8.4) and the constant term
given by (6.9). Below we outline a solution approach based on Theorem 6.1 that

minimises (4.6).

First, set the value nl?l = n, 1 < z < k, and compute all positional weights %] (r),
1<r<n,1<az<k, by (84). Notice that these positional weights represent a set of
all possible values of W () and are given by

Ut (1+ am)"*l Ul (14 am)"*l . UM (14 a[k])”*l
Ul (1+ am)H Ul (1+ a[m)"—? . UR (14 a[k])"—ﬁ
: , : ) o .. : ) : (8.5)
Ul (14 oY) U (14+a2)* .. UW (14 o)
Ul (14 V) U2 (144a2) ... UM (14 M)
U U2 e [/ [¥]
where for convenience we denote U := (1 +am) , 1 <2< k-1, and Ukl .= 1.

Each column in the above matrix represents all possible positional weights that can
be associated with a particular group, the first element of column x representing a
weight associated with the first position of group x, while the last element of column
x, representing a weight associated with the last, i.e., the n- th position of group x,

1 < z < k. The running time required to compute the matrix can be estimated as
O (nk).

According to Theorem 6.1, an optimal schedule can be found by choosing the n
smallest of these values and assigning the largest jobs to the positions corresponding
to the smallest positional weights. Notice that this approach is similar to Solution
Approach PosiJIGD presented in Chapter 6. The main difference lies in the fact that
because of the non-increasing order of the positional weights in each group, the n
smallest values are found in consecutive positions at the bottom of the matrix (8.5).
The smallest positional weight of a group is associated with the last position of that
group, irrespective of the number of jobs in that group. Also notice that starting from
the last element of a group and moving upwards, the value of the positional weights

remain the same if even if nl*! #£ n.

The problem of finding the corresponding schedule is structurally similar to that of
scheduling jobs on parallel machines to minimise the total flow time and can be solved
by a method similar to that described by Conway, Maxwell and Miller (1967), and its
implementation given by Brucker (2007). According to the method, the groups are
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filled in the reversed order, from the last position to the first one. Scan the jobs in the
LPT order. To assign the first job, compare the k& multipliers U, 1 < 2 < k, and
assign the job in the last position of the group associated with the smallest multiplier.
The process continues, and for the current job the smallest of the k available multipliers
determines the group and the position within the group where the job is assigned. This
approach does not require any advance knowledge of the number of jobs n!* in a group,

even though the value of the positional weights are dependent on them.

A formal description of the algorithm is given below. Notice that the algorithm
is very similar to Algorithm NSmall in Chapter 6, but uses the opposite direction of

filling the groups.

Algorithm NSmallRev

INPUT: An instance of problem 1 }pj +alflr, MP (k- 1)! Clnax With positional weights
Whkl(r), 1 <r < nll defined by (8.4)

OUTPUT: An optimal schedule S* (k) defined by the processing sequences 7*!, 1 <
r <k

Step 1. If required, renumber the jobs in the LPT order. For each group x, 1 < z < k,
define an empty processing sequence 7!l := (@) and the weight Wl = U],

Step 2. For each job j from 1 to n do

(a) Find the smallest index v with W = min {Wl|1 <i <k} .

(b) Assign job j to group v and place it in front of the current permutation 7%,
i.e., define 71" := (j, 7l"). Define W := WPl (1 + al’l).

Step 3. With the found permutation 7* = (7!, 7z, ... 7¥)  compute the optimal
value of the objective function Cyay (S* (k)) by substituting appropriate values
in (4.6).

Step 2a of Algorithm NSmallRev requires O (k) comparisons, while Step 2b is com-
pleted in constant time. Thus, in all Step 2, requires O (nk) time and Step 3 requires

O (n) time. The following statement holds.

Theorem  8.1. Algorithm  NSmallRev  solves an instance of problem
1|p; 4+ allr, MP (k —1)| Cruax in O (nk) time, provided that the LPT order of

the jobs is known.
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Notice that in an optimal solution for an instance of problem
1 }p]- +alflr, MP (k- 1)| Ciuax it is possible that out of the k groups, certain
groups are not assigned any jobs at all, i.e., nl*! = 0. Such a situation can occur if
an MP is not efficient in restoring the machine to a better state, and as a result the
group that follows generates positional weights with big values. Such an instance can
never result in an optimal schedule for the general problem 1 } pj + alflr, M P‘ Chax, as
we are unnecessarily spending time to perform an inefficient MP. This instance, if any,
will be automatically eliminated from consideration if we try different combinations of
Decision 1-3 to define problem 1 }p]— +allr, MP (k — 1)| Crnax-

To determine the optimal solution for the general problem 1 | pj + al®lr, M P‘ Chax,
all options associated with Decisions 1-3 must be enumerated and the so-
lutions of the resulting sub-problems 1‘pjg][-$] (r)-det, M P (k—l)‘C’mX be com-
pared. The best of these solutions is chosen as the optimal solution for prob-
lem 1 ‘ pj + alflr, MP | Cmax. The same procedure holds for all other less general ver-
sions of problem 1 }pj +a®lr, MP ‘ Cmax- Table 8.2 states the number of times Al-
gorithm NSmallRev must be run in order to solve different versions of problem

1 }pj + allr, MP‘ Clnax-

Constant Duration MPs Start-time dependent MPs

Identical Distinct Identical Distinct
Group-indep | Section 8.5 | Section 8.5 | Section 8.4 2{;11 (k[_( 1)
. K+1 K+1 K+1
Group-dep | Section 8.4 k:+1 (kffl) k:’Ll 1 k:+1 (151) (k—1)

Table 8.2: Number of times to run Algorithm NSmallRev to solve different versions of
problem 1 ‘pj + al*lr, MP‘ Cmax-

Notice that although Algorithm NSmallRev is able to solve all eight versions of
problem 1 ‘pj + al*lr, M P ‘ Cmax, for some cases it is possible to make Decisions 1-3
on the fly by using another solution approach, which enables the optimal solution
to be found in faster time. For such cases, a reference to the relevant section has
been made in Table 8.2. For all other cases, the number of instances of problem
1 }pj +al®lr, MP (k — 1)| Cmax can be computed similarly to the computation of the

values of Table 6.2, which was done for case of positional deterioration in Chapter 6.

Since Algorithm NSmallRev requires O (nk) time to run for a given k, 1 < k <
K + 1, the respective running times that are needed to solve different versions of prob-
lem 1 ‘ pj + al®r, M P‘ Cmax can again be computed similarly to Section 6.5. For prob-
lem 1 ‘ pj + al#lr, M P‘ Cmax With group-dependent deterioration rates and distinct MPs

with start-time dependent durations, an optimal solution can be found in O (nK 29K )
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time. For the problem with group-independent deterioration rates and distinct MPs
with constant durations, i.e., al® = a, ol = 0,1 < 2 < K + 1, an optimal so-
lution can be found in O (nK 2K ) time. The same running time is needed for the
problem with group-dependent deterioration rates and identical MPs with start-time
dependent durations, ie., ol = o, g% =8, 1 <2 < K + 1. Lastly, for problem
1 }pj +a®r, MP ‘ Chax Wwith group-dependent deterioration rates and identical MPs
with constant durations, i.e., al*) = 0, ﬁm =0,1 <z < K+ 1, an optimal solution

can be found in O (nK?) time.

8.4 Solution Approach TimeJIKdomi

In this section, we consider versions of problem 1 |pj +a®lr, MP ‘ Chax in which De-
cisions 1-4 can be made on the fly, without having to enumerate all possible options.

We list out two versions for which this is possible:

Problem 1: Problem 1 |pj + a[“’]r, M P} Cmax Wwith group-dependent deterioration
rates and distinct MPs with constant durations, i.e., ol =0, 1 < 2 < K + 1,

subject to the condition that the deterioration rates can be ordered such that
atl < gl <o < gl (8.6)

and (6.11) hold simultaneously. This version is a generalisation of one of the cases
found in Table 8.2, in which group-dependent deterioration rates are considered
along with identical MPs of constant duration, i.e., o/l =0, g =3, 1 <z <
K+1. To see why (8.6) holds for the latter problem, follow the argument presented
in Section 6.6, i.e., if identical MPs are performed in a schedule, the deterioration

rate of the machine cannot become lower as more groups are created.

Problem 2 Problem 1 | pj + a®r MP | Cmax with group-independent deterioration
rates, i.e., al¥ =a, 1 <2 < K + 1, and distinct MPs with start-time dependent
durations, subject to the condition that the duration parameters of the MPs can
be ordered such that (6.12) and (6.11) hold simultaneously. This version is a
generalisation of one of the cases found in Table 8.2, in which group-independent
positional rates are considered along with identical MPs of start-time dependent
duration, i.e., ol =, M =8, 1<z < K +1.

In order to solve both versions of problem 1 pjgj[-z] (r)-det, M P ’ Chmax described

above, the optimal choice for Decisions 2 and 3 can be made easily. If Decision 1
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is assumed to be taken, so that k—1,1 < k < K +1, MPs are included in the schedule,
then for both problems, the MPs with the indices 1,2, ...,k — 1 are chosen and sched-
uled in the same order. This is the optimal choice for Problem 1 as the MPs with the
indices 1,2, ...,k — 1 have the smallest durations and create groups that contain the
smallest deterioration rates, owing to (8.6) and (6.11) holding simultaneously. This is
the optimal choice for Problem 2 as all MPs create identical groups and the ones with
a smaller index have smaller values of the duration parameters, owing to (6.12) and
(6.11) holding simultaneously. Notice that the order of the MPs is inconsequential in

both cases.

With Decisions 1-3 having been made (with an assumed value of k), denote the
resulting problem as 1 | pj +a®lr MP (k- 1)‘ Cmax- This problem can be solved by
minimising the generic objective function of the form (4.6). For Problem 1, obtain the
required positional weights W7l (r) by substituting al*) = 0, 1 < <k, in (8.4) so that

=] .
)'fb

W) = (1+ ol C1<r<all 1<a <k, (8.7)

and for Problem 2, substitute al?l = a, 1 <x <k, so that

1+a(14+a)™" 1<r<npll 1<z<k-1

1+a)™" 1<r<nl 2=k

Set the value nl*! = n, 1 < z < k, and k = K+1, and compute all positional weights
Wlkl(r), 1 <r <n,1 <2< K+ 1, for both problems by using the formulae above.
Notice that the computed positional weights represent a set of all possible values of
Wl (r) across all possible groups. Further, notice that because of (8.6), the positional
weights associated with Problem 1 are ordered such that for each k, 1 < k < K + 1,
we have

W) <wWH(r) < <WH(@r), 1<r <,

and because of (6.12), the positional weights for Problem 2 are ordered such that for
each k£, 1 <k < K + 1, we have

W) <wle) <wll) <. < W), 1<r <.

Notice that both Problems 1 and 2 satisfy the conditions of ‘K-domi’ as laid out
in Definition 6.1. For instances of problem 1 !pj + allr M P | Chax that satisfy (6.11)
and ‘K-domi’, it is possible to compute the optimal values of nl*), 1 < z < k, and

Decisions 1-4 on the fly. Recall that for a fixed value of Decision 1, the optimal values

138



CHAPTER 8. TIME-DEPENDENT EFFECTS

for Decisions 2 and 3 are already known. Thus, to solve problem 1 |p; + al®lr, M P{ Clnax

we only need to worry about finding the optimal values for Decisions 1 and 4.

Recall from Section 6.6 that under such conditions the relevant problem is solvable
by Algorithm NSmall2, which finds an optimal schedule by computing the optimal
values of nl*l, 1 < 2 < k, and Decisions 1 and 4 on the fly. Indeed, we can use a
version of Algorithm NSmall2 to obtain an optimal solution for Problems 1 and 2 of

this section as well.

Similar to the Solution Approach PosiJIKdomi provided in Section 6.6, create a list
H(v),1 <wv < K+1, which is defined differently for Problems 1 and 2. For Problem 1,
H (v) contains the positional weights Wl (r), v < r < n, for nl*l = n, so that by (8.7)

we have
n—uv

(14 ab)

(1 + a[v})n—(”LH—l)

H (v) := (1—{_:&[”})2 , 1<v< K+1.

(1+ b))
1

For Problem 2, notice that the values of the positional weights given by (8.8) change
dynamically as the value of k is changed. Thus, we define H (v) so that this effect is

incorporated; define

(14+a)"" U= (1 4+av)"™"
(1+a)"? U111+ a)”_(”H)
H(1):= : ,H(v) = ‘ L 2<v< K41,
(1+a) U= (1 4 a)
1 -l

where U1 = (1 + a[”_”) , 2< v < K + 1. Notice that for both problems, list H (v)
has at most n—v+1,1 < v < K+1, elements sorted in a non-increasing order. Similar
to the argument in Section 6.6, it suffices to consider only n — v 4 1 positions in a list
H (v), as due to condition ‘K-domi’ it can be ensured that each of the v — 1 earlier

groups will have at least 1 job scheduled in them.

With the found lists H (v), 1 < v < K + 1, run Algorithm NSmall2 with a minor
alteration made in Step 4. In Step 4 of Algorithm NSmall2, instead of using Algo-

rithm NSmall to obtain an optimal processing sequence 7* = (w[”, . ,F[k*]), use

139



CHAPTER 8. TIME-DEPENDENT EFFECTS

Algorithm NSmallRev. This is necessary, as the computed positional weights for Prob-
lems 1 and 2 are non-increasing, and hence, it must be ensured that the groups are filled
in a reversed order. Notice that Steps 1-3 of Algorithm NSmall2 are unaffected by the
ordering of the positional weights in their respective groups. The following statement
holds. It follows from Theorem 6.3 that an instance of problem 1 ‘ p; + alflr, M P! Crax
defined by Problems 1 and 2 can be solved in O (nK) time, provided that the LPT

order of the jobs is known.

8.5 Solution Approach TimeJIGI

In this section, we deal with problems in which the computed positional weights are
group-independent, i.e., of the form Wl (r) = W (r), 1 < 2 < k, and additionally,
they are ordered in a way such that W (1) > W (2) > --- > W (n). Such a situation
arises for versions of problem 1 ‘ pj +al®lr M P| Cmax, in which the deterioration rates
are group-independent, i.e., al®) = a, 1 < 2 < K +1. The MPs are of constant duration
and can be either distinct or identical. The problem with identical MPs is a special
case of the problem with distinct MPs and does not result in better running times.

Thus, we only consider the latter problem. Formally, we denote the described problem

by 1|p; + at, M P [0]| Cax-

Notice that for problem 1|p; + ar, M P [0]| Cnax, the optimal choice for Deci-
sions 2 and 3 can be made easily. Assume that an optimal solution to problem
1|pj; + at, M P [0]| Chax includes k—1 MPs in the schedule, so that the jobs are divided
into k, 1 <k < K +1, groups. Since it is known that the MPs create identical groups,
it follows that the order in which they are performed is not important. Further, it is
obvious that in order to choose kK —1 MPs out of the available K, the ones with smaller
durations are given priority. To ensure that the smallest £ — 1 MPs are chosen in an
optimal schedule, we renumber the K available MPs in a way that (6.11) holds and
select the ones with indices 1,2, ...,k — 1. Lastly, we fix their order as per their index

numbers.

With Decisions 1-3 having been made (with an assumed value of k), the resulting
problem 1 ‘ pj + a®r, MP[0] (k- 1)} Cmax can be solved by minimising the generic ob-
jective function (4.6). Obtain the required positional weights W=l(r) by substituting
al = a, ol =0,1 <2 <k, in (8.4) so that we have

140



CHAPTER 8. TIME-DEPENDENT EFFECTS

To solve an instance of problem 1 |p; + all7, M P [0] (k — 1)| Ciax, below we outline
a solution approach which is again based on Theorem 6.1 and is similar to the one given

in Section 6.7.

First, set the value nl¥ = n, 1 < z < k, and from the resulting set of positional

weights
(1+a)"" 1+a)""! (1+a)""
(14+a)"? Q+a)"? -+ (1+a)"?
1+a)?® (1+a)® - (1+a?® |’
(1+a) (14+a) -+ (1+4a)
1 1 1

choose the n smallest of them. Obviously, the n smallest weights are found in consec-
utive positions at the bottom of the matrix. The smallest k positional weights are due
to the last positions of each of the k groups. The next smallest k positional weights are
due to the second last positions of each of the k groups, and so on. Next, scan the jobs
in LPT order and assign the first k£ jobs to the first positions in each of the k groups,
then the next k£ jobs going to the second positions in each of the k groups, and so on,

until all jobs have been sequenced.

This is similar to the treatment of problem 1|p;g (r)-det, M P [0] (k — 1)| Crax
considered in Section 6.7, the only difference being that for problem
1|p; + al¥lr, MP[0] (k — 1)}Cmax, the groups need to be filled in a reversed or-
der, as the smallest positional weights are found at the end of a group. Still, the
optimal values for the number of jobs in each group can be given by (6.16). With
known values of W (r), 1 <r< nl* and n*!, 1 < z < k, an optimal makespan
Chnax (S* (k)) for problem 1 |p; + a®lr, M P [0] (k — 1)| Cinax can be found in O (n) time
by running Algorithm Match2.

To determine the optimal solution for problem 1 }pj +a®r, MP [0]’ Cmax, all op-
tions associated with Decisions 1-3 must be enumerated. Decisions 2 and 3 have already
been chosen optimally, thus, we only need to determine the optimal value of the number
of MPs. We can do this by solving problem 1 |p; + a7, M P [0] (k — 1)| Cipax for all
values of k, 1 < k < K + 1, and choosing the instance that delivers the smallest value
of Crax(S* (k)). Thus, problem 1 |p;g (r)-det, M P [0]| Cinax can be solved in O (nk)
time. However, we prove that the sequence Cpax(S*(k)), 1 < k < K + 1, is in fact
V-shaped and thus, in order to search for the smallest value of Cp.x(S*(k)), we only
need to evaluate [log, (K + 1)] options of k, 1 < k < K + 1.

Lemma 8.1. For problem 1|p; + a7, MP[0] (k — 1)| Cinax, if the jobs be numbered
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in the LPT order (2.7), then the makespan of the optimal schedule can be written as

Conas (5" () = P(S" (K)) + T(k) = épjh (13])+ gﬁm. (5.9)

where we denote h(r) = (1+a)"", 1<r <n.

The proof of Lemma 8.1 is similar to that of Lemma 6.1.

Theorem 8.2. For problem 1 |p; + allr, M P [0]| Crnax, the sequence Ciax (S*(k)) =
P(S* (k) +T(k), 1 <k < K+1<mn, given by (8.9), is V -shaped.

Proof: The proof of Theorem 8.2 is similar to that of Theorem 6.5. Since h (r) =
(1+ a)ril , 1 <r < mn, is a non-decreasing function, it follows from Theorem 5.2 that
the sequence P(S* (k)), 1 < k < n, is convex. The convexity of the sequence I'(k),
1 < k < n, is proved in Section 6.7 provided that (6.11) holds. Thus, the sequence
Chax (S*(k)) = P(S* (k) + T'(k), 1 <k < K+ 1 < mn, is convex as the sum of two

convex sequences, and is also V-shaped as Lemma 5.1 holds. O

Theorem 6.5 allows us to find the optimal number of groups £*, 1 < k < K + 1,
by binary search; see Algorithm BinarySearch presented in Section 6.7. All together,
Algorithm BinarySearch explores at most [log, (K + 1)] values of k, so that the optimal
solution for problem 1 |p;g (r)-det, M P [0]| Cinax can be found in O(nlog K) time.

8.6 Conclusion

In this chapter, we solve several problems with time-dependent deterioration effects and
maintenance activities. We are not aware of any other papers that study the problem
of minimising the makespan, for a model in which a time-dependent effect of the form
(3.15) is combined with multiple MPs. Moreover, in line with the rest of the thesis, we
even consider enhanced models in which the deterioration rates can be group-dependent
and the MPs can have different durations. We propose three solution approaches that
solve different versions of problem 1 ‘ pj + allr, M P’ Chax- These solution approaches
directly follow from the corresponding solution approaches presented in Chapter 6,
which were used for solving different versions of problem 1 ‘ pig® (r), MP | Cmax- No-
tice that even though the underlying effect in both problems is very different, similar
algorithmic ideas can be used to solve them. In the next chapter, we explore models
that combine both of these effects and see if the same methodology can be extended

to solve a very general problem with changing processing times.
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Table 8.3 summarises all the problems considered in this chapter along with the

running times needed to solve them.

Constant Duration MPs | Start-time dependent MPs
Identical Distinct | Identical Distinct
Group-indep | O (nlog K) | O (nlogK) | O (nK) | O (nK2F)
Group-dep | O (nK) O (nK2%) | O (nK?) | O (nK?*2%)
Table 8.3: Computational complexities of different versions of

1 }pj + al*lr, MP‘ Clnax.-
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CHAPTER 9

Combined Effects and Rate-Modiftying

Activities

In this chapter, we study models which combine many of the effects that we have

discussed so far, namely:

e Positional and time-dependent effects;
e Learning and deterioration effects;
e Rate-modifying activities.

We develop a very general model and solve the problems of minimising the makespan
and the total flow time by reducing them to a linear assignment problem with a product
matrix. The results of this chapter are published in our recent paper Rustogi and
Strusevich (2013b). The presentation of content in the paper is very similar to the

content provided in this chapter.

9.1 Overview of the Problems

Recall that in Section 3.2.2, we have reviewed models in which a time-dependent effect
of the form (3.15) is combined with a positional effect, so that the actual processing
time of a job j € N sequenced in position r and starting at time 7 > 0 of a schedule
is given by

pi(T,r) = (p; + a7) g(r). (9.1)

Notice that most of the earlier papers on such combined models have emphasised
on a clear distinction between the models with learning and deterioration. For exam-
ple, Wang (2006) and Yang and Kuo (2009), consider a model with time-dependent
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deterioration (a > 0) and positional learning (g(r) = r°,b < 0), while Yang (2010)
considers a model with time-dependent learning (a < 0) and positional deterioration
(g(r) =71° b>0).

In Chapter 6, we discuss that in the case of a positional effect, it is possible to
study a model with both deterioration and learning effects, if we redefine our positional
factors as g (1) := ga (1) g; (1), 1 < r < n, where g4 (r) represents a deterioration factor
so that g4(1) < ¢a(2) < --- < g4(n) holds, and g, () represents a learning factor
so that ¢g; (1) > ¢, (2) > --- > g/ (n) holds. As a result, the positional factors g (r),
1 < r < n, are non-monotone with respect to . Example 4.1 illustrates such an effect.
Similarly, in the case of a time-dependent effect of the form 3.15, we can combine
learning and deterioration effects by simply redefining the rate a := d + [, where d > 0
is a deterioration rate and [ < 0 is a learning rate. As a result, the resulting rate a can

be of an arbitrary sign.

In this chapter, we mainly concentrate on a combined model of the form (9.1),
in which there are no assumptions made on the monotone behaviour of the positional
factors and on the sign of the rate a that defines a time-dependent effect. Such a model
covers all known models with job-independent effects and allows handling simultaneous
learning and deterioration effects of both types (time-dependent and positional). In
all the problems that we consider, we assume that the jobs of set N = {1,2,...,n}
have to be processed on a single machine. The jobs are available for processing at time
zero and are independent, i.e., there are no precedence constraints and any processing
sequence is feasible. At time zero, the machine is assumed to be in a perfect processing
state, and its conditions change with the course of processing, both with respect to

time and position.

Below we demonstrate that if no rate-modifying activities are included in a schedule
then under the conditions defined above, the problems of minimising the makespan and
the total flow time can be solved by Algorithm Matchl described in Chapter 4. Sup-
pose that the jobs are processed according to a sequence m = (7w (1) ,7(2),...,m(n)).
Extending the arguments by Wang (2006) and Yang and Kuo (2009), it is easy to prove
that the problems of minimising the makespan and the total flow time can be reduced

to minimising (4.3), with I' = 0 and positional weights

n

W(r)=g(r) [T @ +ag@@)), 1<r<n,

i=r+1
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and

, 1 <r<mn,

W(r) =g(r) [Z IT (1 +ag()

u=r 1=r+1

respectively. Thus, both problems reduce to minimising a linear form ", W(r)px)
over a set of all permutations and are solvable in O(nlogn) time each. This reduction
holds, irrespective of the sign of a and the shape of the function g(r), i.e. the sequence
g(r), 1 < r < n, can be made up of arbitrary positional factors, even non-monotone.
In the case of a net learning effect, where a < 0, care should be taken to guarantee

that the actual processing times do not become negative.

In the following sections, we further extend this general model by combining it with

rate-modifying activities.

9.2 Models with Rate Modifying Activities

Similar to earlier chapters, consider a general situation in which the decision-maker
is presented with a total of K > 0 possible rate-modifying activities, which can be
either distinct or alike. For each RMP, it is exactly known how it affects the processing
conditions of the machine, should the decision-maker decide to include it into a sched-
ule. Recall that an RMP can either be seen as maintenance period, which is aimed at
restoring the machine conditions to a better state so that the processing times become
smaller, or on the other hand, it can be seen as an activity in which a machine/operator
is replaced, so that all learning advantages are lost and the actual processing times of
jobs become larger. Another form of RMP which is studied by Ji and Cheng (2010),
can be of the form in which the learning rate of the machine is further enhanced after
the RMP.

So far in this thesis, we have made a clear distinction between different kinds of
RMPs and have only considered problems in which an RMP is treated as a maintenance
period and is used in models with a deterioration effect only. In this chapter, however,
we do not impose any restrictions on the RMPs. They can have any arbitrary effect on
the machine conditions. An illustration of a schedule with different types of RMPs is
provided in Example 4.1, in which we combine learning and deterioration effects for a
pure positional model. In the same example, we also consider a situation in which the
positional factors gi”! (r) are found to be dependent on the number of jobs in previous
groups. In this chapter, we extend such a model by combining it with a time-dependent
effect. As a result in our main model, the actual processing time of a job is seen as

affected by the following factors:
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the group a job is assigned to;

the position of the job within its group;

the number of jobs scheduled in each of the previous groups;

the time elapsed before processing the job within its group;

the time elapsed in each of the previous groups.

Additionally, the duration Dgpsp of an RMP with an index y, 1 <y < K, is given
by
Drup = (a[y]T + ¢[y]> ¥ (), (9.2)

where

e 7 is the time since the last RMP was performed;
e o/l and ¥ > 0 are given constants known for each RMP, 1 <y < K;

e the factor fI¥/ () represents a positional factor which makes the duration of the
RMP dependent on the number of jobs 1 scheduled since the last RMP was

performed.

The conceived model allows us to handle a wide range of practical problems, which
have not been studied in the scheduling literature so far. Notice that the above defined
model to determine the duration of an RMP is a further generalisation of the definition
of Dgyp given in (4.1), as it additionally allows a positional factor, so that the duration
is dependent on the start-time of the RMP and also on the position of the RMP in the
processing sequence. The latter is in line with positionally dependent setup times for
models that arise in group technology scheduling; see Lee and Wu (2009). As a result,
according to the revised model the later an RMP is scheduled, both with respect to
time and position, the longer/shorter it takes to complete it, depending on the sign of

o and the nature of the function f¥.

Formally, consider a schedule S (k) with £ — 1, 1 < k < K + 1, RMPs and a
permutation of jobs given by m = (7T[1], . ,’/T[k}). Assume that each group contains
a total of nl® jobs, so that 7[* = (ﬂm (1), 7l (2),..., 7l (n[m])) , 1 < x <k, where
25:1 nl®l = n. Depending on which RMPs are chosen and the order in which they

are performed, the actual processing time of a job j = 7"l (r), scheduled in position r,
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1 <r <l of the z-th group, 1 < z < k, is given by

p&m] (r) = (p,r[z](r) +d"Rm+dM R4+ d” F ag;w}F(w_l)) g (r),

(9.3)
1<r<nl 1<z<Ek,

where F, denotes the total processing time of all jobs scheduled in a group v, while
Fl5 ) represents the total duration of the first r jobs in a group z, and for completeness
we have the condition Fy = F(, 0 = 0. The terms gl*! (r) represent positive group-
dependent job-independent positional factors, which do not have to be monotone within
a particular group. The terms a[f], a[;], ...,a are real numbers and represent the

group-dependent rates associated with time-dependent effects. Notice that some of the

rates a[lx], a[;], ey al? may be negative, which corresponds to a learning effect. Without
going into technical details, in what follows we assume that the rates a[f], a[;], .. ad

are such that the processing times remain positive. See, e.g., Yang (2010) where the
required conditions are explicitly written out for a less general combined effect.

For a job scheduled in position 7 of group z, the rates ai”, al", ... al” |, determine

how the length of previous groups affects the job’s processing time, whereas al” deter-
mines how the processing time of the job is affected by the time elapsed between the
opening of the 2-th group and the start time of the job in position r, 1 < r < nl*l. The
superscript [z]| associated with these rates stresses that the rates are group-dependent,
and can assume different values and signs depending on the group z, 1 < x < k, a job is
scheduled in. For example, to determine the actual processing time of a job scheduled

in the third group, the required rates are a[13}7 a[23] and agg], whereas if a job is placed in

the fourth group, the required rates are a[fq, a[24], a?] and aL4].

Notice that it is always assumed that during an RMP the system undergoes neither
learning nor deterioration. Thus, the actual processing times of the jobs given by (9.3)
is independent of the duration of the RMPs.

Further, since the number of jobs, n*!| in each group and the total duration of each
group, F,, is known, it follows from (9.2) that the duration of an RMP after the z-th,
1 <x < k-1, group can be given by

T,=dF+ B+ a4+ 89 1<a<k—1, (9.4)

where the values oz[f}, oz[;], e ,a:[rz}, determine how the length of previous groups affect

the duration of the RMP scheduled after the z-th group, and Bl > 0 is a constant,
1 < 2 < k—1. The values a[f], a[;”], ..., can be seen as being analogous to the rates

a[lx}, a[f}, e ,afll, defined in (9.3). They allow us to incorporate RMPs of a different
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nature in a schedule. Consider an instance in which a machine undergoes deterioration
and learning simultaneously. Two RMPs are to be included in the processing sequence,
the first being used as a training period for the operator, while the second being an
MP which repairs the machine. As a result three groups are created, with the number
of jobs in each being known as nl¥, nl?, and n®!, and the duration of each group being
known as F, Fy, and F3. Thus, according to (9.2) the duration of the first RMP will be
given by Dgyp (1) = [am Fy + qﬁm] S (nlY) | while the duration of the second RMP

will be given by Dgp (2) = [am (Fy + F») + w@]} f2 (nY + nl?) | The latter relation
holds as the machine is undergoing continuous deterioration during the first two groups,
and thus, the time till the first MP is performed is equal to F; + Fj. As a result, in
terms of the formula (9.4), for the first RMP we have ol = o/t £ (nl) , and g =
Yl pll (n") , while for the second RMP we have ol = o = o2 f12 (M +nl?) | and
B = 2 rl2 (n 4+ n) . Notice that the values o ol ol can assume any

sign as long as it is ensured that the duration of the RMPs is positive.

Extending the standard three-field notation, we denote the problems of minimising
the makespan and the total flow time for scheduling models that satisfy the above
conditions by 1|Combi, RM P| Cyax and 1|Combi, RM P| > C;, respectively. Here, in
the middle field we write “Combi” to stress that the processing times are subject to a
combined effect (9.3), and we write “RM P” to indicate that rate modifying activities
are being applied in accordance with (9.4). This is the first study in which combined
models of such a general kind are being studied. An optimal solution to problem
1|Combi, RM P| F must deliver optimal choices for each of the Decisions 1-4 defined
in Chapter 4, for F' € {Chax, y_ C}.

Complicated as it looks, the model essentially incorporates and generalises almost
every job-independent effect known in scheduling with changing processing times. It
is flexible enough to serve as a model of many plausible scenarios that may be found
in practice, e.g., in the area manufacturing or shop floor production planning. Below

we give an illustration of a possible application.

Example 9.1. A human operator uses a tool to process n jobs. During the processing
of the jobs, two RMPs will be included in the schedule. It is known that the first RMP
is actually a maintenance period which restores the machine to its original condition.
However, the deterioration rate of the machine becomes greater after the maintenance
period, since the original spare parts are not used. This RMP also provides the operator
with sufficient rest, so that after the first RMP the operator is as fresh as he/she was at
the beginning of the schedule. The duration of this RMP is dependent on its start-time,
i.e., it follows (9.4) for z = 1, with oz[lu = o and M = B'. The second RMP takes a
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Group Parameter Value
1 all d +d,+1,
gt (r) (d, + 1) rdutle 1 < pr < pll
2 a[f] I,
ay’ d, +d, + 1.,
g (r) (g + 1) () )" e 1 < < 0l
3 a[lg] o
a[23] ar + 1
ay’ do, + diy + 11,
g[3} (r) (@ + 1)n[2]+r71 ngﬁl;;, 1<r<nBl

Table 9.1: Parameters for Example 9.1
constant time 3", i.e., oz[f} = oz[;] = 0 and S = 8", but does not repair the machine at
all. Instead, a new operator is brought in. Below, we distinguish between the learning
and deterioration parameters for the machine and those for the operator by using the

subscript “m” for the machine and “w” for the operator (worker), respectively.

In a feasible schedule the jobs will be split into £ = 3 groups. The machine suffers
from a linear time-dependent deterioration effect, the deterioration rate being equal to
d! > 0 before the first RMP (the first group), and equal to d, > d. > 0 after the first
RMP (for the second and the third groups). Additionally, the machine is also affected
by a positional exponential deterioration effect of the form (d/, +1)" " before the first
RMP and of the form (d”, +1)""" after that RMP. The operators are also subject to
time-dependent effects; the deterioration and learning rates for Operator 1 are d, > 0
and [/ < 0, respectively, and those for Operator 2 are d/, > 0 and I/ < 0, respectively.
It is known that in addition to the skills gained while processing the jobs, Operator 2
also passively learns with a rate [/ < 0, while he observes Operator 1 process the
jobs in groups 1 and 2. Lastly, the performance of the workers is also affected by a
polynomial positional effect and is quantified by r°, where the appropriate value of §
is one of d!,, I!,, di and [/, depending on the scenario. There is no positional effect

w? Cw)

associated with the passive learning effect of Operator 2.

For the described example, the parameters of our model (9.3) can be set as shown
in Table 9.1.

Notice that our model allows us to assume (unlike, e.g., Yang (2010)), that during
an RMP, if the operator is not replaced, he/she does not lose his/her skills which were
improved due to learning in the earlier groups of the schedule. Similarly, if during an

RMP a machine is not fully repaired, our model is capable of handling the resulting
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situation in which the deterioration effect from the group before the RMP must be
carried forward to the next group. The same phenomenon is also observed in the
passive learning effect of Operator 2, in which the skills gained during groups 1 and
2 must be carried forward to group 3. These time-dependent effects can be captured
by the group-dependent parameters aLx], 1 <v<z-1,1< 2 < k. Thus, to model
the situation in the given example, we define a[f} :={!, (implying that Operator 1 has
gained an experience of F time units before starting group 2), a[l?’] := [ (implying that
Operator 2 has gained a passive learning experience of Fj time units before starting
group 3) and af = d! + 1 (implying that the machine has deteriorated for F, time
units and Operator 2 has gained a passive learning experience of F5 time units before
starting group 3). These positional effects are simply captured by adjusting the relative

position of a job in the relevant group, as illustrated in Example 4.1.

As demonstrated in the above example, with appropriate use of the parameters,
a, o, 1< v <@ ghl(r), 1 <7 < nll and gV, for each @, 1 < 2 < &, our
model as defined in (9.3), together with (9.4), can be used to represent a wide variety

of practical situations.

9.3 Computing Positional Weights

To solve problem 1 |Combi, RM P| F, we first assume that Decisions 1-3 are taken in
advance, so that we know that a total of kK —1 MPs have been included in the schedule.
As a result the jobs are split into k£, 1 < k < K + 1, groups. Define the parameters
a[lz],a[;}, a® 1 <2<k and a[lw},a[;], ol Bl 1 < 4 <k — 1, and denote the
resulting problem as 1 |Combi, RM P (k — 1)| F.

To solve problem 1 |Combi, RM P (k — 1)| F' consider a schedule S (k) with a permu-

A ,W[k]). Assume that each group contains a total of nl*!

tation of jobs m = (wl!), 7!
jobs, so that 7 = (a7 (1), 7l (2) ... 7l (nl))) | 1 < & < k, where Y2F_, nl*) = n,
We now derive an expression for the total time it takes to process all jobs in a group

r, 1 <z <k

Notice that throughout this chapter we assume that an empty product is equal to

one, while an empty sum is equal to zero, i.e., HT () =1and Z::j (-) =0, forj >r.
i=j

Lemma 9.1. Given a group z, 1 < x < k, and job j = 7 (r) sequenced in the r-th
position, 1 < r < nl¥l. of the group, the completion time Fizry of the job with respect

151



CHAPTER 9. COMBINED EFFECTS

to the start time of the group is given by

T

F(z,r) = Z (A[:C] +p7r[x](u)> B[m] (u7 T) ) (95)

u=1

where Al =Y Yl R, and

T

B (u,r) :== g1 (u) H (1+ al®lgle! (1), 1<u<r. (9.6)

i=u+1

Proof: We prove this lemma by induction. For job j = 7l (r), the value Fly .y for

r =1 is given in accordance with (9.3) by

) = <p7r[z]( y+a R+ a4 a B ) g1 (1)
= (p e)(1) 1 AZ]) [=] (1) = (pﬂ.[;v](l) + A‘T]) Bl (1,1),

which corresponds to the right-hand side of (9.5).
Assume that for r, 1 < r < nl*l, the equality

Far—1y =Y (A" +p ) B (u,r = 1), (9.7)

1

<
[y

U

holds. We know that
F(a:,r) = F(x,r—l) +pgx] (T) .

Substituting (9.3) we get

F(x,r) - F(x,rfl) + (pﬂ'[:c] + Ax] +a x]F( )) =] ( )
= (1+dg" (1) Faro1y + (prigy + A7) g (7).

Substituting the value of Fi,,_1) from (9.7), we obtain

—_

Fan = (1 + a[f]gm (r)) (A[x] + pﬁm(u)) B! (u,r — 1)+ (A[m] +p,r[z](T)) gl (r).

u=1

It can be easily verified that <1+a£f]gm (7")) B (u,r —1) = BFl(u,r) and
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g (r) = B (r,r), so that we obtain

r—1

F(xﬂf) = Z (A[x] —l—pﬂ[z](u)) B[x] (u, T) + (A[w] + pﬁ[z]m) B[x] (T, 7”)

u=1

= Z (A[I] + pﬂ[”](u)) B[x] (U, T) )
u=1

which proves the lemma. O

Due to Lemma 9.1, the total processing time of a group z, 1 < = < k, can be

written as
nlz]
F, = F<x nlel) = Z (A[Jf] _|_p7r[x](r)) Bl (r, n[x])
r=1
nl#] z—1 nl#]
=D (Z afm) B (r.n) + Y patein B (r,nl)
r=1 v=1 r=1
z—1 nl*] nlel
= Y (> BE () ) o+ prterry B (r,nl)
v=1 r=1 r=1
For convenience, denote
nlz]
Dkl = Zpﬁ[x](r)B[m] (T,n[w]) , 1<z <k, (9.8)
r=1
and .
be} = aLx] ZBM (7“, nm) ,1<v<e—-1, 1<z <k (9.9)
r=1

Then F, can be rewritten as
Fo=bR + 1+ 0 Py + DI (9.10)

Lemma 9.2. The total processing time of a group x, 1 < x < k, is given by

F, =Y EW"pW, (9.11)

v=1

153



CHAPTER 9. COMBINED EFFECTS

where B =1 and forv <z —1

r—v

ploel Z Z bngﬂvalz}bLgs} . bL’LZJJJ—]17 (9.12)

w=1 V=00 <01 < <Vpw=%T

where in (9.12) for each w, 1 < w < x — v, the second summation is taken over all

increasing sequences of w + 1 distinct integers (vg, vy, . .., Uy) with vg = v and v, = .

Proof: Please notice the zigzag pattern of the subscripts and superscripts in the
right-hand side of (9.12), as outlined below.

[01] [02] e [vw-1] [0u]
/ N\ / N\ S S N\ /

Vo U1 () Ce Vw—1

The proof of the lemma is by induction. For z = 1, it follows from (9.10) that
Fy, = DM, On the other hand, for z = 1, (9.11) reduces to [} = EMUDI | and since
EMY = 1 by definition, we also obtain F; = DI,

Assume now that the lemma holds for all groups 1, 2,...,z — 1, and prove that it

holds for group = < k. Starting with (9.10), we write

—_

F, =Y bF, 4+ Dl
1

S
Il

and use the induction assumption to substitute (9.11) into the above expression to

obtain

z—1 v
F, = Z bl Z Ellpll 4 plel
v=1 y=1

z—1 z—1
- Z Z be]E[wy}D[v} + Dl
v=1 y=v
z—1 z—1
— Z (bz[)x]E[vﬁv} + Z b[yr}E[v,y]> Dl 4 plal.
v=1 y=v+1

Further, using the induction assumption, replace E*“ by 1 and substitute
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EW¥l 4y <y, in accordance with (9.12). We deduce

[y

r—

rz—1 y—v
F, = plel 4 Z b[yfr} <Z Z bL’L;)l]nglQ]bT[;;S] o bﬁ;u_h)) Dl 4 plel

y=v+1 w=1 V=0 <1 <+ <Vyp =Y

8 <
|
—_ =
7
—
bi
<

M
B
M
M

Z bggl] vaf] bg}’;] . bq[}zw}lbéwl) Dl 4 plel

y=v+1 w=1 =09 <V1 < <Vpw=Y

= bkﬂ + Z Z Z bL?]bg‘f]bE‘;3] - b%ﬂﬁﬁﬂ]) pll 4 plal,

V=<V < <VUypw=Y

8 <
|
P
8
|
—_
b
<

<
Il
—
<
Il
<
+
—
g
Il
—_

Observe that for a fixed w the equality

r—1
>, Yo begeloped bl = > Do bbb bl
y=v+1 V=00 <V1 <+ <Uyp=Y v=0p<V1 < <vy<z—1

holds, where the summation in the right-hand side is taken over all increasing sequences

of w + 1 distinct integers (vg, vy, ..., vy,) with vg = v and v, <z — 1.

Notice that fory =v+1 and fory =2 —1 we havethat w =1and w =2 —v — 1,

respectively, i.e., 1 <w <z — v — 1. This means that

r—1 r—v—1
F, = Z <b5«”} 4 Z Z bz[};ﬂbgiz]bggs} . bLTZﬂ_]lbLﬁ) D] + Dl=l

v=1 w=1 V=09 <V1 < <vyp<z—1

Replacing w with w — 1, rewrite

r—1 r—v
F, = o+ > > plrrlplvalplyal . .. plw—slplel ) pll 4 ple,
v=1 w=2 V=09<V1 < <Uy—1JT—1

It can be easily verified that

1

bl =2 ) bl ple bl 1 <o < -1,
w=1 V=00 <V <+ <V —1 <V =2
so that F,,1 < x < k, can be rewritten as

z—1 r—v
F, = Z (Z Z bg:)l] bgiz] b%;:a] - bL?ww:;} va;! 1) Dl 4 plal

v=1 w=1 V=09 <V <+ <Vpy—1 <V =T

z—1 T
- Z Elad pll 4 plea plel — Z EWP# pll

v=1 v=1
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which proves the lemma. O

The expressions in Lemma 9.2 look heavy; below we illustrate them for small values
of x, e.g., v < 4. Recall that for x = 1, we have F; = DW. For z = 2, the formula
(9.10) gives Fy = b3 Fy, + D = DI 4 DI which complies with (9.11) for 2 = 2,
since £ = b and E2? = 1. Similarly, for « = 3, the formula (9.10) reduces to

o= OF 4P R+ DB = pPpll 4l <b[12} Dl 4 Dm) 1 DB

= (o + o) D 4 4D 4 DB,

It can be easily verified that this complies with (9.11) for 2 = 3. For z = 4, using
(9.10) we obtain

Fy = 098+ R 4 by Fy + DU
= ppl 4 p (b[f]D[” + D[2}> + bl ((b[f’] + 2 b[;’}) D 1 plIpll 4 D[3]> + D

- (b[ﬁ + oIl Bl bgzlbg31bg41) Dl ¢ (b[;” + b[j’]bg“) D 1 ol pBsl 4 pHl,

On the other hand, using (9.11) we obtain

F, = g4 pli + E24 pl2 + EBA pBl + B4 pll

= (i Z 51[};1][,&1}12] e bvvw_]l> pi

w=1 1=vp<v1 <<y =4

2
n (Z 3 ploalpleal . plow] ) Dl

w=1 2= <v1 <+ <vyp=4

1
n (Z 3 ol .. b%ﬂl> DBl 4 pll

w=1 3=vp<v1 <<V =4

— ( Z bggﬂ_'_ Z bL?]bL?]‘i‘ Z b’E}UOl]bLUIZ]bI[ZS}) D[1]+

1=vg<v1=4 1=vo<vi<va=4 1=vp<v1<v2<vz=4
( Z bE};” + Z bL?]vaf]> DE L ( Z bgz)ﬂ) DBl pHl
2=vg<vi=4 2=vg<vi<va=4 3=vo<vi=4

(01" + o165+ o%ef! -+ oPe0l) D4 (0 + 00}") DRI 4 DI - D,

Notice that the number of terms contained in the expression
> s con e b BE0EE bl involved in the right-hand side of (9.12)
is ("”;7:1) Thus, to determine all values of El** 1 <v <z —1, 2 <z <k, the total
number of products to be computed is 3k _, ST S () =2k — |k — 1.

w=1
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Recall that the durations of the RMPs are given by (9.4). Including the time spent
on rate-modifying activities, the completion time C ),y of a job scheduled in position

r, 1 <r < nl*l of the z-th group, 1 < z < k, can be written as

Crwiy = Bi+Ti+bB+T+ -+ Fea+Toa+ Fay

r—1 r—1 rx—1
= S el Rt R Y
v=1 w=v v=1
For convenience, denote
z—1
goa—ll ::1+Za£)“’],1§v§x—l,1§m§k, (9.13)
and rewrite ) .
Crwl(p) = Zg[v,x—l]Fv + Flop + Zﬁ[v] (9.14)
v=1 v=1

Applying the results of Lemmas 9.1 and 9.2, the completion time can be written in

terms of the original problem parameters.

9.3.1 Minimising The Makespan

Let us now specifically consider problem 1|Combi, RM P(k — 1)| Ciyax. For a schedule
S (k) with k groups denote the makespan by Cpayx (S (k)). If schedule S (k) is associated
with a permutation 7 = (7!, 72, ... 78} then Cpnax (S (k)) is equal to C (nl#]) the
completion time of the last job in the last k-th group. From (9.14) we have

k—1

Cmax (S (k)) = C [k](n[k]) - Zg[Lkil]Fx + Fk + r (k) ,

r=1

where ' (k) = S_*_1 g1l Substituting (9.11) in the above expression we obtain

max Zé—[zk 1] <2vaD[v) +ZE[vk [v]—i-P(l{Z)

Rearranging the terms we get

k k—1
max Z <Zé—[vk lE[mv] +E[r k]) D[m] +F(l€>

r=1
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Substituting the value of Dl from (9.8) we further derive
k
Cmax (S(l{i)) _ Z (ngk I]E:va +Ewk]> pr B[I 7, n[x]) +F(k)
k nld
= D patai B (r,nl) (Zg”’“ 11E[“]+EW) + T (k).

x=1 r=1 vV=r

Notice, that the expression for the makespan Chax (S (k)) has reduced to the generic
objective function (4.6) defined in Chapter 6. The constant term I' (k) is still given by
(6.9) and the positional weights are defined by

k—1

Wil (r) = Bl ( nl! <Z (1 + Za[“’]> + B k]> cl<r<alfl1<az<k.
(9.15)

The expression for the positional weights, (9.15) can be written in terms of the
original parameters by use of (9.6), (9.9) and (9.12). Finding all values of Bl (r,nl*l),
1 <r<nll 1<z <k by (9.6) requires O (Zizl nm> = O(n) time. After that,
all values of i), 1 < v <2 —1,1 < x < k, can be found by (9.9) in O (k?) time.
As follows from Section 9.3, computing all values F"* 1 < v <2 —1,1 <z <k,
requires O (2’“) time. Finally, all n positional weights W (r), 1 <r <nll 1 <z <k,
will be computed in O (n) time, provided that all other quantities have been found.

Thus, the overall running time needed to compute the positional weights for problem
1|Combi, RMP(k — 1)| Crpax is T (W) = O (2n + k* + 2¥) = O (n), provided that k is
a given constant.

9.3.2 Minimising The Total Flow Time

Now we address problem 1|Combi, RMP(k —1)|> C,. For a schedule S (k) with k

groups associated with a permutation 7 = (7!, 71/ ... 78]} the total flow time can
be written as .
n T
>.Ci= Z > Crtary
z=1 r=1
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Substituting (9.5) into (9.14), we rewrite the expression for C ), as

r—1
Crtcl(ry = Zf[vw g + Z q4p el (u ) Bl (u,r) + ZBM
v=1

r z—1
= Z g lE, + AR Z B (u,r) + > paay B (u,r) + > 8
v=1 u=1 u=1 v=1

Substituting A = P Ll F,, into the above equation, we obtain

z—1 r T z—1
Cﬂ.[z](r) = Z <€[U7Z_l] + CLLI] Z B[x} (U, T>> Fv + Zp,r[z](u)B[z] (U, 7’) + Z B[U]
v=1 u=1 u=1 v=1

Thus, the total flow time of schedule S(k) can be written as

Yo = ZZ[E( v 1+aMZB )F+2pw[z1 B (u,r)| +T (k)

=1 r=1 u=1
k z—1 nlel nlzl oy
= nlElglve=tl 4 glal Z Z B (u,r) | F, + Z Zp B[x] (u,r)
z=1 [ v=1 r=1 u=1 r=1 u=1
+I' (k),
where T'(k) = ¥, Z:ﬂ ST 1AM Tt can be easily verified that the term

Z::]l >y Dalel (U)B["’”] (u,7) can be rewritten as Z:fl Prlel () ZZ[:IJT BFl(ru), 1<z <
k, so that we have

k z—1 nlel plzl nlel nlz]
LT 91 ol EETEERED 95 o EIU) IS oYttty o S0 Y C)
z=1 | v=1 r=1 u=r r=1 u=r
For convenience, substitute the value %=1 from (9.13) and denote
z—1 nlzl plel
Gl =l (1 + ZaLM) +al’> N B (ru), 1<v<a—1, 1<z <k, (9.16)
w=v r=1 u=r

so that we have

k z—1 nl@] nl=l
DG =YD GMIE 4D paagy Y B (ru) | +T (k).
r=1 v=1 r=1 u=r
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Substituting the value of F, from (9.11) into the above equation, we deduce

r—1

ZG[”’”CZE[“D[M]JFZ}J bl ZB rou) | + T (k)

v=1

E

2.C =

8
I
—_

nle] nlz]

—mfl r—1
SIS SN EARD PR SEEIIRENE
v=1 \w=v

1

k ) k v—1 nll nlzl
= Z > (ZG[W’”}EWJ]) xl+22pﬂz T)ZB[l rou) + T (k)

e

8
Il

=1 v=z+1 \w=z z=1 r=1
k nlel nlzl

- Z plel Z ZG““’]E“” _;_Zzpﬂ[z ZBM ryu) + I (k).
r=1 v=z+1 w=x r=1 r=1

Further, substituting the value of D! from (9.8) and rearranging terms, we obtain

nla]

k k v—1
S = S b B (n) | 3% Gl pleed
r=1

r=1 v=x+1 w=zx

+Zpﬂ ) ZB rou) | +T (k)
k  nlel
= DD Pey | B (r.nl) Z ZG[M [w]+ZB[z rou) | +T (k).

rx=1 r=1 v=z+1 w=x

Thus, the total flow time can be represented as a function of the form (4.6) with

the positional weights defined by

Wl (r) = BE (r, i) Z Zg[va[ocw1+ZB Jl<r<nplfl 1<az<k
v=x+1 w=x

(9.17)

and the constant term
nlel z—1

Z gl (9.18)

=1 r=1 v=1

The expression for the positional weights, (9.17) can be written in terms of the

original parameters by use of (9.6), (9.16), (9.12) and (9.9). All values B! (u,7), 1 <
nlel (nl2]
u <r <nkl 1 <2<k, can be computed by (9.6) in O (Zx L #) = 0(n?)

time. After that, all values of G, 1 <v <z —1,1 < z <k, can be found by (9.16)
in O (k?) time. As discussed in Section 9.3.1, computing all values E*# 1 <v <z —1,
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1 < x < k, requires O (2’“) time. Finally, all n positional weights Wl (), 1 < r <
nl* 1 < 2 < k, will be computed in O (n) time, provided that all other quantities have
been found. Thus, the overall running time needed to compute the positional weights
for problem 1 |Combi, RMP(k — 1)| Cax is T (W) = O (n+n? + k* + 2%) = O (n?),

provided that £ is a given constant.

9.4 The Solution Approach

The purpose of this section, is to consider problem 1|Combi, RM P|F where F €
{Crax, Y, C;} and design a solution approach for it. In order to solve problem
1|Combi, RM P| F, we must find the optimal values for Decisions 1-4. First, let us
concentrate on the relevant sub-problem 1|Combi, RM P (k — 1)| F' in which it is as-

sumed that Decisions 1-3 are taken in advance.

In the last section we demonstrate that even without making additional assumptions
regarding the sign of !, 1 < v <a 1< a <k orthe shape of g7l(r), 1 <
r < nl?l 1 < 2 < k, both problems of the form 1|Combi, RMP (k —1)| F reduce
to minimising a linear form S2%_ Zfi]l W (r)p ey over a set of all permutations.
However, notice that the computed positional weights Wl(r), 1 < r < nl*l given
by (9.15) and (9.17), are found to be non-monotonically ordered within each group =z,
1 < o < k. Additionally, the term nl*} appears in the formulae (9.15) and (9.17), and
thus, it is not possible to generate a set of all possible values of T (r), 1 <r <mn,
1 < z < k, without prior knowledge of the number of jobs, nl*), in each group. As a
result, Theorem 6.1 does not hold and none of the solution approaches presented in

the previous chapters can be applied.
Below we describe an algorithm which solves an instance of problem

1|Combi, RM P (k — 1)| F by guessing the values nl*!, 1 < 2 < k, in advance.

Algorithm Generate
INPUT: An instance of problem 1|Combi, RMP (k —1)| F

OUTPUT: An optimal schedule S* (k)

Step 1. If required, renumber the jobs in LPT order, i.e., in non-increasing order of

the values p;.

Step 2. Generate all possible instances in which n jobs are split into k& non-empty

groups, so that we have the values nl*, 1 < z < k, such that Z];=1 nl*l = n.
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Step 3. For each instance, compute the positional weights W= (r), 1 <r < nll 1 <
x <k, by (9.15) or (9.17).

Step 4. With the found values of W (r), 1 < r < nll 1 < 2 < k, run Algo-
rithm Match2 and select the instance that returns the smallest value of the func-
tion F' (k) as an optimal solution to problem 1|Combi, RM P (k — 1)| F.

Notice that in order to compute the optimal values of nl*!, 1 < 2 < k, Algo-
rithm Generate simply enumerates all possible options in which n jobs can be split
into k£ non-empty groups. It follows from Section 2.2.4, that the number of ways of
doing this is equal to % For each composition, Step 3 requires a running time of
T (W), which is already known for both problems. Step 4 requires O (nlogn) time; see
Chapter 6. Thus, the following statement holds.

Theorem 9.1. Algorithm  Generate solves an  instance of  problem
1|Combi, RMP (k—1)|F in O ((T (W) +nlogn) L) time, where T(W) de-

(k—1)!
notes the time needed to compute all positional weights WM(T), 1 < r < nlbl

1 <x <k, for a given composition of n.

To determine the optimal solution for the general problem 1 |Combi, RM P| F, all
options associated with Decisions 1-3 must be enumerated. For a known k, 1 < k <
K + 1, the number of ways to select & — 1 RMPs and fix their order is equal to the
number of (k — 1)-arrangements of K elements, i.e., the number of permutations of
k — 1 elements selected from K possibilities, which is equal to (kl_{ 1) (k —1)!. Trying all
possible values of k£, 1 < k < K+1, the total number of options can be approximated by

K+ (X)) (k —1). Since Algorithm Generate requires O ((T (W) +nlogn) %)
time for a given k, 1 < k < K + 1, the total running time required to solve problem
1 |Combi, RM P| F' can be approximated by

Kf (kf_fl>nk—1 (T (W) +nlogn) < (Kf (k[—(l)> (Ik{ink—l) (T (W) + nlogn)

k=1 k=1

Recall from Sections 9.3.1 and 9.3.2 that for the problems of minimising the
makespan and the total flow time, the required positional weights Wl (r) 1 < r < nl*l,
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1 <z <k, can be computed in T (W) = O (n) and T (W) = O (n?) time, respectively.
It follows that an optimal solution to problem 1|Combi, RM P|Cpax can be found
in O (n® (n+nlogn)) = O (n"*'logn) time, and an optimal solution to problem
1|Combi, RMP| Y C; can be found in O (n” (n® + nlogn)) = O (n**?) time.

Below we provide a numerical example, in which we solve the problems of minimis-
ing the makespan and the total flow time for the situation discussed in Example 1. We
present the solution for known outcomes of Decisions 1-3 and a given composition of

n.

Example 9.2: Eight jobs must be processed on a single machine. The normal process-

ing times of the jobs, after renumbering them in LPT order are:
p1=28 p2=7p3=06,ps=06 ps=4 ps=2 pr=1 ps=1
The number of jobs in each of the three groups is known in advance as

nll = 3, nl? = 2, nBl = 3.

The values of the parameters for the machine and the operators as defined in Ex-

ample 9.1 are also known and given by

d = 01, d" =015 d, =02, I = —0.15, d" = 0.15, I" = —0.1, " = —0.02,
o = 2, 5 =5 p"=6.

Using the formulae provided in Table 9.1, the functions for the positional factors

reduce to

gl () = (d, + 1) = (L) 1< <3,

0.2
r—1 Uw & r—1 r
g[2] (r) = (d;% +1) (n[l] 4 7") rdw — (1.15) m, 1<r <2
9[3] (T) _ (dlyln + 1)n[2]+r71 Td;’u+l;’u _ (1.15)7"-1-1 7,0.05, 1<r< 3,

and all required input parameters are computed as

g (1) = 1.00, gV (2) = 1.14, gV (3) =1.28; @l =0.15;
g2 (1) = 0.81, ¢ (2) = 1.04; a? = —0.15, ol = 0.20;
9B (1) =1.32, ¢¥1(2) = 1.57, ¢®¥(3) =1.85; o = —0.02, ol =0.13, ! = 0.20.
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Group 1 | B (1,1) = 1.00;

B (1,2) =117, Bl (2,2) =1.14;

B (1,3) =140, BWM(2,3)=1.36, BM(3,3) =128,
Group 2 | B (1,1) = 0.81;

BRI (1,2) =0.98, B2 (2,2) =1.04;
Group 3 | BPI(1,1) = 1.32;

BPI(1,2) = 1.74, BBl (2,2) = 1.57;

BBI(1,3) =238, BPFI(2,3) =216, BP(3,3)=1.85.

Table 9.2: Values of Bl*! (u,r), 1 <u<r< nl*l 1 <z < 3, for Example 9.2

and
aff =2, g =5 o = o =0, 5% =6.

Notice that while solving this example, we have computed all values with high
precision, but here and below for the ease of presentation we report them rounded
to two decimal places. Applying (9.6), all values of Bl (u,7), 1 < u < r < nl*l,
1 < x < 3, are computed and are presented in Table 9.2. For the problem of minimising
the makespan, we will only need to use the values given in the last row of each block
in Table 9.2, whereas for the problem of minimising the total flow time we will require
all of them.

Applying (9.9), all values of be], 1<v<zx-—1 1<z <3, are computed as

B = (—0.15)(0.98 + 1.04) = —0.30;
= (—0.02) (2.38 +2.16 + 1.85) = —0.13,
b = (0.13)(2.38 +2.16 + 1.85) = 0.83.

Applying (9.12), all values of El#l 1 <v <2,1<ax <3, are computed as

EMY = 1.00;
EM = ¥ — 030, E2A =1.00;
B = bl b = —0.38, B = b = 083, BB = 1.00.

Finally, applying (9.15), the positional weights W (r),1 < r < nll 1 <z < 3,
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for the problem of minimising the makespan can be rewritten as

whl(r) = BY(r,3) ((1 +ayl+ aﬁ”) ELU 4 (1 + oﬂfl) B2 4 E[W) C1<r<3;
Wl (7«) — B (7“, 2) ((1 + 04[22]> E2:2] + E[2,3]) 1<r<2
Wl = B¥(r3) (E), 1<r <3,

and their values computed as

witha)y = 3.23, wil(2) =315 wl(3)=2.96;
wka) = 1.80, W (2) = 1.90;
wk (1) = 238, WB(2) =216, WB(3) = 1.85.

To solve problem 1|Combi, RM P(k — 1)| Cpnax, the computed positional weights
are sorted in non-decreasing order and stored in list L' := (v},75,...,7%) . The con-
stant term I' (3) , can be computed as T' (3) = S + 5 = 11.00. The resulting optimal
schedule S’ (3) is associated with a permutation p* = (ult), u), 4B); all relevant com-

putation is presented in Table 9.3.

Next, for the problem of minimising the total flow time, we also must additionally
compute the values of G"?), 1 < v <2 —1,1 < x < 3. Using (9.16) and the values

obtained in Table 9.2, we compute

G =558 GM3 =8.78, GP3l = 4.43.

Applying (9.17), the positional weights Wl (r) 1 < r < nl*l|1 < 2 < 3, for the

problem of minimising the total flow time can be rewritten as
3

Wiy = BW(r,3) (GMEM 4 GMIEN 4 GEIERA) 4 3" BY (ru), 1 <r <3

wh(r) = B (r,2) (G 23E[22] ZB[Q] rou), 1<r<2;

3
wE(r) = > BY(ru), 1<r <3,
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Jopi|l o v | 12
Makespan Flow time

1 8 [1.80 wpP(1) 1436| 1.85 PI(3) 14.78

2 71185 uPl(3) 1293 3.73 P (2) 26.12

3 6 |1.90 p@(2) 11.39] 544 BI(1) 32.66

4 6216 pbBl(2) 1294 564 P (2) 33.82

5 41238 pbBl(1) 953 | 614 (1) 2456

6 21296 pl(3) 593 | 1791 U (3) 3583

7 1315 pU(2) 315 2016 M (2) 20.16

8 11323 pl(1) 323 2172 ol1) 21.72
Total 73.46 Total 209.65

Crax (57 (3)) = 73.46 + 11.00 = 84.46;

>0 (5" (3)) = 209.65 + 43.00 = 252.65;

= (8,7,6,1,3,5,4,2); ¢* = (8,7,6,5,4,3,2,1)

Table 9.3: Calculation of the optimal value of the makespan and the optimal value of
the total flow time for the problem outlined in Example 2

and their values computed as

wiha)y = 2172, wh(2) =20.16, Wi (3) = 17.91;
W) = 6.14, WP (2) = 5.64;
wBl(1) = 544, WB(2) =3.73, WB (3) = 1.85.

To solve problem 1|Combi, RMP(k —1)| > C;, the computed positional weights
are sorted in non-decreasing order and stored in list L” := (v{,75,...,7"). The con-
stant term I' (3), can be computed as T' (3) = gln2 + (5[” + ﬁ[ﬂ) nB = 43.00. The
resulting optimal schedule S” (3) is associated with a permutation ¢* = (¢!, o ©I¥l);

all relevant computation is presented in Table 9.3.

9.5 Some Reduced Models

In this section, we explore single machine models which can be expressed as special
cases of the general problems 1|Combi, RM P|Ch.x and 1|Combi, RMP|>  C;. We
look at their simplified versions with effects less general than that given by (9.3) and
(9.4), and possibly with additional simplifications. The main purpose of this section,
is to verify whether the running time of the solution approach given in Section 9.4 for
the general problems 1 |Combi, RM P| Ciax and 1 |Combi, RM P| > C; can be reduced

for their simplified counterparts.
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Let us begin our consideration with the problems studied by Yang (2010) and Yang
(2012). Recall from Section 3.3.2 that both of these papers study a simple combined
effect of the form (9.1). The former paper considers a problem in which the system
undergoes time-dependent learning, positional polynomial deterioration and a single
start-time dependent maintenance period, while the latter considers a problem in which
the system undergoes time-dependent deterioration, positional polynomial learning and
K identical start-time dependent maintenance periods, all of which must be run. Both
these models assume that the effects are group-independent and after an RMP, the
learning advantages are lost and both the operator and the machine are brought to
the original conditions; these assumptions can hardly be justified. Notice that for
both problems, Decisions 1-3 need not be taken as the RMPs are identical and their
number to be included in a schedule is already known in advance. As a result, both
these problems can be written as special cases of problem 1|Combi, RMP (k—1)| F
with the parameters g7 (r) = r*, and ol = ol = . = o/, = 0, al! = q, for
all z, 1 <z < K +1, and a[lx] = 04[21] = .. = agﬂl =0, ol =, and g¥ = B,
for all z;, 1 < 2 < K. For the former case studied by Yang (2010), we have the
additional conditions K = 1, b > 0, and a < 0, while for the latter we have b < 0 and
a > 0. For both models, the required running time for the problem of minimising the
makespan and the problem of minimising the total flow time is given as O (nK log n)
and O (nK +2) respectively; see Section 3.3.2. Notice that these running times coincide
with the ones we obtain for solving the general problems 1 |Combi, RM P| Cyay and
1|Combi, RM P| > C;, respectively.

We notice, however, that a small reduction in the running time can be achieved if
a and b are of the same sign. In this case, for the problem of minimising the makespan

the resulting positional weights

( nla]

rb H (1+ai®)(1+a), 1<r<nbl 1<z<K;
W[x](r) _ i=r+1

nlel
P I (1 + ai) 1<r<nll o=K+1,
\ i=r+1

are monotonically ordered in each group, and thus, sorting all positional weights in a
non-decreasing order requires O (nmin {K,logn}) time. As a result, Step 4 of Algo-
rithm Generate requires O (nmin {K,logn}) time instead of O (nlogn) time and the
overall running time of the problem can be given as O ( (n + nmin {K,logn}) %) =
O (n®™ min {K,logn}) . The same observation also holds for the problem of minimis-

ing the total flow time, for a special case in which a and b are of the same sign. However,
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a smaller running time is not possible in the latter case, as Step 3 of Algorithm Generate

still requires O (n?) time.

Hence, it can be seen that as long as a model incorporates a combined time-
dependent and a positional effect, even the simplest versions of the general problems
1|Combi, RM P| Cypax and 1 |Combi, RM P| Y C; require O (" *!logn) and O (n*+2)
time, respectively. However, if a pure positional effect, or a pure time-dependent effect

is considered, faster solutions are possible.

9.5.1 Pure Positional Effects

In this section, we discuss problems with a pure positional effect, so that for known
outcomes of Decisions 1-3, the actual processing time of a job j scheduled in position
r of a group z, 1 < z < k, is given by (6.1). We consider such a model in Chapter 6
for a deterioration environment, in which the positional factors gi*/ (r) are in a non-
decreasing order (6.2) and the RMPs are strictly maintenance periods. Moreover, we
do not allow the positional factors to be dependent on the number of jobs scheduled in
previous groups. In this section, we study positional effects without these restrictions,
so that the positional factors can be non-monotone within a group and the RMPs can be
of an arbitrary nature with their durations given by (9.4). In other words, we consider
position-dependent models that combine deterioration and learning effects with rate-
modifying activities. An illustration of such a scenario is presented in Example 4.1.
Let us denote problems of this type by 1|Posi, RM P| F, where F € {Cyax, Y, Cj}.

Problem 1|Posi, RMP|F can be seen as a special case of problem
1|Combi, RM P| F. Assuming that Decisions 1-3 are taken in advance, the re-
sulting problem 1|Posi, RMP (k—1)| F can be written in the form of problem
1|Combi, RMP (k—1)|F with ol = a}? = .. =dl, =alM =0, forall 2, 1 <2 < k.
To solve problem 1|Posi, RM P (k — 1)| Cpax, the required positional weights can be

obtained by making relevant substitutions in (9.15), so that we have

H—kfaw>mr,1<r<m%1<x<k—L
gt (r) 1<r<

IN

Notice that all positional weights Wkl (r), 1 < » < nll, 1 < 2 < &,
can be computed by (9.19) in T'(W) = O (n) time. Similarly, to solve problem
1|Posi, RMP (k — 1)| > C;, the required positional weights can be obtained by making
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relevant substitutions in (9.17), so that we have

S ant (14 0 al) + (nl =4 1) g (), 1< <l
1<z<k-—1,

(nlh —r+1) gl (1) 1 <r <nll
x =k.

Wkl (r) =

(9.20)

Again, all positional weights 17! (r),1<r< nl?l, 1 <z <k, can be computed by
(9.17) in T' (W) = O (n) time. Notice that the computed positional weights for both
problems are non-monotonically ordered within each group and do not allow a set to be
found in advance. Thus, Algorithm Generate must be used so that an optimal solution
to each of the problems 1|Posi, RMP (k — 1)| Ciax and 1|Posi, RMP (k—1)| > C;
can be found in O (”é?%?) time; see Theorem 9.1. Trying all possible options for
Decisions 1-3, an optimal solution to each of the problems 1|Posi, RM P|Cyax and
1|Posi, RMP|" C; can be found in O (n®*'logn) time.

It can be noted that although there is no change in status for the problem of
minimising the makespan, the problem of minimising the total flow time is solved
faster for a model with a pure positional effect. This speed up is possible because the
time taken to compute the positional weights W] (r), 1 <r< 1 <z <k, for
problem 1|Posi, RMP (k —1)|>.C;is T (W) = O (n), as opposed to T (W) = O (n?)
required for problem 1|Combi, RMP (k —1)|>_ C}.

Recall from Section 3.3.1 that Yang and Yang (2010b) achieve the same running
time of O (n®logn) for the problem of minimising the total flow time for a much
simpler model. In fact, their problem can be written as a special case of our problem
1|Posi, RMP| " C;, with a group-independent polynomial deterioration effect, i.e.,
g®(r) =7 a > 0, and K identical maintenance periods that have start-time dependent

durations, i.e., a[lm] = a[;} =..= agﬂl =0, 0 =a, 8" =5 forall v, 1 <z < K.

Let us now extend our consideration to problems in which a pure job-dependent

positional effect (7.1) is observed. Recall that we consider such a model in Chap-

ter 7 for a deterioration environment, in which the positional factors gj[-x]

non-decreasing order (7.2) and the RMPs are strictly maintenance periods. In this sec-

(r) are in a

tion, we study positional effects without these restrictions and denote the problem by
1|Posi-JD, RM P| F, where F' € {Cax, y_, C;}. It can be easily verified by analogy to
the job-independent case studied above, that if Decisions 1-3 are assumed to be taken,
the resulting problem 1|Posi-JD, RM P (k — 1)| F reduces to minimising a generic ob-
jective function of the form (4.4). For problem 1 |Posi-JD, RM P (k — 1)| Cpax the con-
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stant term is given by (6.9) and for each j € N, the job-dependent positional weights

are given by

wi(r) = (1+Zhiad) ), 1<r <t 1< <kl
’ g7(r) | <r<nll z—k

For problem 1|Posi-JD, RM P (k —1)|>_ C; the constant term is given by (9.18)
and for each j € N, the job-dependent positional weights are given by

bt (14 2 al) o+ (0 = )| g (), 1< <l
1<z<k-—1,

(nll =7 +1) g (r), 1 <r<nl,
x=k.

[z] _
W (r) =

Since the computed positional weights for both problems are non-monotone within
each group, none of the solution approaches presented in Chapter 7 can be applied.
Recall from Section 7.2, however, that if the number of jobs in each group is known
in advance, a function of the form (4.4) can be minimised by reducing it to an n x n
linear assignment problem of the form (2.2) with the cost function given by (4.5). Thus,
to solve problem 1|Posi-JD, RM P (k —1)| F, where F' € {Cyax, > C;}, generate all
possible compositions of n into k£ summands, and for each instance compute the cost
function c¢; ) = ijVj[x] (r), 1 <r <nll 1 <2 <k je N, by substituting the
relevant values of the positional weights. Notice that for both problems all values
of the cost function cj .y, 1 < 7 < nl*l 1 < 2 <k, j € N, can be computed in
T (W) = O (n?) time each. The resulting LAP can be solved in O (n?®) time by the
Hungarian Algorithm.

Since there are a total of = = 1), compositions of n, an optimal solution to each of
the problems 1 ]Posz JD RMP( — 1)| Ciax and 1|Posi-JD, RMP (k —1)| > C; can
be found in O < > time. Trying all possible options for Decisions 1-3, an optimal
solution to each of the problems 1|Posi-JD, RM P| Cypax and 1|Posi-JD, RMP| ) C;

can be found in O (nK+3) time.

Recall from Section 3.3.1, that Yang and Yang (2010b) and Ji and Cheng (2010)
achieve the same running time of O (nK+3) for the problem of minimising the total
flow time for much simpler models. Yang and Yang (2010b) consider a model with a
group-independent polynomial deterioration effect, i.e., gj[-gc] (r)y=r%, a>0,j € N,
and K identical maintenance periods that have start-time dependent durations, i.e.,
M=ol = =a" =0 o =q, g =3 forall 2, 1 <2z < K. Ji and Cheng
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(2010) consider a slightly more complicated model with a group- dependent polynomial

learning effect, so that we have gj[ (r) = )\x] (Zy Ll 4 r) ,a; <0, 5 € N, where

)\g ], 0 < /\Bx] < 1,1 <z <k, j€ N, represents a job-dependent group-dependent
learning factor with /\51] =1, 7 € N. Notice that the positional factors in this model
are dependent on the number of jobs scheduled in previous groups. This indicates a
continuous learning process across groups. The RMPs are included to further enhance
the learning capabilities of the operator. Further, the duration of each RMP is a

constant so that we have o/ = ol = . =al), =0, ol =, forallz, 1 <z < K.

9.5.2 Pure Time-Dependent Effects

In this section, we discuss problems with a pure time-dependent effect, so that for
known outcomes of Decisions 1-3,the actual processing time of a job j scheduled in

position r of a group x, 1 < x < k, is given by

pgx} (T’) pr[m]( ) + CL[I ]Fl +a[2}F2 + .. +a[$] Fz—l + Gf]F(x,r—l), 1 S r S n, 1 S T S k.
(9.21)

We consider a reduced form of the above time-dependent model in Chapter 8, in
which we do not allow the duration of previous groups to affect the actual processing
time of the current job, so that ax] [2$] = .. = afll =0,foral z,1 <z <k
Moreover, we only study a deterioration environment, so that a;[f} >0,1 <2x <k,
and the RMPs are strictly maintenance periods. In this section, we do not impose
these restrictions, so that the rates a[lx}, a[f}, . agf ], 1 < x < k, can be of an arbitrary
sign and the RMPs can be of an arbitrary nature with their durations given by (9.4).

Denote such a problem by 1|Time, RM P| F, where F' € {Cpax, y_ C;}.

Problem 1|Time, RMP|F can be seen as a special case of problem
1|Combi, RM P| F. Assuming that Decisions 1-3 are taken in advance, the re-
sulting problem 1|Time, RMP (k—1)| F can be written in the form of problem
1|Combi, RMP (k—1)| F with gl (r) = 1,1 <r < n, 1 < 2 < k. To solve prob-
lem 1|Time, RM P (k — 1)| Cinax, the required positional weights can be obtained by

making relevant substitutions in (9.15), so that we have

k-1
W (1) = (14 o) (Z (1+al) Bl E“’”“) J1<r<af 1<z<h,

V=T

(9.22)
where the quantities E"*) 1 <v <z —1,1 < 2 < k, are given by (9.12), and by (9.9)
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the quantities bt reduce to

T

[z] nlz]
b[w}:aL((l_Fam) —1),1§v§x—1,1§x§k.

Notice that all positional weights Wil (r), 1 < » < nll 1 < 2 < §,
can be computed by (9.22) in T (W) = O (n) time. Similarly, to solve problem
1|Time, RM P (k —1)| >_ C}, the required positional weights can be obtained by mak-

ing relevant substitutions in (9.17), so that we have

k
Wh (1) = (14 o)™ S ZGwUJEWhFZB[w rou), 1<r<nl 1<z<k,

v=x+1 w=zx

(9.23)
where the quantities GI"*), 1 < v <z —1,1 < 2 < k, are given by (9.16), and by (9.6)

the quantities B! (r, u) reduce to

B (u,r) = (1+a)™ 1<u<r <l 1 <2<k

For a fixed z, 1 < z < k, the difference r — u takes at most nl*) — 1 values, so that
at most n*l — 1 distinct values of B! (u,r) need to be computed. Summing up for
all z, we deduce that the number of all distinct values B! (u,r) to be found in order
to compute the positional weights Wl(r) is O(n). As a result, all positional weights
Whkl(r), 1 <r <nll 1 <2 <k, can be computed by (9.23) in T (W) = O (n) time.

Notice that the computed positional weights for both problems are non-
monotonically ordered within each group and do not allow a set to be found in advance.
Thus, Algorithm Generate must be used so that an optimal solution to each of the
problems 1|Time, RM P (k — 1)| Crnax and 1 |Time, RM P (k —1)| > C; can be found
in O (” log ") time. Trying all possible options for Decisions 1-3, an optimal solution
to each of the problems 1 |Time, RM P|Cpax and 1|Time, RM P| %" C; can be found

in O (n"*'logn) time.

It can be noted that although there is no change in status for the problem of
minimising the makespan, the problem of minimising the total flow time is solved
faster for a model with a pure time-dependent effect. This speed up is possible because
the time taken to compute the positional weights W (r), 1 <r <nll 1 <2 <k, for
problem 1 |Time, RMP (k —1)| Y, C;is T (W) = O (n), as opposed to T (W) = O (n?)
required for problem 1 |Combi, RMP (k —1)| > Cj.

Recall from Section 3.3.2 that Yang and Yang (2010b) achieve the same running
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time of O (nK+1 log n) for the problem of minimising the total flow time for a much

simpler model. In fact, their problem can be written as a special case of our problem

1|Time, RMP| S C;, with group-independent deterioration rates, ie., all = all =
.= aﬂl —a =0, and i =4, a >0, forallz, 1 <z < K + 1, and K identical

maintenance periods that have start-time dependent durations, i.e., 04[136] = Oé[;] =..=

agﬂl =0,a =a, 8" =5, forallz, 1 <z < K.

9.6 Conclusion

The chapter addresses single machine scheduling problems to minimise the makespan
and the total flow time. A very general model for changing processing times is intro-
duced, in which the actual processing times of the jobs depend on both the position
and the start-time of a job in the schedule. Unlike most other papers in which chang-
ing processing times are considered, we do not insist on monotone effects. Our main
motivation behind this chapter was to create a model which is most general and stills
allows a polynomial (O (n“™logn) or O (n®*?)) running time. Previous studies on
combined effects also resulted in the same running times, but were only able to handle
very specific cases. The model introduced in this chapter covers all previously known

models, provided that the introduced effects are job-independent.

We reduce these generalised problems to linear assignment problems with product
matrices, solvable by a matching algorithm, and present close form relations for com-
puting the necessary input parameters, such as positional weights. We observe that if
a pure positional or time-dependent effect is considered, the problem of minimising the
total flow time can be solved in O (n®*logn) time, instead of O (n®*2) time. For
a pure positional model, we also solve a job-dependent version of the problem, which

utilises reduction to a full form assignment problem.

It should be noted that many results discussed in this chapter can be transferred to
other objective functions with no major technical difficulties, since we have provided
the formula for the completion time of an arbitrary job in the schedule. A further
extension of the main model of this chapter would involve problems with changing
processing times subject to job-dependent combined effects. For these models, the

main algorithmic tool is expected to be a full form assignment problem.
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Cumulative Effects and Rate-Modifying

Activities

In this chapter, we discuss single machine scheduling problems with cumulative effects
and rate-modifying activities. We consider a very basic model, in which a machine is
subject to cumulative deterioration and the decision-maker decides when to schedule a
single maintenance period that completely restores the processing conditions. The only
objective function considered is the makespan. We link the problem to the Subset-sum
problem (if the duration of maintenance is constant) and to the Half-product problem
(if the duration of maintenance depends on its start time). For both versions of the
problem, we adapt the existing fully polynomial-time approximation schemes to our
problems by handling the additive constants. The duration of the MP is either a

constant or is start-time dependent.

The results of this chapter have been published in our paper Kellerer, Rustogi and
Strusevich (2012c). The presentation of content in the paper is very similar to the

content provided in this chapter.

10.1 Overview of the Problem

Notice that makespan minimisation problems with multiple RMPs and positional
or/and time-dependent effects are polynomially solvable even in the most general set-
tings, see Chapters 5-8. However, in the case of a cumulative deterioration effect of
a fairly simple structure with only a single MP, the problem under consideration is
N P-hard. In this chapter, we concentrate on the design of approximation schemes for

the given problem.

The approach that we pursue in this study is based on linking the corresponding
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scheduling problem to problems of Boolean programming; see Section 2.2.3. In par-
ticular, for the problem with a constant MP, we show that the variable part of the
objective function is related to the Subset-sum problem, see Kellerer, Pferschy and
Pisinger (2004). On the other hand, if the duration of the MP depends linearly on its
start time (4.1), we establish its link to a problem of quadratic Boolean programming,
known as the Half-product problem, see Badics and Boros (1998) and Kellerer and
Strusevich (2012). Although each of the mentioned Boolean programming problems
admits an FPTAS, a challenge remains to adapt such an FPTAS to handling the orig-
inal objective function. The latter task is not straightforward due to the presence of
an additive constant of the sign that is opposite to the sign of the variable part of the

function.

To illustrate this, consider a function of the form
F(x) =G(x)+ K >0,

where G(x) represents a variable part of the overall function F'(x) to be minimised,
and K is a constant. If x* minimises the function G(x), it will obviously minimise
the function F'(x) as well. Suppose that for minimising function G(x) an FPTAS is
available that delivers a solution x| such that G(x) — G(x*) < ¢ |G(x*)] .

Recall from Section 2.2.2, that for x to be accepted as an e-approximate solution

for minimising the function F'(x), we must establish the inequality

F(x") < (1+¢) F(x"). (10.1)

For a solution x found by an FPTAS for minimising G(x), we will have

Fx")=Gx" + K <G +e |G|+ K = F(x*) 4+ ¢|G(x")].
This leads to two cases.

Case 1: For G(x*) > 0, we have F(x) < F(x*) + eG(x*) = (1 +¢) F(x*) — €K.
If K > 0, the inequality (10.1) holds; however, if K < 0, there is no evidence
that (10.1) will hold, and further analysis must be performed. We face the latter

situation when studying the problem with a constant time MP in Section 10.3.

Case 2: For G(x*) < 0, we have F(x") < F(x*) —eG(x*) = (1 — ¢) F(x*) +eK. Here
K > 0. There is no evidence that (10.1) will hold, and further analysis must be

performed. We face this situation when studying the problem with a start-time
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dependent MP in Section 10.4.

The remainder of this chapter is organised as follows. Section 10.2 formally describes
the problems under consideration; we also provide some preliminary calculations which
enable us to show that the problem with a constant MP is N P-hard. In Section 10.3,
we show how an FPTAS by Kellerer et al. (2003) developed for the Subset-sum problem
can be adapted to the scheduling problem with a constant MP. In Section 10.4, we show
how an FPTAS by Erel and Ghosh (2008) developed for the Half-product problem can
be adapted to the scheduling problem with a MP of a variable duration.

10.2 Preliminaries

In this section, we give formal statements of the problems under consideration and
establish their computational complexity. The jobs of set N = {1,2,...,n} have to
be processed on a single machine, which is subject to a deterioration effect. The
deterioration model we consider in this chapter is related to a cumulative effect as
described in Section 3.2.3. Recall that all the problems reviewed in Section 3.2.3
were solvable by an SPT rule. In fact, as a rule, for the problems with cumulative

deterioration and no machine maintenance, polynomial-time algorithms are derived.

Throughout this chapter, for a non-empty subset N define p(N') = >,y pj;
additionally define p(@) := 0. In a similar sense, we write e(N'), g(N’), etc.

In this chapter, we focus on the models with a specific cumulative deterioration ef-
fect which is a version of (3.17). Assume that the jobs are processed on a single machine
in accordance with some permutation 7 = (7 (1),...,7(n)). The actual processing time

of a job j = m (r) that is sequenced in position r, 1 < r < n, is given by

r—1
p;(r) = p; (Aj + B Zﬂr(k)) ; (10.2)
k=1

where A;, j € N, and B are positive constants. Comparing the above model with
(3.17), we assume that Z = 1, while on the other hand, we extend the model (3.17) by
introducing the additional coefficients A; and B. These coefficients allow us to handle
other variations of the problem, without the need to alter our methodology in any way.
In a special case of our model, with A; =1, j € N, and B = p(N) ™", the effect (10.2)

becomes equivalent to the model introduced by Koulamas and Kyparisis (2007).

Additionally, we allow a maintenance period to be run exactly once during the

planning period and it is known that it will restore the machine conditions completely,
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i.e., after the MP the machine is as good as new. Using the notation defined in
Chapter 4, for all the problems considered in this thesis, we denote the problem of

minimising the makespan under these conditions by 1 |Cumu, M P| Cpax.

Notice that since we only perform a single MP in the schedule, which completely
restores the machine conditions, there is no question of having any group-dependent
effects. As a result, unlike Chapters 5-7, we only need to consider two different versions

of problem 1 |Cumu, M P| Cpax, namely:

(i) Constant maintenance: the duration of the MP is 8 time units, where § > 0.

(ii) Start-time dependent maintenance: the duration of the MP is ar + /3 time units,
provided that the MP starts at time 7; here o > 0 and 5 > 0.

The former problem is denoted by 1|Cumu, M P [0]| Cpax, while the latter is
denoted by 1|Cumu, M P [a]| Cpax-

An instance of problem 1 |Cumu, M P [a]| Chax is defined by the sequences p; and
A;, j € N, and numbers B and /3, which are arbitrary positive integers. However, for
a > 0, we assume that « is bounded from above by a constant. This assumption is
well justified by the fact that the duration of an MP is at least o times longer than the
preceding period during which the machine was used. Without the made assumption,
maintaining the machine would take considerably longer than the total processing time

before the maintenance, which is hardly realistic.

In a schedule with a single MP the jobs are split into two groups: group 1 consists
of the jobs scheduled before the maintenance and group 2 contains all other jobs. To
solve problem 1 |Cumu, M P [a]| Ciyax, consider a schedule S with a permutation of jobs
(m,0). Assume that each group contains a total of n/*l, z € {1,2} jobs which belong to
aset N, so that the permutations 7 = (7(1),...,7(nlY)) and o = (o(1),...,0(n®)),
where nl!l 4 n/? = n. In accordance with (10.2), the makespan of schedule S is given
by

ni r—1
Cuss(S) = Dacy sy + 3 pety (A“” +B Zpﬂ’”)
r=2 k=1
ni r—1
+a (Pm)Anu) + pr(r) (Aw(r) + B ZPﬂk))) + 5
r=2 k=1
no r—1
+Po1)As(1) + Zpo(r) (Aa(r) +B Z%(k)) -
r=2 k=1
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The total processing time of the jobs in the first group can be computed as

ni r—1 ni
Aray + Zpﬂ(r) (Aﬂ(r) +B pr(k)) = Zpﬂ(r)Aw(r) + B Z Dr(k)Pr(r)
r=2 k=1 r=1

1<k<r<ni
ni B ni
2 2
= D P As + 5 | POV =D iy |-
r=1 r=1

Similarly, the total processing time of the jobs in the second group can be computed

as

r—1 B
k=1

Define
QJ :p]A]7 j: 1,2,...,71,

so that

M) =D Pat) Anirys a(N) Zpo Asrys a(N) = g(N1) + q(Na).
r=1

Thus, the makespan can be written as

CoasS) = (M) +2 ( me> ( (V) + 2 ( pr )>)
+q(N2) + = < Zpg(r) + 0,

which implies

Crmax(9) = Q(N)+§<p(N1 +p(N2)? Zm) (10.3)

2
JEN

g (i3] ) o

for problem 1 |Cumu, M P || Ciax and

Conen(S) = a(N) + 2

5 (P(N1)” + p(Na2)?) = —ij + 3 (10.4)

JEN
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for problem 1 |Cumu, M P [0]| Cpax-

Notice that (10.3) and (10.4) demonstrate that for problems 1 |Cumu, M P [a]| Cpax
and 1|Cumu, M P [0]| Cpax respectively, the order of jobs in each group does not af-
fect the makespan. This complies with Gordon et al. (2008), where the makespan
has been shown to be sequence independent for the single machine problem with
the deterioration effect (3.17), with Z = 1, and no maintenance period. Thus, the
main issue in solving problem 1 |Cumu, M P || Ciayx, including its simpler version

1 |Cumu, M P [0]| Cpax, is to find an appropriate partition of the jobs into two groups.

Proposition 10.1. Problem 1 |Cumu, M P [0]| Crax is N P-hard in the ordinary sense.

The correctness of the above statement can be verified as follows. Let z; = 1
if job j is assigned to set Nj; otherwise, define z; = 0. It follows from (10.4),
that problené 1 |Cumu, M P [0]|Cma§, reduces to minimising p(N;)? + p(Ny)? =
(Zjeij%) + (Zjeij<1 - x])> = p(N) — 2 (Zjeijmj) <Zj€ij(1 - 373’))7
i.e., to maximising (Z]EN pjxj> (Z]EN p;(1— x])> Jurisch, Kubiak and Jézefowska
(1997) show that the problem P2 || Cpay of minimising the makespan on two parallel
identical machines with no preemption allowed, reduces to maximising the product
(Zjeijxj> <Zj€ij(1 - a:j)) for z; € {0,1}, j € N. From this we immediately
derive that problems 1|Cumu, M P [0]| Crhax and P2 || Ciuax are essentially equivalent

and it is well known that problem P2 || Ciax is NP-hard in the ordinary sense; see
Garey and Johnson (1978, 1979).

It is clear that problem 1|Cumu, MP [a]|Cpax is no easier than problem
1 |Cumu, M P [0]| Cax- Thus, the best possible approximation result that can be de-
rived for either problem is an FPTAS. In the subsequent sections we develop such

approximation schemes.

10.3 FPTAS by Subset-Sum

In this section, we consider problem 1 |Cumu, M P [0]| Cinax. In Proposition 10.1 we
state that this problem is N P-hard and show that it is essentially equivalent to problem

P2 || Cpax- The latter problem can be formulated as a Subset-sum problem of the form
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(2.4), which is rewritten for problem 1 |Cumu, M P [0]| Cpax as

max E pjmj

jEN
subject to ij:cj <A (10.5)
jEN

T; € {0,1}, jGN,
where A := p(N)/2. The following statements hold.

Proposition 10.2. Suppose that z} € {0,1}, j € N, are the optimal values of the
decision variables for the problem (10.5). Define Ny := {j € N|a3 =1} and N3 =
N\N;y. Then for problem 1|Cumu, M P [0]| Cinax there exists an optimal schedule S*
in which the jobs of set Ny are scheduled in one group and the jobs of set Ny are
scheduled in the other group.

Corollary 10.1. For a schedule S* that is optimal for problem 1|Cumu, M P [0]| Cpax

the following lower bound

Chnax(S*) > q(N) + BA? — Z pi+p (10.6)

JEN

holds.

To see this, observe that for any partition of set N into subsets N; and N, the
inequality p(N1)? + p(N2)? > 2A2? holds. Indeed, if for some non-negative § we have
that p(N;) = A — 6 and p(Na) = A + 5, then p(N1)? + p(Ny)? = 2A2 + 25 > 2A2,

Our further consideration is based on the following statement; see Kellerer et al.
(2003) and Lemma 4.6.1 in Kellerer, Pferschy and Pisinger (2004).

Theorem 10.1. A Subset-sum problem of the form (10.5) admits an FPTAS that for
a given positive €, either finds an optimal solution 7 € {0,1}, j € N, such that

ijx;’f <(1-¢)A

JEN

or finds an approzimate solution x§ € {0,1}, j € N, such that

1—6C<Zp]1‘ < A.

JEN
Such an FPTAS requires no more than O (min {n/s, n -+ 6% log (%) }) time.
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The algorithm below assigns the jobs to groups in accordance with the above men-
tioned FPTAS, applied to problem (10.5) with A = p(N)/2.

Algorithm Epsl
INPUT: An instance of problem 1 |Cumu, M P [0]| Cpax and an € > 0

OuTpPUT: A schedule S¢ such that Cyax(S5°) < (1 4+ €) Crpax (S*)

Step 1. For a given € > 0 define &g := 5.

Step 2. With the defined ¢y, run an FPTAS for problem (10.5) to find the values
25 €{0,1}, j € N. Define Nf := {j € N[z5 = 1} and N5 := N\Nj.

Step 3. Output schedule S¢ for the original problem 1 |Cumu, M P [0]| Cpax, in which
the jobs of set Ny are assigned to one group and sequenced before the maintenance
and the jobs of set N5 are assigned to the other group to be scheduled after the

maintenance. Stop.

Recall that the makespan as given in (10.4), consists of a variable part and a con-
stant. Due to Proposition 10.2 and Theorem 10.1, the variable part can be minimised
by means of an FPTAS. However, as discussed in Section 1, a direct application of that
FPTAS does not necessarily result into an FPTAS for the original problem, since (10.4)
contains a constant q(N) + 3 — % > ieN p?, which can be negative. Below we prove
that Algorithm Epsl gives an appropriate treatment to the negative constant, and
therefore allows us to adapt the existing FPTAS to deliver an e-approximate solution

for minimising the overall original objective function.

Theorem 10.2. Algorithm Eps1 is an FPTAS for problem 1 |Cumu, M P [0]| Cpax that
runs in O (min {n/&, n+ (1+ %)2 log (1 + %)}) time.

Proof: Using an FPTAS by Kellerer et al. (2003) from Theorem 10.1 with gy := 5,
we observe that O(n/eg) = O (n=t!) = O(n/e) and % log (%) = (1+ %)2 log (1+1),

3

so that the required running time is achieved. To complete the proof, we need to prove
that Chpax(5%) < (1 4 €) Cinax(S™).

Due to Theorem 10.1, we only need to consider the case that the FPTAS in Step 2
does not find an optimal solution to problem (10.5); otherwise schedule S¢ is optimal.
Below we only look at the instances of problem 1 |Cumu, M P [0]| Cyax for which p; <
A, j € N, since otherwise an optimal solution can be obtained by scheduling the largest

job in one group and the remaining jobs in the other.
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We assume that there exists a 0, § < g, such that (1—¢)A <p(N{) =A(1-6) <
A and p(N5) = (14 6) A. Applying (10.4) and (10.6), we have that

13 B (3 E
Crax(5%) = q(N) + o (p(N])* + p(N5)*) + 8 — 5 Zp]
jGN
= ¢(N)+ B (A*+6°A%) + 38— g D P < Crax(S*) + BS*A%,

JEN

Below we demonstrate that BJ(1 —§)A? is a lower bound on the optimal makespan
Chax(S*). Consider the problem

max Z pjz

JEN
subject to Z pj=(1—
JENE (10.7)
Z p;=(1+6)A
JENS

0<p; <A, jeN.

This problem is related to one of the basic problems of submodular optimisation,
a so-called resource allocation problem with a convex separable objective function; see
Hochbaum and Hong (1995) and Katoh and Ibaraki (1998). The problem is known to
be solvable by the greedy algorithm, which in the case under consideration, scans the
values p; in any order and gives each of them the largest possible value. In our case,
the greedy algorithm will find an optimal solution to (10.7) in which one of the p;’s is
equal to A, one to (1 — J) A and one to JA, while all others are equal to zero. Thus,

d i< > A%+ A2 4 (5A)? = 2A%(1 + 6% — §)

JEN

provides an upper bound on the sum of squares of the processing times for all instances
of the problem for which Step 2 of Algorithm Epsl delivers p(N7) = A (1 —§) and
p(N5) = (14 6) A, including the instance under consideration.

Substituting this into (10.6) we derive a lower bound

Conax(S™) > q(N) + B (6 — 6%) A> + 8 > B6 (1 — 5) A2,
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This lower bound implies that

Cmax(SE) S Cmax(‘S*) + 352A2 S (1 + %) Cmax(S*)'

Since 1%6 increases, we have that

o5 < (14 12 ) ().

Thus, to obtain an FPTAS for our problem with the accuracy e, we need to use the

FPTAS for problem (10.5) with g9 = 5. O

10.4 FPTAS by Half-Product

In this section, we show that problem 1|Cumu, M P [a]| Cinax can be formulated in
terms of quadratic Boolean programming. We discuss an opportunity that this refor-

mulation offers regarding the design of an FPTAS for the problem under consideration.

Given problem 1 |Cumu, M P [o]| Cax, introduce a Boolean variable z; in such a

way that

{ 1, if job j is scheduled in the first group
{L‘j =

0, otherwise

for each job j, 1 < j < n. Taking the jobs in any order, i.e., in the order of their

numbering, if job j is scheduled in the first group then it completes at time

j—1
Cj = pjxj (AJ + szzl‘z) s
i=1

so that the MP starts at time )7, p;v; (A + B Zl h pm) If job j is scheduled in

the second group, then
n j—1 n j—1
= — = —
—i—ij (A +BZpZ Z).
This implies that in order to solve problem 1 |Cumu, M P [a]| Cpax, We need to
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minimise the function

Fo(x) = (a+1) (Zp]x] <A —i—BZprl))
+ij (A +szz ) B,

which can be rewritten as

F,(x) = (a+1) ( Z PiP; T + ZPJA xj> (10.8)

1<i<j<n

+B Y Mwﬂ—xﬂﬂ—xﬁ+§:mAﬂl—%V+@

1<i<j<n

Function (10.8) is similar to the objective function for the Symmetric Quadratic
Knapsack problem studied by Kellerer and Strusevich (2010a, 2010b). The lemma
below links the function F, (x) to the Half-product problem of the form (2.5).

Lemma 10.1. Function F, (x) can be represented as F,, (x) = H (x)+ K, where H(x)
is the half-product function of the form (2.5), with a; := (o + 2) Bp;,b; := p; and
h; =B (pjp(N) — p?) +ap;Aj, 7 € N, and the constant K is defined as

K:=8+q(N)+B >  pp;.

1<i<j<n
where g(N) =37, pjA;.

Proof: It follows that

Z pipi(1 —z;)(1 — ;) = Z PiP;TiT; + Z PiD;

1<i<j<n 1<i<j<n 1<i<j<n
n 7j—1 n 7—1
j:l =1 7=1 =1
Notice that

i=j+1
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so that
> pipi(1— ) = Y ppmait Y pip— Z (pip(N) —p}) =
1<i<j<n 1<i<j<n 1<i<j<n Jj=1

Thus, (10.8) becomes

F,(x) = («+2)B Z DiP;TiT; — Z (Bpjp(N) — Bp? + aijj) x;
1<i<j<n Jj=1
(T 3 )
1<i<j<n
which proves the lemma. O

Consider the problem of minimising the function F(x) = H(x) + K, where H(x)
is a Half-product function of the form (2.5), and K is a constant. It is known that an
FPTAS for minimising the function H(x) does not necessarily behave as an FPTAS
for minimising the function F(x). This is due to the fact the optimal value of H(x) is
negative; see Erel and Ghosh (2008) and Kellerer and Strusevich (2012) for discussion
and examples. Suppose that a lower bound LB and an upper bound UB on the
optimal value of the function F'(x) are available, i.e., LB < F(x*) < UB. Erel and
Ghosh (2008) adopt their FPTAS for minimising the function H(x) to minimising
the function F(x). They develop an algorithm that delivers a solution x° such that
F(x%) — LB < eLB in O(yn?/e) time, where v > UB/LB. We refer to this version of
the scheme as y-FPTAS.

The makespan Ch.x (,S) associated with a partition of the jobs N = N;UN; into two
groups will be denoted by F, (N, Ny) and defined by (10.3); for & = 0 the makespan
will be denoted by Fy(/N1, N3) and defined by (10.4).

Below we describe how to adapt the ~-FPTAS for solving problem
1 |Cumu, M P [a]| Crpax-

Algorithm Eps2

INPUT: An instance of problem 1 |Cumu, M P [a]| Cihax With a bounded by a constant
and an € > 0

OutpUT: A schedule S® such that Cyax(S°) < (1 + €) Crpax(S*)
Step 1. Given an instance for problem 1 |Cumu, M P [a]| Cpax, take an arbitrary pos-
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itive ¢’ and run Algorithm Epsl with e = &', applied to the counterpart of the
original problem with constant maintenance (a = 0). Let N and N5 be the
groups found by Algorithm Epsl. Compute Fy(N{', N5') by (10.4) with Ny = N§
and Ny = N5

Step 2. Define UB := (14 %) Fo(N{, N5 ), v := (1 + %) (1 4+ ¢&’). Take a small posi-
tive £ and run the v-FPTAS by Erel and Ghosh (2008). With the found values
25 €{0,1}, j € N, define N := {j € N|a5 = 1} and N5 = N\N;. If

3 B €\2 B 2 3 B €\2 B 2
q(Ny) + Ep(Nl) ) Z p; > a(N3) + EP(NQ) ) Z Dj>

JENE JENS
swap Ny and Ns.

Step 3. Output schedule S¢ for the original problem 1 |Cumu, M P [a]| Ciax, in which
the jobs of set Ny are assigned to one group and sequenced before the maintenance
and the jobs of set V5 are assigned to the other group to be scheduled after the

maintenance. Stop.

Theorem 10.3. Algorithm Eps2 is an FPTAS for problem 1 |Cumu, M P [o]| Crax that

runs in O(n?/e) time.

Proof: It follows from (10.3) and (10.4) that

Fo(Ny, No) = Fo(N1, Ny) + o <q(N1) + gp(Nl)z _ g 3 p§> .

JEN1

Besides, for the purpose of finding the best schedule for problem
1|Cumu, M P [a]| Cpax defined by a partition N = N; U Ny we may assume
that

B , B ) B , B )
¢(N1) + 5p(N1)" = > P <q(Vy) + 2 P(NV2)" = < >

2 : ,
JEN1 JEN
otherwise, we will swap the groups scheduled before and after the maintenance. This

implies that

B B 1
q(N1) + 5]9(1\71)2 -5 Z P < §FO(N1a Ny),
JEN1

and therefore

Fu(Ny, Ny) < (1 + %) Fy(Ni, Na). (10.9)

Let S denote a schedule that is optimal for problem 1 |Cumu, M P [a]| Ciyax. That

schedule is defined by a partition of the set /N of jobs into two subsets, which we denote
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by Ni(a) and Ny («). In particular, N;(0) and N;(0) define an optimal schedule for
problem 1|Cumu, M P [a]| Cpax. Let also Ni and N be the sets that are found in
Step 1 of Algorithm Eps2. Due to (10.9) we have

* * e’ e’ o e’ o
Fo.(N{ (), Ny(a)) < F,(N7,N;5 ) < (1 + 5) Fo(Ny , N3 ).
On the other hand,

o e Fy(NELNE)
Fo(Nf (@), N3 (@) > Fo(N;(0), N3(0)) > 1oy

Thus, for the optimal makespan in problem 1|Cumu, M P [a]| Cpax, we deduce

Fo(Ng' Ng)
that W

therefore the values of UB and ~ in Step 2 are correct. The overall running time

is a lower bound, while (1 + %) Fy(N§', N§') is an upper bound, and

of Algorithm Eps2 is determined by the time complexity of Step 2. According to
Erel and Ghosh (2008), the v-FPTAS requires O(yn?/e), which in our case becomes
O(n?/e), since v only depends on a given a bounded by a constant and on a cho-
sen constant &’. Algorithm Eps2 will deliver a solution of the required accuracy, i.e.,
Chnax(5%)/Cmax(S*) < 1 +¢. 0

10.5 Conclusion

In this chapter, we solve two problems with cumulative deterioration effects and a single
maintenance activity. This is the first study, in which a cumulative effect is combined
with a rate-modifying activity. Mathematically, the considered problems are linked to
linear and quadratic problems of Boolean programming that admit an FPTAS. Our
main technical task has been to adapt the known FPTASs to our problems, which is
not straightforward due to the opposite signs of the variable and constant parts of the

objective function.

The next step in studying the models with cumulative deterioration could be a
search for approximation algorithms or schemes that would allow us to handle multiple
MPs. Also, the problem of minimising the total flow time under these conditions

remains an open problem.
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Parallel Machine Scheduling
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CHAPTER 11

Impact of Adding Extra Machines

In this chapter, we consider the classical scheduling problems of processing jobs on
identical parallel machines to minimise (i) the makespan or (ii) the total flow time. The
processing times of the jobs are assumed to be fixed, so that unlike the previous chapters
in this thesis, they do not change with respect to their location in the schedule. The
focus of this chapter, is to perform an analytical study on the impact that additional
machines may have, if added to the system. We measure such a machine impact by
the ratio of the value of the objective function computed with the original number
of machines to the one computed with extra machines. We give tight bounds on the
machine impact for the problem of minimising the makespan, for both the preemptive
and non-preemptive versions, as well as for the problem of minimising the total flow
time. We also present polynomial-time exact and approximation algorithms to make
a cost-effective choice of the number of machines, provided that each machine incurs
a cost and the objective function captures the trade-off between the cost of the used

machines and a scheduling objective.

This study formally does not belong to scheduling with changing time, but it shares
the same ideological point of combining scheduling and logistics decisions with a pur-
pose of improving the overall performance of the processing system. Besides, the use
of the convex sequences has appeared to be useful for that study, especially for the

model with a total flow time objective.

The results of this chapter are published in our paper Rustogi and Strusevich
(2013a). The presentation of content in the paper is very similar to the content pro-

vided in this chapter.
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11.1 Brief Overview of Problem

In the problems under consideration, we are given a set of jobs, each of which can
be processed by any of the available machines. The machines are identical, i.e., the
processing time of a job does not depend on the machine assignment decisions. If no
preemption is allowed, each job is assigned to exactly one machine and is processed
on that machine without interruption. In a preemptive schedule, the processing of a
job on a machine can be interrupted at any time and then resumed later on any other
machine, provided that a job is not processed on two or more machines at a time and

the total duration of its processing is equal to the given processing time.

The main aspect of this study is to investigate the influence that additional machines
may have on the objective function. We measure this influence by a machine impact,
which is defined as a ratio of the objective function value computed without using extra

machines over the function value computed with additional machines.

In this chapter, we give tight bounds on the machine impact for the problem of
minimising the makespan, for both the preemptive and non-preemptive versions, as
well as for the problem of minimising the total flow time. For the latter problem only
the non-preemptive version is considered, since, as shown by McNaughton (1959), for

this objective function there is no advantage in allowing preemption.

We believe that the machine impact is an important characteristic of the processing
system. In manufacturing, the decisions on adding machine-tools to the existing park
of similar equipment are often considered. In computing, parallel processors can be
added to a computer system to boost its performance. We present several meaningful

interpretations of the results of this chapter in Section 11.6.

Computing a machine impact is closely related to scheduling with resource augmen-
tation. This direction of research has been initiated by Kalyanasundaram and Pruhs
(2000) who have demonstrated that good competitive ratios of online algorithms can
be achieved, provided that extra resources are used by the scheduler, compared to the
original settings. Resource augmentation allows the use of machines with faster speeds,
as in Kalyanasundaram and Pruhs (2000), or additional parallel machines, as in Azar,
Epstein and van Stee (2000) and Brehob, Torng and Uthaisombut (2000), or both, as
in Chekuri et al. (2004). In particular, the results presented by Azar, Epstein and van
Stee (2000) and Brehob, Torng and Uthaisombut (2000) can be interpreted in terms
of computing a machine impact with respect to the makespan of a non-preemptive

schedule; see Section 11.2 for details.

Clearly, additional machines may improve the scheduling performance, but in real-
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ity, however, adding a machine cannot be seen free. Introducing more machines reduces
a scheduling objective function but may be unacceptable due to a high cost of machine
usage. In this chapter, we also study the problem of the cost-effective choice of the
number of the machines. The total cost function captures the trade-off between the
gain in reducing the value of a scheduling performance measure and a loss associated
with increasing the number of machines. The study of online versions of the problems
of the cost-optimal selection of the machines has been initiated by Imreh and Noga
(1999), who study the non-preemptive problem with an objective that is the sum of
the makespan and the cost of the machines used. In their model, the decision-maker
has no machines in the beginning and when a job is revealed, he/she may buy as many
machines as needed. The jobs are either released according to a list (The List Model)
or arrive over time (The Time Model). The focus is on deriving lower and upper
bounds on the competitive ratios of the online algorithms. The best known bounds for
the online non-preemptive problem are due to Désa and Tan (2010). The preemptive
version of the List Model is studied by Jiang and He (2005). For the List Model, the
semi-online scenarios are considered by He and Cai (2002) (no preemption allowed)
and by Jiang and He (2006) (both preemptive and non-preemptive versions). In the
semi-online scenarios, the decision-maker is either aware of the longest processing time
of arriving jobs or of the total processing time, and this leads to better bounds on the

competitive ratios. A more general cost function for using the machines is analysed by
Imreh (2009).

The remainder of this chapter is organised as follows. In Section 11.2, we give tight
estimates of the machine impact for the problem of minimising the makespan, for both
the preemptive and non-preemptive versions. Section 11.3 handles the machine impact
for the problem of minimising the total flow time. Here we start with the problem
with unit processing times, derive both upper and lower bounds on the impact of
adding only one extra machine, and then extend the obtained upper bound to the
general case. The cost-effective choice of the number of machines for the makespan
is addressed in Section 11.4. We present a linear time algorithm for the preemptive
version and an approximation algorithm accompanied by its worst-case analysis and
computational experiments for the non-preemptive version. A similar problem with
the total flow time as a scheduling measure is studied in Section 11.5. We establish a
form of discrete convexity of the total cost function and this results into a fast exact

algorithm. Section 11.6 gives examples of practical implications of the obtained results.
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11.2 Estimating Machine Impact: Makespan

Formally, in all problems in this chapter, we are given the jobs of set N = {1,2,... n}
and m identical parallel machines M, M, ..., M,,, where m > 2 and n > m. No
matter to which machine a job j € N is assigned, its processing time is equal to p;. We
denote the sum of all processing times by P = jen Dj /m and the largest processing

time by Pmax-

Definition 11.1. Let S*(m) denote a schedule that minimises an objective function F
on m identical parallel machines. For m > m, we define the machine impact as the

ratio

£ (57(m))
F(5*(m))

I(m,m) = (11.1)

Clearly, I(m,m) > 1 for any regular objective function F'. Using standard schedul-
ing notation, the scheduling problem of finding a non-preemptive schedule Sy (m)
that minimises an objective function F' on m identical parallel machines is denoted by
Pm/|| F'. The problems of finding an optimal preemptive schedule Sy (m) is denoted by
Pm |pmin]| F.

In this section, we focus on minimising the makespan. For a schedule S, the
makespan is denoted by Chax(S). Thus, F' = Cyax, and the problems under con-
sideration are Pm || Cpax and Pm |pmin| Chpax. Refer to Section 2.2.5 for individual
results on these two problems. Also see a recent focused survey on parallel machine

scheduling with makespan as the objective function, by Chen (2004).

Recall from Section 2.2.5 that problem Pm || Cyax is N P-hard for each m > 2,
while problem Pm |pmin| Cpax is polynomially solvable by a ‘wrap-around’ algorithm
due to McNaughton (1959). It is clear that for any schedule S (m) on m machines,
preemptive or not, the bounds (2.9) and (2.10) hold for the makespan Ciax (S(m)).

For the non-preemptive case, these bounds need not be tight.

If Ciax (S*(M)) = Pmax = = > £, for m > m, then Ciax (S*(M)) = Pmax and
I(m,m) = 1, irrespective of whether preemption is allowed or not. Thus, in general
there is no non-trivial lower bound on the machine impact for the problem of minimising
the makespan and we focus our attention on finding an upper bound on the machine

impact.

For problem Pm |pmitn| Cpax, McNaughton’s algorithm (see Section 2.2.5) requires
O(n) time and finds an optimal schedule Sy (m) with Ciax (S;(m)) = max {pmax, %}
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For this case, it is very easy to compute the machine impact I(m,m), i.e., the ratio

We know that Crnax (S;(m)) = Pmax implies I(m,m) = 1. On the other hand,
if Chiax (S;(m)) = %, then due to C\ax (S;(m)) > %,

Pm |pmitn| Cypax, the machine impact

we obtain that for problem

3D

I(m,m) < —. (11.2)
This bound is tight, which can be seen by considering an instance of the prob-

lem with min jobs of unit duration each. In this case, Cuax (S;(m)) = m and
Cax (S; (ffz)) =m.

Notice that the bound (11.2) will appear again in Section 11.3, as an upper bound

on the machine impact for the problem of minimising the total flow time.

Now we pass to considering the machine impact for problem Pm || Cax. Here the
situation is different because the optimal values of makespan are non-available. Still,

a tight upper bound on the machine impact

Crmax (S (1)

can be derived.

Theorem 11.1. For problem Pm || Cihax and m = um + v, where u and v are integers
such that u > 1, 0 <v < m — 1, the following bound

- Cuax (S),(m)) _ [m]
I(m,m) = Cone (S5 (7) < {E-‘ =u+1 (11.3)

holds and this bound is tight.

Proof: Take a schedule S (m) that minimises the makespan on m machines. We
show that this schedule can be transformed into a non-preemptive schedule S,,,(m) on

m machines such that

Chnax (S;,(m)) - Crnax (Spp(m))
Cmax (S:Lp(m)) B Omax (S;;p(m))

<u+l. (11.4)

In schedule Sy (M), split the m machines into v groups of u + 1 machines and
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m — v groups of u machines, and number these groups arbitrarily by the integers
1, 2,...,m. Create a schedule S,,(m) by assigning the jobs processed in schedule
Sy»(Mm) on the machines of the i-th group to machine M;, 1 <4 < m. In the resulting
schedule, there are v machines with a total load of at most (u+ 1) Ciax (S, (7))
each and m — v machines with a total load of at most ©wC\ax (S* (ﬁz)) each. Thus,

np
Crmax (Snp(m)) < (u+ 1) Chax (S;Zp(r?z)), as required.

To see that (11.3) is a tight bound consider an instance with m = wm+ v jobs, each
of duration m. In this case, in any optimal schedule S} (m) on m machines there are
v machines processing u 4 1 jobs each and m — v machines processing u jobs each, so
that Crax (S5,(m)) = (u+ 1) m. On the other hand, in schedule S () each machine

processes exactly one job, i.e., Cpax (S;p(m)) = m.

Thus, the bound of v + 1 on the machine impact remains the same even if all jobs

are identical. O

Notice that Theorem 11.1 is essentially an existence result; in particular it does not
provide an algorithm for finding a schedule S,,(m) that satisfies (11.4) without prior
knowledge of schedule Sy (/).

Recall from Section 2.2.5, that to solve problem Pm || Cyayx, Graham (1966) intro-
duces Algorithm LS (List Scheduling) which delivers a heuristic schedule Sys(m) with
a tight worst-case bound (2.6). Also recall, that if an LPT list scheduling algorithm is
used, the resulting schedule Sgpr(m), delivers a better bound (2.8).

In the following statement we further generalise this result on the performance of

the list scheduling algorithm.

Theorem 11.2. For problem Pm || Chax, let Sps(m) be a schedule found by Algo-
rithm LS. Then for any number m > 1 of machines the bound
Cmax (SLS'(m>> m—1

— <1+
Crnax (S;ip(m)) m

(11.5)

holds and this bound is tight.

Notice that for m = m, Theorem 11.2 is equivalent to the classical list scheduling
result by Graham (1966). For any m > 1, Theorem 11.2 can be deduced from the
statements established by Azar, Epstein and van Stee (2000) and Brehob, Torng and
Uthaisombut (2000), who in fact have proved that

<14 —= (11.6)
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for m > m. It can be verified that (11.6) holds for m < m as well, so that interchanging
the roles of m and m in (11.6) we obtain (11.5).

Since

Crnax (S;:p(m)) < Crnax (SLS<m)>
Crnax (52, (1)) = Conax (S, ()

it follows that Theorem 11.2 provides an estimate of the upper bound of the machine

impact I (m,m). This bound, however, is not tight in general, since for m = um + v,
v > 1, the right-hand side of (11.5) becomes u + 1 + (v — 1) /m, which is greater than
the bound of u + 1 established in Theorem 11.1. On the other hand, for v = 1, we see
that the inequality (11.4) holds. In particular, for u = 1,v = 1, we obtain that

Cmax S

Ilm,m+1) < (Ses(m)) < 2.

Chuax (S,’;p(m + 1))

Computing I(m, m + 1) is a problem that is of interest in its own right, since it

measures the influence of adding one extra machine.

Notice that Brehob, Torng and Uthaisombut (2000) demonstrate that the upper
bound in (11.6) can be improved, provided that not an arbitrary list schedule Sy 5(m) on
m > m machines is used, but a schedule S;pr(m) is used. The latter schedule is found
by a version of the list scheduling algorithm that works with a list of jobs renumbered
in accordance with the LPT rule. Brehob, Torng and Uthaisombut (2000) provide
upper bounds on the ratio Cpax (Sppr(Mm)) /Ciax (S;“Lp(m)) for m > m. However, for
our purposes, we need an upper bound on Ciax (Sppr(m)) /Crax (S,’;p(r?z)) without
prior knowledge of schedule Sy (m). Unlike the case of the general list scheduling
algorithm described above, the results of Brehob, Torng and Uthaisombut (2000) are

not transferable to estimating the latter ratio.

Even if a non-preemptive schedule on m machines is found by the LPT rule, the
established bound (11.4) on the machine impact cannot be guaranteed. Let Sppr(m)
be a schedule on m machines found by the LPT list scheduling algorithm, while S ()
be an optimal schedule on m = um + v machines, where u and v are integers such that

u>1,1<wv<m. Below we demonstrate that there are instances of the problem for

which o (S (m)) .
max Lpr\m
— 14+ —. 11.7
Coe (S () T 3 (11.7)

2m—+1

Assume that v > = and consider an instance with (u 4 1) m +3v — 1 jobs which

consists of:
e (u— 1)m jobs of duration 3m each;
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e m pairs of jobs of durations 2m,2m —1,...,m + 1;

e 3v — 1 jobs of duration m.

There exists a schedule S* (m) with Cyax(S*(m)) = 3m. In this schedule, each of
(u — 1) m machines processes a job of duration 3m, and each of the v — 1 machines
processes three jobs of duration m each. The remaining jobs are in fact m + 1 pairs of
jobs of duration 2m,2m —1,...,m + 1, m and they are distributed over the remaining
m + 1 machines in such a way that each of these machines processes exactly two jobs

with the total processing time of 3m. If m is even, the respective pairs of jobs are given
by

(2m,m),(2m,m),(2m —1,m+1),2m—1,m+1), -,

(gm+1,gm— 1) , (gqul,%m—l) , (;m,gm> )
while if m is odd, the following pairs are used:

(2m,m),(2m,m),2m —1,m+1),2m -1, m+1),---,

3m+1 3m—1 3m+1 3m-—1
2 72 ’ 2 72 '

In schedule Sy pr(m) the jobs are taken in the LPT order and are assigned to m

machines. Thus, in Syppr(m), on each of the m machines, there will be (u — 1) jobs of
duration 3m each, such that each of the m machines have a slot of duration 3m (u — 1).
The next slot is of total duration 3m + 1; here each of the machines processes exactly
two jobs with the total processing time of 3m + 1. If m is even, the following pairs are

assigned to the m machines
2m,m+1),2m,m+1),2m—-1,m+2),2m—-1,m+2), -,
’ +1 > ; +1 5
-m -m -m -m
2 "2 "\ 2 "2 ’

while if m is odd, the following assignment is used:

3 13 1
(2m,m+1),(2m,m+1),(2m—1,m+2),(2m_1’m+2)’_”’( m+1 3m+ )

2 72

Since 3v — 1 > 2m, the remaining 3v — 1 jobs each of duration m are processed

in three time slots of length m each. Thus, we have that Cpay (S*(m)) = 3m and
Chax (Sepr (m)) = 3m(u—1) 4+ 3m+1) +3m = 3m(u+1) + 1, so that for the
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described instance, (11.7) holds.

11.3 Estimating Machine Impact: Total Flow Time

In this section, we consider problem Pm || F with I = > C}, i.e., the problem of
minimising the total flow time on m identical parallel machines My, M, ..., M,,. We
derive bounds on the impact that adding extra machines may have on this objective

function.

There are two points of differences between problem Pm||)  C; and problem
Pm || Chax from Section 11.2:

e as proved by McNaughton (1959), for problem Pm || ) C; preemption, if allowed,
does not reduce the value of the function, so that we may consider only non-

preemptive schedules;

e as proved by Conway, Maxwell and Miller (1967), problem Pm || > C; is solvable

in polynomial time.

For problem Pm || C;, let S*(m) be an optimal schedule and let G(5*(m)) denote
the optimal value of the total flow time. It follows from (2.15) that

615" (m) = 30 G5 (5" m) = s | 2. (1.9

provided that the jobs are numbered in accordance with the LPT rule (2.7).

Thus, the machine impact I(m,m) for problem Pm/||>_ C; can be written as

I(m, ) = G(S*(m)) _ Z?ﬂ Dj (%W
s m) San i

To derive bounds on I(m,m) for problem Pm ||} Cj;, let us first start with finding
the bounds on I(m,m + 1), for problem Pm |p; = 1] > C; with unit processing times.

Later, we shall extend the obtained results to the general case.
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11.3.1 Unit Processing Times
In this subsection, we derive both upper and lower bounds on the machine impact
I (m,m + 1), provided that p; = 1 for each job j € N.

In our working, we use a closed form formula for computing the total flow time

G(S*(m)) for an optimal schedule on m machines.

Lemma 11.1. For problem Pm|p; = 1| C; the objective function can be computed
by
[ n m|n
as m) =S| L :({—J 1)( —-{-J). 11.9
<<m>>;[m] 21 y1) (- 2| 2 (119)
Proof: The proof is similar to that of Theorem 5.1 in Chapter 5. Recall that

ats'm) = [ 2]

J=1

due to (11.8). Assume that j = km + r, where k € {0,1,...,|2]| —=1},1<r <m,

m

and rewrite

G(5*(m)) =

gt
I
- 1
z
3—I—
3
+
i
3
ﬁ
- 1
5=
33
+
=
_ 1

it
=1
NERNANGE
<
Il

—
™
+

3=

£
Il
o
S
Il
—
S
Il
—_

Since (%W = 1, we deduce

R n-m| ;]
G(5*(m)) = (k+1)+ ({%J +1)
k=0 r=1 r=1
21
= m 3 e (e [ T ([ +1),
k=0
and the required formula (11.9) follows immediately. O

Upper bound

The purpose of this subsection is to prove the following statement.
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Theorem 11.3. For problem Pm |p; = 1| C; the bound on the machine impact

22';1 (%W < m+1.

I(m,m+1)= ST TS (11.10)
Define the sequence
AU%:m[iW—On+D[—l—w,jeN. (11.11)
m m+1
To prove (11.10), we show that
iA(j) <0. (11.12)

We start with the statement that shows that the sequence A(j), j € N, is periodic.

Lemma 11.2. The sequence A(j), 1 < j < n, defined by (11.11) is periodic with a
period of m(m+1), so that for each j < n—m (m + 1) the equality A(j+m(m+1)) =
A(j) holds.

Proof: Take an arbitrary j, 1 < j <n —m(m+ 1). The following argument

AU+mW+D):7nliﬂmi21%m+D[

j+an+U1

m+1

= m %W +m(m+1)—(m+1) [#ﬂw —m(m+1)

- '4 (m+1) [L] — A()

m m—+1

proves the lemma. []

Consider the first m (m + 1) elements of sequence A(j), 1 < j < n, and call it a
block. 1t follows from Lemma 11.2 that the sequence A(j), 1 < j < n, is a collection of
several blocks each containing m (m + 1) elements, possibly followed by an incomplete
block with less than m (m + 1) elements. It appears that each full block can be further
subdivided into m sequences of m-+1 elements each, which we call patterns. For a block
A(j), 1 < j <m(m+1), its g-th pattern is given by the elements {(¢ — 1) (m + 1) +
L(g—1)(m+1)+2,...,q(m+ 1)}, where 1 < g <m.

The following statement proves that the sum of the elements in each pattern is

negative.
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Lemma 11.3. For each pattern q, 1 < q < m, of the first block of elements A(j),
1<j<m(m+1), of sequence (11.11), the relation

q(m+1)

> A(j) =—q<0

J=(qg=1)(m+1)+1

holds.

Proof: It is easy to see that foreach j € {(¢ — 1) (m + 1) + 1,...,q(m + 1)} within
the pattern, the value of [#J is equal to q. However, the value of the expression (%w

does not remain constant for the entire range of j within the pattern and is given by

M:{q, je{la=D(m+1+1,...qm}

m g+1, je{gm+1,....q(m+1)}

We rewrite
q(m+1) qm j J
X = 3 (e [2])
j=(g—1)(m+1)+1 j=(g—1)(m+1)+1
q(m+1) . .
3 (] [55])
A m m+1
Jj=qm-+1
qm g(m—+1)
= Y mg-m+Dg+ Y (mg+1D) - (m+1)g).
J=(g—1)(m+1)+1 j=qm+1

In the right-hand side of the last expression, the first term reduces to (—¢q) taken

m — q + 1 times, and the second term reduces to m — ¢ taken ¢ times, so that

(g+1)m

Y A =-(m—q+1)gtqgm—q) =-q<0,
j:(q—l)(m+1)+1

which proves the lemma. O

In sequence (11.11), the sum of the elements of each complete block is equal to the
sum of the elements of all its patterns and is, therefore, negative due to Lemma 11.3.
Besides, in sequence (11.11) the last block may be incomplete, i.e., may contain less
than m (m + 1) elements, or, equivalently, less than m complete patterns of m + 1
elements each and one incomplete pattern, of less than m + 1 elements. Due to
Lemma 11.3, each complete pattern will make a negative contribution to the sum

of the elements of sequence (11.11). As seen from the proof of Lemma 11.3, each in-
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complete pattern will have less positive elements than a complete pattern. Thus, the
sum of the elements of an incomplete pattern is less than what it would have been,
if that pattern were complete. We conclude that an incomplete pattern also makes a
negative contribution to the overall sum of the elements of sequence (11.11). Thus,
(11.12) holds, and the required upper bound (11.10) is proved.

Lower bound

We now derive a lower bound on the value of the machine impact I(m,m + 1) for
problem Pm |p; =1|)  C;; recall that we only need to consider the instance with
n > m; otherwise the problem is trivial. Notice that Pm |p; = 1| > C; is the only
problem from the range under consideration for which a non-trivial lower bound on
I(m,m) exists; for the rest of the problems the lower bound is 1 and is tight; see
Section 11.2 for a discussion of a lower bound on the machine impact in the case of

minimising the makespan.

Below we prove the following statement.

Theorem 11.4. For problem Pm |p; = 1| C; the bound on the machine impact

1 . .
1+ 5=—, if nis even

. o (11.13)
1+ 3-—, if nis odd

I(m,m+1)2{

holds.

We only prove the top inequality in (11.13) and demonstrate tightness of both

bounds. Define the sequence

B(j) = (3m—1) [ﬂ —3m [mLJrJ , j€N. (11.14)

To prove the top inequality in (11.13), we show that
> B(j) = 0. (11.15)
j=1

Similar to Lemma 11.2, we can prove that the sequence (11.14) is ‘quasiperiodic’.

Lemma 11.4. For each j < n—m (m + 1) the equality B(j+m(m+1)) = B(j)+2m—1
holds.

201



CHAPTER 11. IMPACT OF ADDING EXTRA MACHINES

The sequence of B(j), 1 < j < n, can be split into blocks of m(m+1) elements each
(plus, possibly, an incomplete last block) defined exactly as the blocks of the sequence
A(j), 1 < j < n, in Section 11.3.1. Furthermore, each complete block can be split
into m patterns of m + 1 elements each, similar to the patterns of the sequence A(j),
1 < j <n, in Section 11.3.1.

Suppose that all patterns in the first block with the elements 1,2,... ,m (m + 1)
are complete. The proof of Lemma 11.3 can be modified to show that the sum of a
pattern ¢, 1 < ¢ < m, in the first block is equal to 2¢ (m — 1), and the sum of the

3 — m. Besides, it can be

elements of the first block is equal to > /" 2(m —1)¢ =m
easily verified in light of Lemma 11.4, that each element of a block other than the first

is strictly positive.

We only need to address a situation that the first block contains an incomplete
pattern. As in Section 11.3.1, for the first block the g-th pattern starts with at most
m — q + 1 negative entries, each equal to —¢q, where ¢, 1 < ¢ < m. The first pattern in
the first block must be complete, since otherwise n < m + 1. If the first block contains
an incomplete pattern ¢ = v, 2 < v < m, then the negative contribution from the
v-th pattern is compensated by the positive contribution from the preceding complete

patterns, since Z;’;i 2¢(m —1) > (m — v + 1) v, where the equality holds for v = 2.

Thus, the inequality (11.15) holds and the required lower bound is proved. To
establish the tightness, notice that the reasoning above implies that the sum of the
elements B(j), 1 < j < n, is the smallest if its last element n is the (m — 1)-th element

of the second pattern of the first block, i.e., n = (m + 1)+ (m — 1) = 2m. If n is even,

then .
> B(j) =0,
j=1

and the impact factor I(m,m+ 1) is equal to 1+ The behaviour of the machine

1
3m—1"
impact and its bounds is illustrated by Figure 11.1.

If n is odd, we can apply a similar reasoning to demonstrate that I(m,m + 1) is

bounded from below by 1 + ﬁ, the equality holds for n = 2m — 1. Indeed, for this

n

instance we have | 2| = |-2-| =1 and by (11.9) we deduce that

G(S*(m)) = 2 ((Zm 1) - %) —3m —2;

G(S*(m+1)) = 2 ((2m 1) - mTH> = 3m — 3,

as required.
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1.5 Y
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Figure 11.1: The graphs of I(m, m + 1) and its lower and upper bounds for problem
Pm|p; =1|> C; with n = 50

Furthermore, we can use (11.9) to explain the behaviour of function I(m,m + 1).
Indeed, for the values of m larger than n/2, we derive that G(S*(m)) = 2n — m and
G(S*(m+1)) = 2n —m — 1, so that I(m, m + 1) is monotone increasing. However,
for m smaller than n/2 the function I(m,m + 1) is not monotone, which is due to
‘jumps’ in the values | 2| and |25, which contribute to G(S*(m)) and G(S*(m +
1)), respectively. More precisely, it can be proved that when for some m = m’ the
inequalities I(m’ — 1,m’) > I(m/,m' + 1) and I(m/,m’ + 1) < I(m’ + 1,m’ + 2) hold,
i.e., when I(m',m’' 4+ 1) is a local minimum, then m’' = [n/r| for some integer r, with

the global minimum achieved for r = 2.

11.3.2 Arbitrary Processing Times

We first prove that mT“ remains an upper bound on the machine impact I(m, m + 1)
for problem Pm || ) C; with arbitrary processing times, and then extend this result

for the general impact I(m,m).

Recall that the jobs are numbered in the LPT order, in accordance with (2.7).
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What we need to prove in order to estimate I(m,m + 1) is the inequality

ijAj <0,
=1

where A(j), 1 < j < n, is the sequence defined by (11.11). Also recall that the latter
sequence is periodic by Lemma 11.2 and can be split into blocks, each of which is in

turn split into patterns; see Section 11.3.1 for details.
We start with looking at a complete pattern of the first block.

Lemma 11.5. Let {(¢— 1) (m+ 1)+ 1,...,qg(m + 1)} be the g-th pattern of the first
block of sequence (11.11), and that pattern is complete. Then

q(m+1)

> piA < —qpgm < 0.

j=(g—1)(m+1)+1

Proof: As follows from the proof of Lemma 11.3, each of the first m—q+1 elements
of the pattern of sequence (11.11) under consideration is equal to —¢, while each of the

remaining ¢ elements is equal to m — ¢. Thus,

g(m+1) qm q(m+1)
> pjA; = —q > pitm—q > p
J=(g—=1)(m+1)+1 J=(g—1)(m+1)+1 j=qm-+1

Due to the LPT numbering of the jobs, we deduce

q(m+1)

> o pid; < —qm—q+Dmin{p|(g—1)(m+1)+1<j<qm}+
j:(q—l)(m+1)+l
+(m — q) gmax {p;lgm + 1 < j < q(m + 1)}

= —q(m—q+1)pem + (M — q) qPgm+1
< —q(m—q+1)pgm + (M — q) @Pgm = —qPgm < 0,

as required. O

Now we are ready to present the main result of this section.

Theorem 11.5. For problem Pm/|| > C;, the following bound holds

~y_ 2G5 (57(m))
o) = 6 5 ) =

and this bound is asymptotically tight.

(11.16)

3D
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Proof: For m = m + 1 the theorem follows immediately from Lemma 11.5. Due
to the periodic nature of the sequence (11.11) guaranteed by Lemma 11.2, we can
extend Lemma 11.5 to any complete pattern of any block. If there is an incomplete
pattern that finishes the sequence (11.11), then the sum of products p;A; for j that
belong to that pattern can easily be proved negative. As proved in Section 11.3.1, such
a pattern of the sequence (11.11) either contains only negative values or all negative
values and less positive values than it would if it were complete. This implies that
Itm,m+1) < (m+1)/m.

Multiple application of the latter inequality gives us

G(S*(m)) < mT“G(S*(m +1)) < MEIM A2 g 4 9))

m—+1
(m+1)(m+2)---m
m(m+1)---(m—1)

< G(5*(m)),

so that (11.16) holds.

To see that this bound is asymptotically tight, consider an instance of problem
Pm||>" C; with n = Wm(m + y) jobs of unit duration each, where y > 1 and W is a
large positive number. We compare G(S*(m)) and G(S*(m)) for m = m + y. For this

instance, we use (11.9) to compute

mW(m+y)(Wm+ Wy +1)

G(8*(m)) = . ,
. m+y) Wm(Wm + 1
G(S*(m+y) = (m+y) 2( )
Thus, as W — oo the ratio
o (Wm+Wy+1)
] pu
approaches mTﬂ’ = % O

It is easy to verify that for problem Pm || > C;, a tight lower bound on I(m,m) is

1, which is achieved for instances with a very long job.
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11.4 Cost-Effective Choice of The Number of Ma-

chines: Makespan

In the previous sections, we have derived bounds on the machine impact that show
how a scheduling performance measure F' (either the makespan or the total flow time)
is affected by the arrival of extra machines. In reality, adding a machine cannot be
seen free. From now on, we address the problem of making a cost-effective choice of
the number of machines to minimise a function that captures the trade-off between the

value of F' and the cost of using the machines.

Formally, assume that using a machine incurs a cost K, and we are interested in

minimising the total cost function
O(m) = w F(S* (m)) + waK'm,

where S*(m) denotes an optimal schedule with m parallel machines to minimise an
objective F' € {Cpax, y_ C;}, while w; and ws represent positive weights associated
with the contribution of the scheduling objective and the machine cost, respectively.

The above objective function can be normalised and be rewritten as

®(m) = F(S* (m)) + km, (11.17)

where the normalised cost of using each machine is denoted as k := %

In this section, we handle the problem with F' = Cp.., for both the preemptive
and non-preemptive cases. For the preemptive case, we present a linear time algorithm
for finding the number of machines that minimises function (11.17). For the non-
preemptive case, we analyse a worst-case behaviour of an approximation algorithm

that accepts the number of machines that is optimal for the preemptive counterpart.

11.4.1 Preemption Allowed

We start with the preemptive version of the problem of minimising the total cost. We

denote the total cost function by ®,(m), provided that the scheduling objective is the

makespan; the subscript “p” is used to indicate preemption. Thus,

®p(m) = Cmax(S, (m)) + K,
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where S (m) is an optimal preemptive schedule on m machines. Let m,, denote the
optimal number of machines, i.e., ®,(my) < ®,(m) for all values of m > 1. Recall that
for the optimal makespan for problem Pm |pmitn|Ch.y, the lower bounds (2.9) and
(2.10) hold.

Define m; as the smallest number of machines for which the duration of the longest

job is either larger than or equal to the average machine load, i.e.,

my = [ P 1 . (11.18)

pmax

Thus, we can consider function ®,(m) as

o, (m) ['y(m), form > my
m) =
P Fa(m), for 1 <m < my,

where

F1 (m) ! = Pmax + KM,
P
Lo(m) @ = p + km. (11.19)

Obviously, m; minimises I';(m), since adding another machine incurs extra cost

without changing the makespan py.x. Let ms be such that

[y (m2) = min{T'y (m) |1 <m < my}.

If we have I'; (my) < T'y (m2), then m; = m;, otherwise, my = ms.

Notice that function I'y (m) is exactly of the same shape as the total cost function
of the EOQ model of inventory control, this topic being a part of any standard OR
curriculum; see, e.g., Winston (1994). Function I'y(m) is convex and its global mini-

mum is achieved for m = u, found by the formula, similar to the famous “square root”

EOQ formula:
P
=4/ . 11.2
p= (11.20)

In what follows, we assume that the coefficient x is such that p < n; otherwise
function T's(m) reaches its minimum for m = n. Notice that % = K, so that the
smallest value of I'y(m) is equal to 2ku. Notice that for k = 1, the value of 2ku
becomes 2v/P, which complies with a lower bound on the total cost used by Imreh and

Noga (1999) as well as in other online studies cited in the introduction.
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Figure 11.2: An example of graphs of the functions I'y(m), I's(m) and ®,(m)
Due to the convexity of I';(m), we observe that

< Km, m < [ (11.21)

> km, m > [.

SRRV lav

If © > my, then function I'y(m) decreases for m € {1,2,...,m; — 1}, so that
['y(my — 1) might be smaller than T’y (m4). For p < my, if u happens to be integer, we
take mg = p. Otherwise, due to the convexity of function I'y(m), its integer minimum
is delivered either by m' = || or m” = [u], depending on which of these two values

returns a lower value of function T's (m).

Figure 11.2 illustrates how function ®,(m) is formed. In the taken instance, k = 2.8,
P = 108 and ppax = 25. In this case the graphs of I'y(m) and I's(m) intersect at
m = 4.32, while y = 6.21059. In this case, my < m; < m’ < m”. For other instances
other relative orders of these four values are possible. Algorithm 1 below describes how

to find the one that delivers the minimum of function ®,(m).

Algorithm 1

INPUT: Jobs of set N = {1,2,...,n}; normalised cost k of using each machine.
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OUTPUT: The cost-optimal number of machines m;.

Step 1. Determine the values of P and ppa.c. Compute m; by (11.18) and define

[—
mp =mj.

Step 2. Compute p by (11.20). If [p] < my, go to Step 3; otherwise define my =
my — 1, if T'y (my) < T'1(my) redefine my := my. Go to Step 4.

Step 3. Compute m' := [u] and m" := [u]. Define m; := m’ and, if Ty (m") <

[y (m') , redefine my := m”.

Step 4. Output my and ®,(m;). Stop.

The running time of the Algorithm 1 is O(n), provided the square root operation
takes constant time. The algorithm outputs the optimal number of machines m; and
) can be

the optimal total cost ®,(m;). The corresponding optimal schedule S (m*

p p
found by McNaughton’s algorithm in O(n) time. For the instance illustrated in Fig-

ure 11.2 Algorithm 1 outputs my; = my = 4 found in Step 2.
Thus, the following statement holds.

Theorem 11.6. Algorithm 1 finds the optimal number of machines my, the optimal

cost ®,(my) and the corresponding preemptive optimal schedule S} (m;) in O(n) time.

11.4.2 No Preemption Allowed

Now we pass to the non-preemptive version of the problem. We only may look for an
approximation algorithm, since problem Pm || Cpax is N P-hard. We denote the total
cost function by ®,,,(m); the subscript “np” is used to indicate that no preemption is
allowed. Thus,

Ppp(m) = Cinax(Syy, (M) + K,

where Sy (m) is an optimal non-preemptive schedule on m machines. Let m.,  denote

the optimal number of machines, i.e., ®,(m;;,) < ®,,,(m) for all values of m > 1.

As a part of our algorithm we need to be able to describe a procedure for finding
a non-preemptive schedule with a given number of machines and compare the found
makespan with the makespan of the optimal preemptive schedule with the same number
of machines. This brings us to a discussion of the power of preemption in the context

of scheduling on identical parallel machines.

Recall from Section 2.2.5, that for problem Pm || Cyyax the power of preemption, i.e.,

the maximum ratio Crax (S5, (1)) /Cmax(S; (m)) across all instances of the problem at

209



CHAPTER 11. IMPACT OF ADDING EXTRA MACHINES

hand is given by (2.11). In particular, Braun and Schmidt (2003) show that the bound
(2.11) holds if an optimal non-preemptive schedule Sy (m) is replaced by a heuristic
schedule Sy pr(m), which is found by an LPT list scheduling algorithm. Note that it

requires O (nlogn 4+ nm) time to compute a heuristic schedule Sy pr(m).

Below we present an algorithm that in O(nm) time outputs a non-preemptive sched-

ule that allows us to give better estimates of the power of preemption.

Algorithm 2
INPUT: Jobs of set N = {1,2,...,n}; m identical parallel machines.

OUTPUT: A heuristic schedule S,,(m).

Step 1. Compute P, and find p,,, the m-th largest value among p;, j € N. Identify
m — 1 values of the processing times for which p; > p,, and renumber the jobs in

such a way that

D1 > D22 2 P,

while the remaining jobs are taken in an arbitrary order. Determine the index g,
0 < g <m —1, as the smallest index such that
P—=3"Y_p;
m-—4g
Step 2. For 1 < j < g, taking the jobs in the order of the obtained numbering, assign
job j to machine M;. Complete the obtained partial schedule by assigning the
remaining jobs to machines Myyq, ..., M,, by Algorithm LS. Call the resulting
schedule S,,,(m) and stop.

Finding p,, in Step 1 requires O(n) time by the median technique. Renumbering the
jobs needs O(mlog m+n) time, determining g takes O(m) time and Step 2 needs O(nm)
time. Thus, the overall running time of the algorithm is O (m (n +logm)) = O(nm),

due to n > m.

Theorem 11.7. For the problem of scheduling n jobs on m identical parallel machines

Algorithm 2 finds a non-preemptive schedule Sy,(m) for which either Crax(Spp(m)) =

p1 or

2 ) P — ng':ﬂgj

<(2-
ComSup(m) < (2= -2 ) =2

(11.22)

the latter bound being tight.
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Proof: The makespan of the obtained schedule S,,(m) is either equal to the largest
load of machines M, ..., M, or to the largest load of machines Myq,..., M,,. In the
former case, Cpax(Snp(m)) = p1, i.e., this schedule is optimal. Otherwise, let k be a

job that terminates schedule S,,,(m). Assume that job k starts at time 7, so that

Cmax (Snp(m)) =T+ Pk

Recall that the greedy nature of Algorithm LS implies that all m — g machines are

permanently busy in the time interval [0, 7], so that

P =3 pj— Dk
m—g '

T <

Thus, we deduce

P =37 1p —g—1
Cmax (Snp(m)) S 2]71 d + = J Dk-
m-—yg m-—yg

Furthermore, pi, < p,, < -+ < pgo, e,

2 jmgi1Pi +pk<P—Z§:1Pj
m—g+1 — m-—g+1"

Pr <

Finally, we derive

Cinax (Sup(m)) < P_Zgzlpu(m_g_l)]g_zgﬂpj
max np =

m—g m—g m—g-+1

:<1+m—g—1>P—Z§:1pj:(2_ 2 )P—Zﬁzlpj

m—g-+1 m—g m—qg-+1 m—g

I

which proves (11.22).

To see that the bound (11.22) is tight, take a positive integer m and a non-negative
integer ¢ less than m. Consider an instance with m machines and m + 1 jobs, that
contains jobs 1,---, g with the processing time m — g + 1 each, and jobs g +1,---,
m+1 with the processing time m — g each, where m is a positive integer and g is a non-
negative integer less than m. We have that P=g(m —g+ 1)+ (m —g+1)(m —g) =
m(m — g+ 1) and pmax = m — g + 1, so that Crax(S;(m)) =m — g + 1.

In an optimal non-preemptive schedule S:Lp(m) each job 5,1 < j < g, is assigned
to an individual machine; without loss of generality, this can be machine M;. The

remaining m — g + 1 jobs are processed on machines Mg, -+, M,, and each of these
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machines will process exactly one job, except one machine that will process two jobs.
Notice that this schedule is exactly schedule S,,(m) found by Algorithm 2. It can be
checked that

Cmax (Snp(m)) . Cmax(s:bp(m)) o 2
%ﬁzglm B Cmax(S;<m)) B (2_m_g+1).

Indeed, Crnax (S, (1)) = Crnax(Snp(m)) = 2m — 2g and

P Z 1p] *
- ]g =m—g+1=Cnax(S;(m)),
so that . Zg
2 —2=1Pi B
(2— m—g—i—l) g =2m — 29 = Crax(Snp(m)).

]

For our purposes, we need the following statement that follows from Theorem 11.7.

Corollary 11.1. For the problem of scheduling n jobs on m identical parallel machines

Algorithm 2 finds a non-preemptive schedule S,,(m) such that either

Conas (Sup()) < (2 - m%l) L (11.23)

ifpmax:p1§£ and g =0, or

Consl ) < (2= =2 ) (11.24

ifpmaX:p1>£ Gnd921

Proof: The bound (11.23) emerges if Theorem 11.7 is applied with ¢ = 0. On the
other hand, from Theorem 11.7 for g > 1, we get

m—g+1 m—g

Omax<snp<m>>g(z_ 2 )P Siapi

Since by definition of ¢ the inequality

P — Zg 1Pj

>
Ps m—g+1

)
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holds, we deduce that
g
pg(m—g)>P =) pj
j=1

which leads to (11.24). O

Since P/m and p, are lower bounds on the value of Cpax(S,(m)), the inequalities
(11.23) and (11.24) give refined tight upper bounds on the power of preemption for

identical machines.

Now we come back to designing an approximation algorithm for minimising the
total cost function ®,,, (m). Our algorithm will take the candidate number of machines
found by Algorithm 1 and then use Algorithm 2 to find a non-preemptive schedule with

the chosen number of machines.

Algorithm 3
INPUT: Jobs of set N = {1,2,...,n}; normalised cost k of using each machine.

OUTPUT: A cost-optimal heuristic solution for the problem of minimising the makespan

of the non-preemptive case.

Step 1. Run Algorithm 1 to find the number of machines m; that is optimal for the

H.=mr.

preemptive version of our problem. Define m »

Step 2. Run Algorithm 2 to find a non-preemptive schedule Sy, (m*). Output m*,
Chnax (Snp (m)) and @,,, (m”).

Step 1 of Algorithm 3 requires O(n) time, and then Step 2 applied with the found
m! additionally takes O(n) time. It appears that the worst-case performance of Algo-
rithm 3 depends in which step of Algorithm 1 the value m; is found; in other words,
that depends on the sign of the difference m; — [p]. This is why our analysis of

Algorithm 3 is done in two separate statements.

Theorem 11.8. For m = my, € {my,ms} found in Step 2 of Algorithm 1 the bound
<2-— — (11.25)

holds, and this bound is tight.

Proof: Since the makespan of the best non-preemptive schedule with m machines is
no smaller than the makespan for the best preemptive schedule with the same number
of machines, it follows that ®,,, () > ®, (m},) > &, (m?).
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If my = my = my — 1 (see Figure 11.2 for an illustration), then Ciax (S; (mg)) =
P/ms > pmax and we deduce
np (mH) < D, (m2) - D, (Mmy) . Cmax (S;p(mQ)) + KMy

0]
O, (mz,) = ®p(ma)  Ta(ma) o 4 KMy

Algorithm 2 applied to m = my will find g = 0, so that (11.23) holds for schedule
Snp(mg). Thus,

2 P
D, (mH) < Cmax (Snp(m2)) + kmy < (2 - m2+1) T KM
®,, (m;p) - m% + KMo - m% + KMo '

The last fraction decreases in kmas, so that we can replace it by zero to achieve

@, (m') (2 - mf+1> e 2 2
< = =2 =2 =
Dy (M) T ma + 1 my

as required.

It my, = my then Chax (S;(ml)) = Pmax > P/m; and we deduce

q)np (mH) < q)np (ml} _ (an (ml) _ Cnax (Szp(ml)) + Ky
(I)np (m;klp) N (I)p (ml) Fl (ml) Pmax + KMy .

Algorithm 2 applied to m = m; will find that ¢ > 1, so that (11.24) holds for

schedule S,,,(my). Therefore,

2
Dy (2 - m1—g+1> + KMy

np (m;klp> Dmax + KM

In the worst case, g = 1 and p; = pmax. Replacing kmy by zero as above, we obtain

By () o (2-3) o

O, (ms,) ~ Pmax my’
To see that the bound (11.25) is asymptotically tight, consider an instance with
m + 1 jobs, that contains one job with the processing time m and m jobs with the
processing time m — 1 each, where m is a positive integer. The value of the constant s
is less than 1. It follows that m; = m and p = \/mz—//-ﬁ > m, so that my =my — 1 =
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m — 1. Since I'1(m1) = m + xkm and I'y(may) = Wzn—jl + k(m —1), we deduce that
H

*

my = m; = m due to a small value of x. Taking m as m

preemptive schedule on m machines in which each machine processes one job, except

we find the best non-

one machine that processes two jobs of duration m—1 each, i.e., Crnax(S;;,(m)) = 2m—2
and ®@,,(m) = 2m — 2 4+ km. On the other hand, the total cost function reaches its
minimum for m;,, = m + 1, so that in schedule S} (m + 1) each machine processes
exactly one job. Thus, Cuax (Si,(m +1)) = m and ®py(m + 1) = m + & (m+1).
Thus,

Dp(m)y Dy (m) 2m—24km
®,p(m3,) S0, (m+1) m+r(m+1)
As k approaches zero, the ratio goes to 2 — % This proves the theorem. O

The next statement establishes an improved performance of Algorithm 3, because
for my > [p] the machine cost xkm makes a larger contribution to the total cost

function.

Theorem 11.9. For m = my € {m',m"} found in Step 3 by Algorithm 1 the bound

% < ; _0 (ﬂi) (11.26)

p

holds, and this bound is tight.

Proof: We know that ®,,(m ) > ®,(m;,) > ®,(m;), where either m} = m” or

* o)
mp—m.

If ms =m", ie., if ®,(my) =Ty (m") we deduce from (11.23) with m = m” that

D, (mH) B @, (m") B Chax (S:bp(m”)) + km”
P

wp (mz,) = Ta(m”) B L+ km
Clame (S3(m™) (2= —2) + "
B Lt km” '

Notice that due to the choice of m” the equality Cax (Sj(m” )) = £ holds, so that

By (") _ (2 )
D, (m;p) - nf,, + km/”

The last derived expression is decreasing in km”. Since m” > p, it follows from
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(11.21) with m = m” that

IA
S\
£

2
_3Twm 31 3 _,(4
2 2 w1 2 C\m)

Now, assume that m; = m’, i.e., that ®,(my;) = 'y (m). We deduce

b () _ ) _ (2 oir)
By (mz,) —  Ta(m) L+ kv
Q@) e
B L+ kv '

Applying (11.21) with m = m” =m’ + 1, we get

P

v <k(m'+1),

which implies
m'P ,
— s < KMm.
(m'+1)

Using this lower bound on the cost component, we obtain

D, (mH) < (2 - m'2+l) % + %
q)np (m:p) B % + (mn7+li)2

3 m' + 3 3 0(1)
2 2(m)*+2m +1 2 ms )

To see that the bound (11.26) is tight, consider an instance with m + 1 jobs, each

with the processing time m, where m is a positive integer. In the objective function,

set K = mT“ It follows that m; = m + 1 and my = u = m' = m” = m. Since
Ly(my) = m+ % = 2m + 2+ = and Ty(mg) = 2(m + 1), we deduce that m} =

my = m. Taking m as m we find the best non-preemptive schedule on m machines in
which each machine processes one job, except one machine that processes two jobs, i.e.,
Crmax(S},(m)) = 2m and ®,,,(m) = 2m + (m + 1) = 3m + 1. On the other hand, the
total cost function reaches its minimum for m}, = m+ 1, so that Crax (S;,(m + 1)) =
m and ®,,(m+1) =m + (mt1)? Thus,

m
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®,,,(m™) _ Pup(m)  _ 3m+1
(i) Brp(m 1)y Gl
B 3m? +m 3 m—+ % 3 0 1
2m2+2m+1 2 2m24+2m+1 2 m)
This proves the theorem. O]

We have conducted a series of computational experiments to evaluate the perfor-
mance of Algorithm 3. For that purpose, we have generated 100 instances of the
problem with x € {1,5,10} and n € {50,100,500}. For each combination of £ and n,

we used six probability distributions to draw the processing times from:

Unil, Uni2: uniform distribution over [1,40] and over [1, 100], respectively;

Norm1, Norm2: normal distribution with a mean of 20 and a standard deviation of

5, a mean of 50 and a standard deviation of 10, respectively;

Expl, Exp2: exponential distribution with a mean of 20 and with a mean of 50,

respectively.

The use of different distributions is justified by the fact that theoretically the per-
formance of the algorithm is affected by the optimal number of machines for the pre-
emptive counterpart of the problem found in Step 1 of Algorithm 3, and that in turn

depends on the presence of a long job in the instance.

Algorithm 3 has been programmed in MATLAB 7.12.0 on an Intel Core i7-2670QM
CPU at 2.20 GHz and 6GB of memory. The CPU time required to run the whole set

of experiments, i.e., a total of 5400 problems, is less than 12 sec.

For each combination of a probability distribution and the values of x and n, the
corresponding cell of Table 11.1 reports three pieces of information. In the top line,
the string of the form x/x5/y1/y> shows that out of 100 instances, the case m; = m,
or my = my has been observed ; and z, times, respectively, while the case m; = m’ or
m;, = m" has been observed y; and y, times, respectively. In the bottom line, the string
of the form z; /25 shows the average value (z1) and the maximum value (z3) of the ratio

®,,(mH")/®,(m?). Notice that in our computation we use ®,(m?*) as a lower bound

P P
on ®,,(m;,,). For example, in the top left corner cell, we see that among 100 instances
with 50 jobs and x = 1 with the processing times drawn from distribution Unil, mj is
never equal to m’ or m”, while for 37 instances m;, = m; and for 63 instances m; = m,.

Besides, the average value of ®,,(m")/®,(m}) is 1.1692, with a maximum of 1.2516.
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Problem | Effect | Running Time

[Attach | separate | table here]

Table 11.1: Results of computational experiment for Algorithm 3
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We think it is important to be aware how often a particular m;, has been observed.
Recall that for m; € {m’,m"} Algorithm 3 has a better theoretically proved worst-
case performance than for m; € {mi,my}; see Theorems 11.9 and 11.8, respectively.
Apart from the exponential distributions, a clear separation is observed, i.e., either
my & {my,ma} or my & {m',m"}, with one exception in each column Norm! and

Norm?2 for k = 1.

For mj ¢ {m’,m"}, the worst performance has been observed for Norm2 distrib-
ution with £ = 1 and n = 50; the average and maximum values of ®,,(m")/®,(m)
are 1.2216 and 1.2885. Notice that these values are also the worst across all generated
instances. For my ¢ {m, my} the worst performance has been observed for Unil distri-
bution with x = 1 and n = 100; the average and maximum values of ®,,,(m)/®,(my)
are 1.1385 and 1.1772. Thus, Algorithm 3 that calls Algorithm 2 with my € {m', m"}
performs more accurately in practice, which complies with the theoretical estimates in
Theorems 11.8 and 11.9.

If no separation occurs, i.e., for m; each of the values m;, my, m’ and m” is possible,
the worst performance has been observed for NormZ2 distribution with x = 1 and
n = 100; the average and maximum values of ®,,,(m'")/®,(m?) are 1.1648 and 1.2026.
Notice that in this case Algorithm 3 calls Algorithm 2 with my € {m;, my} for 91 out

of 100 instances.

We have used a design of experiments on software VISUALDOC 6.0 to determine
that for all studied probability distributions for both performance measures (average
and maximum ratio) k is the most influential parameter. Both measures decrease
as either xk or n increase; this complies well with the fact the higher values of both

performance measures are observed in the top row of Table 11.1 (k = 1, n = 50).

Finally notice that, for each combination of the design parameters, Algorithm 3 in

practice delivers ratios less than theoretically established worst-case ratios.

11.5 Cost-Effective Choice of The Number of Ma-

chines: Total Flow Time

In this section, we consider the problem of finding the optimal number of machines

that minimises the total cost function (11.17), provided that the scheduling objective
F=3% 0.

Recall that for problem Pm || > C;, the optimal total flow time is defined by formula
(2.15), provided that the jobs are numbered in accordance with the LPT rule (2.7).
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Define two sequences:

G(m) = ij’V%—‘um:172u7n
j=1

T(m) = km, m=1,2,---.n

where G(m) is the total flow time of processing the jobs on m machines and 7'(m)
defines the normalised total cost of using m machines. Thus, for the problem under

consideration, the objective function can be written as

®(m) = G(m) +T(m).

Finding the value of m* that minimises function ®(m) can easily be done by direct
enumeration: try all values of m from 1 to n, compute the components of the function
and select the best value of m. Such an approach requires O(nlogn) time for finding
an LPT numbering of the jobs, and then O(n) time for computing function ® for each

trial value of m, 1 < m < n. Thus, such a brute-force algorithm takes O(n?) time.

Below we present an O(n logn) algorithm for finding m* that uses only [log, n] trial
values of m, due to our observation that the sequence ®(m), 1 < m < n, is actually
V-shaped with respect to m, 1 < m < n. Recall from Chapter 5, that a sequence A(m)

is called V-shaped if there exists an mg, 1 < mg < n, such that

A(l) = -+ = A(mg — 1) = A(mo) < A(mo + 1) < --- < A(n).

First, we show that sequence G(m), m = 1,2,--- n, is convex. Recall that a

sequence A(m), 1 < m < n, is called conver if

Am) < = (Aim—-1)+A(m+1)), 2<m<n-—1.

N —

Our reasoning is based on Theorem 5.2 proved in Chapter 5, which states that a
sequence P(k) = Z?zlpjg ((ﬂ), 1 <k <mn,is convex if py > py > --- > p,. For
our purposes we need Theorem 5.2 in a weaker form, with ¢ = 1. Thus, the following

statement holds.

Lemma 11.6. Let S*(m) be a schedule that minimises the total flow time on m iden-
tical parallel machines, so that G(m) = 3. C; (S*(m)). Then the sequence of values

G(m), 1 <m < n, is convex.
Obviously, the sequence 7'(m) is also convex since T'(m) =
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1)) = km for each m, 2 <m <n — 1.

It is easy to verify that the sum of two convex sequences is convex and any convex

sequence is V-shaped. Thus, Lemma 11.6 immediately implies

Theorem 11.10. For the problem of minimising the total cost, the sequence ®(m), 1 <

m < n, of values of the objective function is convex and V -shaped.

Theorem 11.10 allows us to find an optimal schedule with an optimal number of
machines m* by performing binary search with respect to m. As a result at most
[log, n] values of m need to be tested, so that the running time of this method becomes
O(nlogn).

11.6 Interpretations and Practical Implications

We conclude this chapter with a brief discussion of the issues related to the machine

impact that may be of interest to managerial decision making.

The upper/lower bound on the machine impact is important for two reasons: (i) it
gives the managers an estimate of what they can expect to gain in the best/worst case if
extra machines are added, and (ii) what they can expect to lose in the worst/best case
if a machine is not included. Below we give illustrations of how the machine impact

can be used by managers in real life.

A lower bound on the machine impact guarantees an improvement of the perfor-
mance of the schedule by a certain factor, if a known number of extra machines are
used. Our analysis, however, shows that the only situation which results in a non-
trivial lower bound is the problem Pm|p; = 1| > C}; see Theorem 11.4. For the other
studied problems, a lower bound of 1 is returned. On the other hand, an upper bound

provides non-trivial results and can be used more widely.

Consider a computing system that consists of two identical parallel units that daily
performs more or less the same package of tasks with no preemption. The manager
is interested in determining the number of parallel units to be additionally installed
as part of the system to reduce the time of processing the daily package by 60%, i.e.,
to achieve Cipax(S*(M)) < 0.4Chax(5*(2)) or Cinax(5*(2))/Cimax(S*(M)) > 2.5. Then it
follows from Theorem 11.1 that to achieve [m/2] > 2.5 we need m > 5, i.e., at least

three extra units should be used.

An illustrative example of a similar nature can be given regarding a manufacturing

shop that uses a park of identical machine-tools for performing a particular techno-
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logical operation, e.g., drilling. Suppose that originally three drilling machines are
used to process an established collection of orders on a regular basis. The shop floor
management wants to extend the park of machines with a purpose of reducing the
average time for handling an order by 30%, i.e., to achieve G(S*(m)) < 0.7G(S*(3))
or G(5*(3))/G(S*(m)) > 10/7. Then it follows from Theorem 11.5 that to achieve
m/3 > 10/7 we need m > 5, i.e., at least two extra machines should be installed.
Given the cost of the new machines, the management may decide whether they want
this change to be implemented. If the cost is their priority, the method of Section 11.5

can be used to find the most cost-effective decision.

Below we present an interpretation of the results obtained for the problem of min-
imising total flow time in terms of the problem of safe pickup of employees from off-
shore installations. The latter problem arises in the oil and gas sector, and its study
has been initiated by Qian et al. (2011). In the most general settings, the problem can
be formulated as follows. Given a set N = {1,2,...,n} of installations, the pickup
demands p;,j € N, i.e., the number of people to be taken from installation j, and
the helicopter capacity @, find a capacity-feasible flight schedule S that satisfies total
pickup demand and minimises the total risk, measured as the total number of people

exposed to take-offs and landings.

For the purpose of this illustration, we ignore the capacity constraints, and assume
that the helicopter is large enough to take all people on board. This problem is closely
linked with problem Pm || ) C;, in which the jobs are interpreted as installations, the
processing times as pickup demands, the machines as flights of the helicopter, and
minimising the total flow time is equivalent to minimising the total risk. Additionally,
the non-split pickup scenario is assumed, under which no installation is visited more

than once and the helicopter picks up all p; passengers from an installation j.

Thus, G(S*(m)) defined by (11.8) measures the total risk of an optimal flight sched-
ule S*(m) that is comprised of m flights. Clearly, if the number of flights is decreased,
the risk increases, i.e., G(S*(m + 1)) > G(S*(m)). Thus, Theorem 11.5 implies that if
the number of flights decreases from m + 1 to m, then the total risk G(S*(m)) of the
resulting flight schedule can be up to mTH times larger than that for the best schedule
with m + 1 flights. This is especially sensitive if m is small, which is typical in reality.

Indeed, reducing the number of flights from 3 to 2 may increase the total risk up to
150%.

Theorem 11.10 leads to an O(nlogn)-time algorithm that determines the optimal
number of flights that minimises the cost function ®(m) = G(m) + xm, where &

represents the normalised cost of one flight.
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11.7 Conclusion

In this chapter, we study the influence of adding extra machines for the classical
scheduling problems on identical parallel machines, to minimise the makespan and
to minimise the total flow time. We present tight bounds on the machine impact and
give algorithms for making a cost-effective choice of the number of the machines. These

results may have applications to various areas, including computing and manufacturing.
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CHAPTER 12

Enhanced Models with Changing

Processing Times

In this chapter, we extend our study on single machine scheduling with changing
processing times to a parallel machine environment. We consider several parallel ma-
chine models that have not been studied previously. We start with a classical model in
which the parallel machines are subject to capacity constraints with fixed processing
times. We then extend this model, and study parallel machines which are subject to
the combined effects as introduced in Chapter 9. We provide polynomial-time algo-
rithms for the problem of minimising the total flow time for all the models considered.
Most of the algorithmic ideas used to solve the problems are directly transferred from

their single machine counterparts, studied in previous chapters.

The results of this chapter are published in our recent papers Rustogi and Strusevich
(2012b) and Rustogi and Strusevich (2013b). Unlike the content provided in these
papers, in this chapter, we provide a detailed account of scheduling problems with

parallel machines and changing processing times.

12.1 Capacitated Parallel Machines

The jobs of a set N = {1,2,...,n} have to be processed on m parallel machines
My, My, ..., M,,, where m < n. To start with, we consider the case of uniform ma-
chines. We assume that the machines are renumbered and their speeds s;,1 < i < m,
are rescaled in such a way that s; > sy > --- > s, = 1. The objective is to minimise
the sum of the completion times ) | C;. There are restrictions regarding the number of
jobs to be assigned to a machine, so that in any feasible schedule machine M; processes

no more than ¢/ jobs, where Yo ¢! > n. The processing times of jobs are assumed
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to fixed at all times, i.e., effects such as deterioration or learning, are not involved. We
denote the problem under consideration by Qm |Z:i1 g > n} > Cj. The case that
> ¢! = n is considered separately, in Section 12.2, since under that equality a more
general problem can be solved, in which the jobs are subject to positional effects and

rate-modifying activities.

Notice that if no capacity constraints are imposed, problem Qm || > C; is solvable
in O(nlogn) time due to Algorithm QmSum as outlined in Section 2.2.5. However, the
status of problem ()m ‘221 ¢ > n| >~ C}; to our best knowledge has remained open,
even if m = 2 and the machines are identical. The closest problem studied earlier
is Pm ‘Z:’il g > n} > w;C; to minimise the sum of weighted completion times on
capacitated identical machines. For this N P-hard problem, Woeginger (2005) gives a
fully polynomial-time approximation scheme and a pseudo-polynomial dynamic pro-
gramming algorithm for its solution. It should be noted that even for m = 2 and equal
weights, the algorithm by Woeginger (2005) still requires pseudo-polynomial time.

Given a feasible schedule for problem Qm ‘Zzl ¢ > n| >~ C}, the number of jobs
assigned to machine M, is denoted by k1, where hl1 < ¢l 1 <i < m, and > Rl = n.
On machine M; the assigned jobs are processed in an order 7l1(1),... 7l (hl1). The

contribution of machine M; towards the objective function is equal to

Drli Drlil Drla DPrlil Drlil Drlil(p i)
(1)+( W (2>)+._,+< W <2>+...+¢)

S; S; S; S; S; S;
_ i (Wl =7 +1) pragyy
r=1 8 7

and the overall objective function, the sum of completion times is written as (2.16).

Notice that the expression (2.16) is in the form of our generic objective function
(4.6) as defined in Chapter 4. Here, the groups are machines, so that k& = m, and
we use ¢, rather than z, as an index variable, and Al rather than n/*) to denote the
number of jobs in a group. The constant term I'(m) is zero, and the group-dependent
weights are defined by Wll(r) = (h[i] —r+ 1) /si, 1 < i < m, where the values of hl

are to be found out along with the optimal sequence of jobs.

To solve problem Qm}zgl g > n! > C;, assume Al = ¢l 1 < i < m, and

compute a set of all possible positional weights Wll(r) 1 <r < ¢ll, 1 <i < m, which
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can be organised as a matrix

q[l]/sl q[2]/32 e q[m]/sm
_ (12.1)
2/51 2/82 . 2/5m
/sy 1/sy - 1/sy

Each column in the above matrix represents all possible positional weights that can
be associated with a particular machine, the first element of column ¢ representing a
weight associated with the first position of machine 7, while the last element of column
i, representing a weight associated with the last, i.e., the ¢[!- th position of machine 4,
1 <% < m. Notice that for each machine the smallest weights are associated with the

last position on that machine.

The structure of the above matrix (12.1) is similar to the matrix (8.5) created for
solving problem 1 ! pj + al®lr, M P| Cmax in Section 8.3. The only significant difference
is that each column of matrix (12.1) is truncated at the top because of the capacity
constraint. It is possible to represent matrix (12.1) exactly as matrix (8.5) by assigning
the value oo, for the positional weights associated with the infeasible positions. For
example, for problem Q@3[> ¢ > n| > C; with ¢l = 3, ¢ = 2 and ¢P¥ = 4, the

resulting matrix will be as follows

oo 0o 4/s3
3/s1 oo 3/s3
2/s1 2/sy 2/s3
1/s1 1/ss 1/s3

For the purpose of minimising » © C; we need to select the n smallest weights from
the resulting matrix, taking consecutive weights from each column, and matching these
weights to the jobs with the largest processing times. Theorem 6.1 proves the opti-
mality of this approach. This can be done in O (nlogn) time, exactly as described in
Algorithm NSmallRev or Algorithm QSum, with the positional weights defined appro-
priately in Steps 1 and 2b.

Next, we consider the problem of minimising the total flow time on capacitated
unrelated parallel machine. Recall that for unrelated parallel machines, the normal
processing time of a job j if scheduled on a machine M, is given by p;;. If no ma-
chine capacity constraints are imposed, the resulting problem Rm ||} C; is solvable

in O(n3m) time by reducing it to a rectangular assignment problem. In Section 2.2.5,
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we provide details of such a rectangular assignment problem and show that it can be
formulated as (2.17). If machine M; cannot process more than ¢! jobs, the correspond-
ing problem Rm ‘221 g > n} > C} can still be represented as a rectangular LAP, by

simply deleting those columns in (2.17) that correspond to infeasible positions.

The resulting LAP will have n rows and > ", ¢ columns and can be solved by
using Algorithm BourLas (see Section 2.2.3) in O (n? 3.1, ¢/¥) time, which is at most
O (n*m). In an optimal solution for each machine M; the equality y; ;. = 1 implies
that y;u ;. = 1 for all ", 1 < u” < o/, while the equality y;/ .,y = 0 implies that
Y Gy = 0 for all w”,u" < u” < ¢, In other words, if we view the sequence of the
y-values associated with machine M; going from the last position towards the first, then
such a sequence starts with a subsequence of consecutive ones (except a situation in
which a machine is not assigned any jobs at all) that might be followed by a subsequence

of several consecutive zeros.

Thus, for all types of parallel machines, solving the capacitated version of the
problem of minimising the total flow time requires the same time as needed for solving
its uncapacitated counterpart. For the unrelated machines, we need a full form of the
assignment problem, while for identical and uniform machines the matching procedure

is applicable.

12.2 Problems with Changing Processing Times

In this section, we extend our results from Chapter 9 to parallel machines which are

subject to changing processing times and rate-modifying activities.

Formally, the problem considered in this section is denoted by
a|Combi, RMP| " C;, where o € {Pm,Qm.Rm} . The jobs of aset N = {1,2,...,n}
have to be processed on m parallel machines M, Ms, ..., M,,, where m < n. Each
of the machines are subject to combined effect of the form (9.3). Additionally, the
decision-maker is presented with a total of K > 0 possible rate-modifying activities,
which can be either distinct or alike. For each RMP, it is exactly known how it affects
the processing conditions of the machine, should the decision-maker decide to include
it into a schedule. Further, the duration of each RMP is given by the general formula
(9.4). In order to obtain an optimal solution to problem a|Combi, RMP|) C;, a

decision-maker must make the following decisions:

Decision 1. The number, choice and sequence of RMPs on each machine.

Decision 2. The number of jobs to include in each of the created groups across all
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machines.

Decision 3. For each job j € N, determine the group and the position within that
group, that it must be scheduled in.

Let us first concentrate on Decisions 1-2. We make these decisions by enumerating
all options associated with them. Assume that a total of £ — 1 RMPs are chosen from
the available K, so that > " (k; — 1) = k — 1. This means that the total number of
groups created across all machines is equal to m+k—1. Foraknown k, 1 < k < K41,

selecting k — 1 of K available RMPs and taking all permutations over £k — 1 RMPs can

K
k-1

done by generating all compositions of m-+k—1 into exactly m positive summands; the

mgff) = % Thus, for a given k, the total number
of options for Decision 1 is equal to (k[_( 1) (TmJFE)Q!)!. Next, generating all possible values

for the number of jobs to include in each of the created groups, requires enumeration

be done in ( ) (k — 1)! ways. Distributing m + k — 1 groups over m machines can be

number of these options is (

of integer compositions of n with m + k& — 1 parts; the number of these options is

(ZLT—,:;)!. Thus, for a given k, the total number

K ) (k+m_2)l n'm+k72 o ( K )n'm+k72
k—1) (m—1)! (m+k—2)! — \k—1) (m—1)!

of k, 1 < k < K + 1, the total number of options to be enumerated for Decisions 1-2

can be estimated as ZkK:ll (kf_( 1) ’"(L:':_'“l’)? -0 (nm+K—1) _

(m’jr?_z) which can be approximated by

of options are equal to (

. Trying all possible values

If Decisions 1-2 are taken in advance, denote the resulting problem as
a|Combi, RMP (k—1)|>C;.

Let us now consider an instance of such a problem. For each machine M;, 1 < i < m,
assume the following. A total of ¢[*! jobs are assigned to machine M;, so that > ¢ =
n. Out of the available K RMPs, k; —1 of them are chosen and scheduled on machine M;
in a given order, so that ¢l jobs are divided into k; groups. Each group contains a total
of nlvl jobs, where 3-*  nl*] = ¢l The permutation of jobs on machine M,; is given
by 7l = (W[i’l], a2 ,W[i’ki}), where 7l = (W[i’x} (1), 7l (2),. .. rlal (n[i"”})) ,
1 < 2 < k;. The normal processing time of a job j = 7%l (1), is given by Dixlie)(r)- The
actual processing time of a job j = 74 (r), scheduled in position r, 1 < r < nlb! of
the z-th group, 1 < z < k;, of machine M; is given by the combined effect (9.3). The
duration of the RMP scheduled after the z-th group of machine M; is given by (9.4).

Notice that a group z, 1 < x < k;, on a machine M; is denoted by the index [i, z] .
Using such a double index notation allows us to distinguish between groups on different
machines. It also allows us to consider machine-dependent effects, so that each machine
is allowed to behave (time taken to process jobs, deterioration/learning rates, response

to RMPs, etc.) in a unique way.
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Under the conditions defined above, the total flow time on machine M; can be
computed similarly to the total flow time obtained for an instance of the single machine
problem 1 |Combi, RM P (k —1)| Y C;, considered in Section 9.3.2. It follows that the

total flow time for machine M; is given by

nli>z]

ZC ZZWWE] pzﬂ'[“”(r +F<k)

r=1 r=1

where for a fixed i, 1 < i < m, the positional factors Wl (r), 1 < r < nlial
1 < x < k;, are written similarly to (9.17) and the constant term I' (k;) is similarly to

(9.18). Thus, the total flow time for m machines can be written as

S0 =SS S I () 3Gk, (12.2)

i=1 x=1 r=1

For problem Qm |Combi, RM P (k — 1)| Y C};, the objective function (12.2) can be
seen as a linear assignment problem with a product matrix (2.3), with one array con-
sisting of the values W1l () /s;, and another array consisting of the values Prlizl(r), fOT
alll <7 <nll 1 <2 <k, 1 <i<m. Thelatter problem can be solved in O (nlogn)
time by Algorithm Match; see Section 2.2.3. Recall from Section 9.3.2, that the run-
ning time needed to compute all positional weights 1! (r)y,1<r< n# 1 <z <k,
for an instance of problem 1|Combi, RMP(k —1)| > C; is equal to T (W) = O (n?).
The same running time will be required to compute all values Wl (r) /s;. Thus, all
together, problem Qm |Combi, RM P (k — 1)| > C; can be solved in O (n?) time, and
problem Qm |Combi, RMP| C; can be solved in O (n™5*1) time.

Notice that some reduced versions of problem @Qm |Combi, RMP (k—1)|> C;
can be solved faster. Recall from Section 9.5, that for an instance of problems
1|Posi, RMP (k—1)|>.C; and 1|Time, RMP (k—1)|>_ C;, all positional weights
can be computed in T (W) = O(n) time each. It follows that the problem
Qm |Posi, RMP (k —1)| > C;, with a pure positional effect of the form (6.1), and
problem Qm |Time, RM P (k —1)| Y_ C;, with a pure time-dependent effect of the form
(9.21) can be solved in O (nlogn) time each. Their full versions can be solved in

O (™™ logn) time each.

Next, for problem Rm |Combi, RMP (k—1)|)_ C;, the objective function (12.2)
can be seen as a linear assignment problem in the full form (2.2), with the cost function
given as ¢j (jzr) = pijW[i’m] (r), forall 1 <r < nl?l 1 <2 <k, 1<i<m. Here

the rows of the cost matrix are associated with the jobs, while the columns with the

229



CHAPTER 12. MODELS WITH CHANGING PROCESSING TIMES

triples (i, z,r), i.e., (machine, group on the machine, position in the group). The latter
problem can be solved in O (n?®) time by the Hungarian Algorithm; see Section 2.2.3.
Thus, all together, problem Rm |Combi, RM P (k —1)|>_ C; can be solved in O (n?)
time and problem Rm |Combi, RM P|" C; can be solved in O (n™"+2) time. Notice
that problem Rm |Posi-JD, RMP|)_ C;, with a pure job-dependent positional effect
(7.1) can also be solved in O (n™**2) time by means of a full form LAP; see Section 9.5

for the single machine version of this problem.

The main results of this section are summarised in Table 12.1.

Problem Effect Running Time
Qm |Combi, RMP|> C; | ( 4) | O (pmthtt
Qm |Posi, RMP|>" C; ( 4) | O (n™ X logn)
Qm |Time, RMP|> C; (9.21)-(9.4) | O (n™ X logn)

(9.3)-(9.4)

(7.1)-(9.4)

( 9.4

Rm |Combi, RMP| Y C; O (nm+H+2
Rm |Posi-JD, RMP| Y C; O (nm+i+2)
Rm |Time, RMP| > C; O (nm+i+2)

Table 12.1: Computational complexities of different versions of problem
a|Combi, RMP|> C;.

Notice that together with all the different versions of this problem that we con-
sider in section, this study encompasses almost all existing results on parallel machine
scheduling with changing processing times. For example, a special case of problem
Rm |Posi-JD, RMP| " C; is considered in the recent paper by Wang, Wang and Liu
(2011). They consider models without deterioration, or group dependence and per-
form only one RMP per machine. Setting K = m, in our model leads us to their
results. However, similar to a flaw noticed in earlier papers (see, e.g., Mosheiov
(2001b)), they have overestimated the number of LAPs to be solved and hence report

a running time of O(n?"3) 2m+2)

that we obtain. Even the problems
Pm|p;r®,a < 0|3 Cj and Qm |p;r*,a < 0] Y C; considered by Mosheiov (2001b) and
Mosheiov and Sidney (2003), respectively, can be seen as special cases of our problems
Qm|Posi, RMP|Y " C; and Rm|Posi-JD, RMP|) C;, for K = 0. Another special
case of problem Rm |Posi-JD, RMP|> C; is considered by Ji and Cheng (2010), who

obtain the same running time as us for a much less general model; see Section 9.5 for

, as against O(n

a review of their model for a single machine environment.
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12.3 Conclusion

We broadly consider two different problems in this chapter. The first, related to
scheduling on parallel machines with capacity constraints, fills an existing gap in
scheduling research on parallel machines. We show that the problem of minimising
the total flow time, on capacitated uniform and unrelated machines can be solved by

modifying classical scheduling algorithms.

The next problem, related to scheduling on parallel machines with changing process-
ing times and rate-modifying activities, further generalises the class of problems in-
cluded in this thesis. Appropriate values of m > 1 and K > 0 can be used to obtain

single machine models or models with or without rate-modifying activities.
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Summary and Conclusion

The prime focus of this research is to study the effect of rate-modifying activities on
scheduling models with changing processing times. The main idea has been to extend
and generalise this area, from both the modelling and the algorithmic prospective, to
identify the suitable algorithmic tools for solving the relevant problems, and to enhance
the existing models so that they would still remain solvable by the available tool-kit.
Below we summarise the most significant outcomes of this thesis and propose some

possibilities for future work.

13.1 Main Contributions

13.1.1 Modelling Contributions
Rate-Modifying Activities

e We introduce the idea that we can include rate-modifying activities of a different
nature into a schedule. These activities can have different effects on the ma-
chine conditions and can have different duration parameters as well. We give the
decision-maker an option to choose to which RMPs they want to include and in

which order.

e To handle such RMPs, we introduce the concept of group-dependent processing
conditions, in which each group of a schedule can have a different effect on the

jobs.

e These developments give birth to a very wide range of practically relevant models

for scheduling problems with changing processing times.

232



CHAPTER 13. SUMMARY AND CONCLUSION

Positional and Time-Dependent Effects

e To model positional effects, we systematically use a general function ¢ (r), in-
stead of using specific functions like polynomial or exponential. We show that
the resulting problems are no harder to solve than the problems with specific

functions.

e For position-dependent scheduling models without rate-modifying activities, we
show that there is no need to assume a monotone order in the sequence g (r),1 <
r < n. The resulting problem is no harder to solve than its monotone counterpart.
This allows us to consider models in which a deterioration effect is combined
with a learning effect, or even models in which an arbitrary positional effect is

considered.

e For position-dependent scheduling models with rate-modifying activities, we in-

troduce group-dependent positional factors of the form ¢! (r) or g‘gﬂ (r).

e For time-dependent scheduling models with rate-modifying activities, we intro-
duce a group-dependent model, which allows the duration of previous groups to

affect the processing time of the current job.

e We study models in which group-dependent positional effects are combined with
group-dependent time-dependent effects. This allows us to come up a very pow-
erful model which is capable of handling almost every known job-independent
effect. Problems of minimising the makespan and the total flow time under such

a model can be solved in polynomial time.

Cumulative Effects

e We study the effect of a single rate-modifying activity in a model with cumula-
tive deterioration effects. This is the first model of its kind for scheduling with

cumulative effects. The resulting problem is found to be N P-hard.

13.1.2 Analytic Contributions

e We prove that the sequence P (k) = Z?lejg((j/kﬂ), 1 < k < n, is convex
provided that p; > py > --- > p,; see Chapter 5. This result enables us to solve
various problems by exploring only logarithmic number of options that would be
linear in the non-convex. The result has potential applications to other areas of

Operational Research, including inventory control and queueing.
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e Our study of the extra machine impact factor for identical parallel machines
formally does not belong to scheduling with changing time, but it shares the same
ideological point of combining scheduling and logistics decisions with a purpose
of improving the overall performance of the processing system. Besides, the use
of the convex sequences has appeared to be useful for that study, especially for

the model with a total flow time objective.

13.1.3 Algorithmic Contributions

e Taking a general modelling framework as a basis, we have developed a common
framework for designing the algorithms that use similar general principles for

handling various types of the generalised models.

e In the prior research, there has been a general understanding of the role of the
linear assignment problem as the main tool for solving problems with positional
effects, especially if these effects are job-dependent. For job-independent effect,
the search for an appropriate solution approach has been limited to simple priority
rules (SPT, LPT and their versions). In this work, we show that for problems
with a job-independent effect, the main tool is the simplified linear assignment
problem with a product matrix. For some cases, solving the resulting problems
is equivalent to a sorting the jobs by a priority rules. However, we have found
that on multiple occasions, missed by our predecessors, the problems, even for

the enhanced models, can be still solved in O(nlogn) by a matching algorithm.

e For scheduling with rate-modifying activities, one of the important decisions to
be made is to determine the optimal number of jobs to schedule in each group.
Our predecessors used a somewhat weak, group balance principle to answer this
question. This method is limited in its application and only works for very simple
models. In this thesis, we develop Algorithm NSmall, which searches for the n
smallest values from a set of all possible positional weights, and assigns the jobs
in the corresponding positions. This approach is fairly robust and allows us to
study enhanced models with group-dependent effects and start-time dependent
MP durations.

e We develop Algorithm NSmall2, to solve problems that satisfy certain specific
conditions, defined by K-domi. We prove that under these conditions, it is pos-
sible to search for the n smallest positional weights by comparing only 2n other

values. This enables us to achieve a faster running time than Algorithm NSmall.
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e We develop Algorithm BestLAP, to solve job-dependent problems that satisfy K-
domi. We borrow the principle idea behind the speed up of Algorithm NSmall2
and modify the classical algorithm by Bourgeois and Lassale (1971), so that it
can permit faster running times for our problem. We prove that the number of
columns to use in a rectangular assignment problem can be significantly reduced,
if the problem under consideration satisfies K-dom:. This is non-trivial result,

and potentially has application in other areas as well.

e To solve problems 1 |Cumu, M P [0]| Cpax and 1 |Cumu, M P [a]| Crhax We use ex-
isting FPTASs available for the Subset-sum problem and the Half-product prob-
lem, respectively. However, due to the presence of additive constants in our
objective functions, a straightforward application is not permitted. We derive es-
sential conditions for which these algorithms deliver an e- approximate solution

for our objective functions.

13.2 Future Work

We feel that we have nearly exhausted the possibilities for much future work on
problems with job-independent effects and rate-modifying activities, that permit
polynomial-time algorithms. The models and algorithms we develop for such effects
have been stretched to their limits. On the other hand, there are other closely related
problems, which are still open and invite further research. Below we list out few of the

possible directions for future research:

e To study the problem of minimising the makespan on parallel machine models
with changing processing times and rate-modifying activities. This problem is
N P-hard and it will be interesting to see if an FPTAS can be developed.

e To extend the results of Chapters 8 and 9 for job-dependent effects. We feel that
a solution might be possible by a full form LAP.

e To prove the V- shapeness of the sequence Chax (S* (k)),1 < k < K + 1,
for problem 1 |p;g; (r)-det, M P [0]| Crax. If the sequence Chax (S*(k)), 1 <
k < K + 1, is proved to be convex, we will be able to solve the problem
1|pjg; (r)-det, M P [0]| Cipax in O (n*log K) time, instead of the current running
time of O (n*K).

e To study the problems 1 |Cumu, M P [0]| Cpax and 1|Cumu, M P [a]| Cpax in the

presence of multiple rate-modifying activities. Our preliminary work in this di-
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rection has suggested that in the case of multiple RMPs, it become extremely

hard to control the behaviour of the additive constants in the objective functions.
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Unil Uni2 Norml Norm?2 Expl Exp2
[1,40] [1,100] w=20,0=5 | n=40, o =10 w=20 w =40
k=1, 37/63/0/0 72/28/0/0 8/50/15/27 56,/44/0/0 85/15/0/0 92/8/0/0
n=>50 | 1.1692 / 1.2516 | 1.2024 / 1.2891 | 1.1403 / 1.1846 | 1.2216 / 1.2885 | 1.0909 / 1.2099 | 1.1080 / 1.2717
k=1, 0/0/51/49 46/54/0/0 0/0/48/52 12/79/3/6 81/19/0/0 95/5/0/0
n =100 | 1.1385 / 1.1772 | 1.1905 / 1.2460 | 1.1376 / 1.1693 | 1.1648 / 1.2026 | 1.1171 / 1.1935 | 1.1162 / 1.2190
k=1, 0/0/53/47 0/0/52/48 0/0/48/52 0/0/54/46 47/53/0/0 81/19/0/0
n=>500 | 1.0949 / 1.1094 | 1.1336 / 1.1529 | 1.0645 / 1.0744 | 1.1077 / 1.1210 | 1.1049 / 1.1393 | 1.1345 / 1.1775
K =05, 0/0/48/52 0/0/49/51 0/0/65/35 0/0/49/51 32/50/9/9 64/36/0/0
n=>50 | 1.0930 / 1.1441 | 1.1243 / 1.1793 | 1.0764 / 1.1060 | 1.1366 / 1.1692 | 1.0807 / 1.1536 | 1.0864 / 1.1770
K =25, 0/0/55/45 0/0/51/49 0/0/65/35 0/0/31/69 13/31/28/28 63/37/0/0
n =100 | 1.0779 / 1.1139 | 1.1178 / 1.1598 | 1.0554 / 1.0781 | 1.0952 / 1.1390 | 1.0785 / 1.1263 | 1.1033 / 1.1828
k=25, 0/0/51/49 0/0/55/45 0/0/67/33 0/0/45/55 0/0/42/58 4/33/34/29
n =500 | 1.0439 / 1.0556 | 1.0695 / 1.0815 | 1.0300 / 1.0395 | 1.0434 / 1.0568 | 1.0601 / 1.0763 | 1.0817 / 1.1015
Kk =10, 0/0/54/46 0/0/57/43 0/0/79/21 0/0/36/64 7/30/38/25 38/56/3/3
n=>50 | 1.0672 / 1.1063 | 1.1043 / 1.1563 | 1.0504 / 1.0782 | 1.0878 / 1.1307 | 1.0642 / 1.1171 | 1.0835 / 1.1609
k=10, 0/0/49/51 0/0/49/51 0/0/75/25 0/0/52/48 4/7/47/42 23/57/9/11
n =100 | 1.0561 / 1.0900 | 1.0872 / 1.1353 | 1.0404 / 1.0598 | 1.0644 / 1.0888 | 1.0612 / 1.1059 | 1.0835 / 1.1240
k=10, 0/0/53/47 0/0/57/43 0/0/56/44 0/0/70/30 0/0/60/40 1/1/43/55
n =500 | 1.0307 / 1.0388 | 1.0494 / 1.0628 | 1.0210 / 1.0289 | 1.0309 / 1.0387 | 1.0457 / 1.0679 | 1.0650 / 1.0902

Table 11.1: Results of computational experiment for Algorithm 3
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