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ABSTRACT 

Tropical cyclones are potentially the most destructive of all natural meteorological hazards. 

When these cloud systems make landfall, they cause significant amounts of human death and 

injury as well as extensive damage to property, therefore reliable cyclone detection and 

classification form important weather forecasting activities.  

The work carried out in this research has focused on developing a unique fuzzy logic based 

patter recognition algorithm for identifying key recognisable structural elements of North 

Atlantic basin hurricanes. Due to vaguely defined boundaries and cloud patterns associated to 

cyclones and hurricanes, existing hurricane detection and classification techniques such as 

Advanced Dvorak’s T-classification technique and Objective Dvorak’s techniques fail to deal 

with the pattern uncertainties. Therefore, a fuzzy logic pattern recognition model was 

developed and implemented to overcome the shortcomings of manual and subjective 

algorithms for tropical cyclone detection and intensity classification.  

Three key storm patterns are recognised during the cyclogenesis of any hurricane: Central 

Dense Overcast (CDO); the eye of the storm; and the spiral rain bands. A cognitive linguistic 

grammar based approach was used to semantically arrange the key structural components of 

hurricanes. A fuzzy rule based model was developed to recognise these features in satellite 

imagery in order to analyse the geometrical uncertain shapes of clouds associated with 

tropical storms and classify the detected storms’ intensity. The algorithms were trained using 

NOAA AVHRR, GOES, and Meteosat satellite data at spatial resolution of ~4km and ~8km. 

The training data resulted in fuzzy membership function which allowed the vagueness of 

cloud patterns to be classified objectively. The algorithms were validated by detecting and 

classifying the storm cloud patterns in both visible and infrared satellite imagery to confirm 

the existence of the storm features. Gradual growth of hurricanes was monitored and mapped 

based on 3 hourly satellite image dataset of ~8km spatial resolution, which provided a 

complete temporal profile of the region. 375 North Atlantic storms were processed 

comprising of a period of 31 years with over 112,000 satellite images of cloud patterns to 

validate the accuracies of detection and intensity classification of tropical cyclones and 

hurricanes.  

The evidence from this research suggests that the fusion of fuzzy logic with traditional 

pattern recognition techniques and introduction of fuzzy rules to T-classification provides a 
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promising technique for automated detection of tropical cyclones. The system developed 

displayed detection accuracy of 81.23%, while the intensity classification accuracy was 

measured at 78.05% with an RMSE of 0.028 T number. The 78.05% intensity classification 

accuracy was based on storm being recognised from a preliminary stage of tropical storms. 

The accuracy of hurricane or tropical cyclone intensity estimation from T1 onwards was 

recorded as 97.12%. While the storms were recognised, their central locations were also 

estimated because of their importance in tracking the hurricane. Validation process resulted 

in an RMSE of 0.466 degrees in longitude and RMSE of 0.715 degrees in latitude. The high 

RMSE which averages 38.4 km suggests that the estimated centre of the storms were around 

38.4 km away from the actual centre measured by NOAA. This was an anomalous figure 

caused by 9 wrongly georeferenced images. Correcting this error resulted in an RMSE of 

0.339 degrees in longitude and RMSE of 0.282 degrees in latitude, approximating an average 

shift of 19km. In 1990s these forecasting errors hovered around 100km area, while according 

to NOAA the current research averages the track accuracies around 50km, making this 

research a valuable contribution to the research domain. 

This research has demonstrated that subjective and manual hurricane recognition techniques 

can be successfully automated using soft computing based pattern recognition algorithms in 

order to process a diverse range of meteorological satellite imagery. This can be essential in 

the understanding of the detection of cloud patterns occurring in natural disasters such as 

tropical cyclones, assisting their accurate prediction.  
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CHAPTER 1. INTRODUCTION 

 

1.1  General Introduction 

Weather has always affected life on Earth. The evolution of human behaviour and lifestyles 

have been strongly influenced by weather regimes in different parts of the world, Records 

indicate that weather events are the biggest contributor to natural disasters, claiming millions 

of lives every year (NOAA, 2008a; Kousky, 2012). The Mesopotamian civilisation is among 

the oldest in the world and was characterised by domesticated agriculture and settlement in 

groups.  Residing in settlements rendered the population more vulnerable to natural disasters 

by increasing densities. The early urban societies in the region between the Tigris and 

Euphrates rivers are believed to be among the first in the world regularly swept away by 

violent weather related events such as floods caused by storms (National History Museum, 

2011). Despite the technological sophistication of contemporary society, weather continues to 

play an important part in creating stable or destructive living environments (Gibilisco, 1984; 

Upgren and Stock, 2000; Anderson, 2011). Every year various seemingly unstoppable 

meteorological events cause nations financial, environmental and human losses. It is 

therefore important to be capable of anticipating accurately the location and timing of 

potentially disastrous weather events in order to minimise destruction and loss of life. The 

weather phenomenon that forms the focus of this research project is the tropical cyclone, 

characterised in the following section.  

1.2 Tropical Cyclones or Hurricanes 

Tropical cyclones are well known to be among the most destructive of atmospheric 

phenomena and are the most frequent cause of natural disasters. (Pielke and Pielke, 1997; 

Eugene, 2012). The floods on the Yangtze River in 1931 killed nearly 3.5 million people 

(NOAA, 2008b). These floods were credited to 7 cyclones that affected China in  July of that 

year (Pietz, 2002). Tropical storms normally bring high winds and intense rain, which cause 

extreme damage. Ludlum (1963), pp 166-167) reports the testimony of a hurricane survivor 

on Last Island Louisiana in 1856, illustrating the ferocity of such storms:  
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“The wind blew a perfect hurricane; every house on the island giving way, one after another, 

until nothing remained. Every one sought the most elevated point on the island. Many 

persons were wounded; some mortally. The water commenced rising so rapidly from the bay 

side, that there could no longer be any doubt that the island would be submerged. The scene 

at this moment forbids description. The violence of the wind, together with the rain, which fell 

like hail and the sand, blinded the eyes. Many were drowned from being stunned by scattered 

fragments of the buildings, which had been blown asunder by the storm”.  

On average 46.9 hurricanes occur globally every year. Regionally most are recorded in the 

NW Pacific which averages 16.9 storms. In the Atlantic and Indian Oceans an average of 6.4 

and 10.1 storms respectively are recorded each year. Globally, 21 storms every year, on 

average, are classified as intense and are certain to cause severe damage to property and 

human life (Landsea and Goldenberg, 2011). One of the deadliest tropical cyclones, recorded 

on 13th November 1970, made landfall in the densely populated region of East Pakistan, now 

Bangladesh, killing around 300,000 people (Landsea and Goldenberg, 2011). Less developed 

countries like Bangladesh have been prone to greater loss of life when a cyclone makes 

landfall. This is generally due to higher population density and lack of preparedness for the 

storm. The effect of high population and development density are illustrated by the case of 

hurricane Katrina which caused nearly twice the damage of hurricane Andrew in 1992, 

despite the latter being twice as strong when it made landfall (NHC, 2012; Landsea and 

Goldenberg, 2011). In addition to direct effects from the cyclones, these storms are also 

associated with high winds, storm surges, flash floods, landslides due to extreme rainfall and 

spread of disease in the aftermath (World Meteorological Organisation, 1983). Given the 

range of destructive impacts, early storm detection and observation play vital roles in disaster 

management programmes to avoid loss of life and property (Reilly, 2009). 

Hurricane is the most destructive and structurally strong stage of a cyclone. The terms 

hurricane, typhoon and tropical cyclone are interchangeably used, depending on their 

geographical origin. In the North Atlantic Ocean, the Northeast Pacific Ocean and the South 

Pacific Ocean the strong cyclonic storm are referred to as 'hurricanes', while 'typhoons' 

originate in the Northwest Pacific Ocean. Similarly, the high intensity cyclonic storms 

originating in the Indian Ocean are termed as 'tropical cyclones' (Landsea and Goldenberg, 

2011; Neumann et al., 1993). Nonetheless, the term tropical cyclone can be used to 
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generically identify all rotating storm systems with a low pressure centre, originating in the 

tropics.  

1.3 Cyclone Detection and Prediction 

Accurate prediction, detection and warning of the formation of tropical cyclones have been 

subjects of much research (Raju et al., 2011a; Johnson and Watson, 2011; NHC, 2011; Goni 

et al., 2009; Liu et al., 2009; Olander and Velden, 2007; Camargo and Zebiak, 2002; Goerss, 

2000; Neumann, 1972). Due to the complicated and unpredictable nature of this 

phenomenon, forecasters face unique problems compared to more traditional weather 

forecasting (NHC, 2009). Cyclones can be influenced by the external steering currents of the 

wind as well as by their own internal large-scale circulation. This dynamic environment 

makes it difficult for the forecasters to predict the movement and intensity of the storm.  

The earliest methods for forecasting cyclones were based on observations of cloud 

movements and sea swells. Vines (1898), a Jesuit priest in Havana, Cuba, studied hurricanes 

during late 1800s. He developed a hurricane warning system which consisted of a pony 

express between isolated villages and a group of observers around the coastline. He made his 

predictions based on cirrus cloud movements and sea swells. Conventional methods of using 

buoys and ships to record the existence of cyclones are still in use in various countries (IMD, 

2005). These dated methods rely on a ship or a buoy encountering a storm, otherwise the 

cyclone stays undetected. With the advent of new technology, developing countries have 

started to use better and more accurate methods of storm detection and tracking to improve 

predictability (Raju et al., 2011b; Liu et al., 2009; Bongirwar et al., 2011; Rath and Pradhan, 

2011; Raju et al., 2011a; Prasad, 2006). Track prediction is an important part of monitoring 

and numeric prediction and modelling of the detected storms (Pattanaik and Rama Rao, 2009; 

Murthy et al., 2008; Leslie et al., 1998). The National Oceanic and Atmospheric 

Administration (NOAA) in the US and the Meteorological Office in UK have various 

Numerical Weather Prediction (NWP) models predicting a range of weather conditions 

including dedicated sections to monitor and predict storms (World Meteorological 

Organisation, 1983; World Meteorological Organisation, 1976; Skidmore, 2002; Elsner et al., 

1998; Johnson and Watson, 2011). Vidal et al. (2010) describe the international collaborative 

work of the UK Meteorological Office Hadley Centre and Japan Agency for Marine-Earth 

Science and Technology, which discusses a class of global climate models working at ground 
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breaking spatial and temporal resolutions. High spatial resolution and temporal frequency of 

data are processed using supercomputers by  hypervariate modelling techniques, emphasising 

the importance of development of cyclone prediction models and cross border knowledge 

exchange.  

1.4 Satellite Imagery and its Importance in Cyclone Detection 

During meteorological storms, conventional communications can be disrupted, rendering 

surface based weather observation equipment ineffective. Efficacious monitoring has become 

possible over the past 30 years with the use of satellites to monitor meteorological events 

(Ohring, 1973; Elsner et al., 1998). Satellites give a broader and superior overview compared 

to previous observation systems. Moreover, the satellites can provide data from the remotest 

part of the ocean where storms can otherwise develop without detection by surface based 

weather stations.  

 Satellites gather data using electromagnetic radiation (EMR) responses from the target 

objects. These data can provide information beyond general human observation capabilities 

by working within a wider range of captured EMR. Use of space-borne satellite sensors are 

crucial for weather prediction. However, conventional meteorological and geophysical data 

are essential for validating the satellite observations (Carleton, 1991; Bongirwar et al., 2011; 

Lewis et al., 2010). Satellite climatology has rapidly developed within the last two decades 

and dedicated weather satellites have become a key source of atmospheric information 

(Zhang et al., 2006; Chuai-Aree et al., 2008; Wylie and Menzel, 1989; Spencer and Christry, 

1990; Woodbury and McCormick, 1986).  

Operational weather satellites assist in meteorological analysis such as high-frequency 

surveillance of cloud patterns, temperature and moisture profiles, precipitation estimation and 

weather forecasting (Carleton, 1991). The use of satellite images in tropical cyclone 

monitoring has been so successful that no tropical storm or hurricane of significant size has 

gone undetected since the first operational polar-orbiting weather satellite system was 

inaugurated in 1966 (Barrett and Curtis, 1999; Potter et al., 2005). However, satellite images 

have always been used in conjunction with various other meteorological datasets, captured 

either by physical sensors on the sea surface or via aerial reconnaissance (Sanford et al., 

2007), to validate their forecasts.  
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Within the domain of storm prediction and understanding its effects, satellites are mostly 

used for monitoring tropical storm tracks, to assess storm intensity, to estimate maximum 

wind speed, to identify area of influence and to calculate the estimated rainfall (Potter et al., 

2005; Thies et al., 2010; Kuciauskas et al., 1998). Although satellites aid the detection and 

monitoring of tropical storms, an expert input is always required to identify these cyclones, 

classify their intensity and suggest their movement (NHC, 2011). With increasing use of 

artificial intelligence, ample resources have been dedicated to devise automated and machine 

intelligent algorithms to predict and detect these weather phenomena (Kuciauskas et al., 

1998; Yip and Wong, 2004; Rodionov and Martin, 1996; Johnson and Watson, 2011; Wehner 

et al., 2010; Forbes and Rhome, 2012; Ho and Talukder, 2008). 

Since the launch of early meteorological satellites, researchers have been developing methods 

to detect hurricanes and cyclones solely from satellite images (Conover, 1962; Blankenship, 

1962; Dvorak, 1975; Dvorak, 1984; Zehr, 1989; Olander and Velden, 2007). However, the 

vague and uncertain geometric cloud patterns in cyclogenesis have always caused accuracy 

issues, bringing in experts' subjectivity in storm identification. Dvorak (1975) developed a 

technique that exclusively required satellite images to identify hurricanes and classify their 

intensity. However, the manual technique required expert knowledge to distinguish between 

key cloud patterns. Dvorak's T classification technique was updated in mid 1980s (Dvorak, 

1984) add pattern identification methods and rules to ascertain hurricane intensity. It was 

only later (Olander et al. (2002); Olander and Velden (2007); Velden et al., 1998a) that an 

element of objectivity to Dvorak's successful but highly subjective approach was introduced. 

Although objective, Velden et al. (1998a) required analyst evaluation of infrared imagery to 

identify various hurricane features and Olander and Velden (2007) cited a continuously 

developing automated algorithm to classify hurricane intensity. However in 2011 they 

suggested that detection of a storm centre in the absence of a storm eye requires further 

research. 
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1.5 Aim 

The main aim of this research is to develop an algorithm for fully automated detection and 

classification of tropical cyclones from satellite imagery using soft computing techniques.  

1.6 Objectives 

Achievement of the research aim depends, in turn, on consideration of four specific research 

objectives:  

1. To investigate and identify the principal detectable features of tropical 

cyclones and hurricanes from satellite images. (Chapter 2 & 4) 

2. To devise pattern recognition algorithms for the detection of vital features of 

tropical cyclones and hurricanes, taking into consideration their vague and 

imprecise shapes. (Chapter 3 & 4) 

3. To develop an algorithm that can automatically detect tropical cyclones from 

satellite imagery and classify their intensity. (Chapter 3, 4, & 5) 

4. To validate the developed system with existing meteorological records. 

(Chapter 6) 

5. To investigate the efficiency and efficacy of soft computing algorithms for the 

purpose of storm detection systems. (Chapter 7) 

1.7 Conceptual Framework of the Research 

 The key research themes in the research are unpinned by three topics (Figure 1): 

understanding of storm dynamics; soft computing algorithms for pattern recognition and 

intensity classification; and validation of the results against a database of observed 

hurricanes. To develop an algorithm for automated detection of storms, it is essential to 

understand and comprehend the dynamics of the storms, including their physical structure 

and meteorological characteristics. Identification of the vital components of any storm is 

essential before application of pattern recognition and classification algorithms. Review and 

evaluation of a range of algorithms is then required to assist in the development of a new 

algorithm with higher accuracy and reliability. 
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Figure 1.1 The conceptual research framework 

1.8 Study Area 

Due to the investigative nature of the research two main study areas were chosen to ensure 

examination of a wide range of cyclonic cloud patterns. The Atlantic basin and Indian Ocean 

regions were chosen to form the basis of cognition training and validation. The choice of 

these regions ensured comparative analyses with previous studies and access to available 

data. 

 

Figure 1.2: Map showing North and South Atlantic Ocean. 
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1.9 Structure of the Thesis  

The central focus of this research is aimed at evaluating the capability of intelligent computer 

algorithms to detect and classify tropical cyclones and hurricanes accurately using satellite 

data with minimal human expert knowledge using fuzzy logic (Zadeh, 1993; Zadeh, 1965).  

The aim of this thesis is to answer the following research questions: 

 What is the feasibility of using fuzzy logic to recognise hurricanes in the 

North Atlantic basin? 

 How accurately can fuzzy membership functions classify hurricane intensity? 

 Is it possible to detect and classify hurricanes solely from satellite imagery? 

To address the research focus, the thesis is organised into eight chapters. Following the 

introduction, chapter two provides a review of recent literature relevant to cloud dynamics, 

behaviour of cyclonic cloud patterns, mechanisms of cyclones and the factors that influence 

these phenomena. Chapter two also examines methods currently used in the detection of 

storms, as well as the general principles of storm dynamics and intelligent algorithms used in 

their prediction. Chapter three describes and discusses the structure of the developed system 

including various processing stages. This chapter also provides justification of the methods 

used in this research. Chapters four, five and six discuss the results of the research and are 

presented as three major parts of the developed software prototype. Chapter seven discusses 

the evaluation methods used to validate the results, while chapter eight presents conclusions 

on the accuracy of results, critical evaluation of the efficiency of the developed system and 

reflective discussion of potential future research. 

Even though the validation region selected is the North Atlantic Basin, the methods discussed 

in this thesis can be applied to any cyclones developing in the northern hemisphere. The 

algorithms will need to be modified to detect a reverse spiral because of the clockwise 

rotation of the cyclone in the southern hemisphere. For the ease of reference, hurricane, 

cyclones and typhoons will be referred to as tropical cyclones 
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CHAPTER 2. LITERATURE REVIEW  

 

2.1 Introduction 

This chapter reviews the current and previous work carried out in the field of tropical cyclone 

monitoring and intensity classification, image based automated pattern recognition and fuzzy 

logic systems to tackle the uncertainty in ambiguous cloud structures. 

From section 2.2 to section 2.8, tropical cyclones are discussed in general initially while the 

later sections discuss the anatomy of tropical cyclones. Anatomy of the tropical storms plays 

an important role in the algorithm development for pattern recognition. These sections will 

define and discuss various natures of tropical cyclones and how they are currently monitored 

and forecasted. Section 2.8 specifically analyses the literature available in the field of 

monitoring tropical cyclones with the help of satellite remote sensing. Section 2.9 outlines the 

various approaches available for forecasting tropical cyclones with the help of satellite 

imagery. This section also discusses available computer models for forecasting cyclone tracks 

and estimating cyclone intensity.  

Section 2.13 explores and overview of various techniques and models available for image 

based pattern recognition. While section 2.15 and 2.16 review the soft computing approaches 

towards detection and intensity estimation of tropical cyclones. These sections particularly 

focus on rule based fuzzy models for storm cloud pattern recognition. Finally a summary of 

literature is provided highlighting the gaps that will be dealt with in this research.  

2.2 Hurricanes and Cyclones 

Tropical cyclones are amongst the most powerful and destructive meteorological phenomena 

on Earth. Every year, hundreds of cyclones develop over tropical oceans many of which 

make landfall to cause extensive damage to property and life. These tropical cyclones bring 

high winds, heavy rain and storm surges with them, which are the main cause of damage 

(MetOffice, 2011). 
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2.2.1 Origin of the words Hurricane and Cyclone 

Hurricanes are known to be the strongest forms of tropical cyclones. According to Emanuel 

(2005) the term “hurricane” comes from the Spanish word huracan, which in turn is thought 

to have originated from words in use amongst some of the Caribbean tribes. In the Mayan 

dialect “Hunraken” is the storm god. In Taino, an extinct tribe of the Greater Antilles and the 

Bahamas and especially Haiti, the word for hurricane was also huracan, meaning evil spirit. 

The Galibi Indians of Dutch and French Guiana used the word hyoracan, or devil, and the 

Quiche of southern Guatemala spoke of “Hurakan” the thunder and lightning god. Other 

Carib Indian words for hurricane were iaracan, urican, and huiranvucan, which have been 

translated as “Big Wind,” and similar terms. Dunn and Miller (1964) described it as the 

“meteorological monster of the sea”.  

While the word hurricane has its Spanish origins, the word cyclone refers to a Greek word 

‘kyklon’ meaning coil of the snake (Forrester, 1982), with the word ‘typhoon’ originating 

from ancient Arabic word 'toofan' (Hirth, 1880). 

2.2.2 Naming the Storms 

Several hundred years ago hurricanes in the Spanish islands of the Caribbean were named 

after the particular saint’s day on which the hurricane occurred. Earlier in this century the 

forecasters in Australia named hurricanes after political figures (Dunn and Miller, 1964). One 

technique of naming tropical storms and hurricanes started in 1950 with the simple phonetic 

alphabets used by military services such as Alpha, Bravo, Charlie, Delta etc. In 1953 

meteorologists started naming storms after alphabetically ordered female names. The first 

written mention of female hurricanes or storms may have been in the novel Storm, by George 

R. Stewart, Random House 1941 (Dunn and Miller, 1964). This female-naming approach was 

abolished in 1979 with the introduction of alternating male and female names in a season. 

More recently the names selected for Atlantic and Caribbean storms have included French 

and Spanish, reflecting all the languages spoken in the region (Reynolds and Ogley, 1989). 
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2.3 Geography of Tropical Cyclones 

Tropical cyclones all over the world form near the tropical regions of the world and almost all 

of them form following similar meteorological processes in the known seasons of the year. 

The frequent areas of hurricane and tropical cyclone occurrence are shown in figure 2.1. 

Hurricanes originate only in the tropical trade winds where the ocean temperatures are quite 

warm. The tropical trade winds are affected by large high pressure areas that are present most 

of the time over the oceans at about 30o latitude. In the Northern Hemisphere these are called 

the Hawaiian and Bermuda highs (Eagleman, 1990). The winds blowing around the high 

pressure travel anticyclonically in the Northern Hemisphere and create persistent Northeast 

winds on the southern side of the high-pressure areas that are known as the trade winds. It is 

within these trade winds where a cloud mass may be transformed into one of the most 

devastating storms on earth. 

Hurricanes typically originate over the South of North Atlantic Ocean, including the Gulf of 

Mexico and the Caribbean Sea. The common hurricane seasons last from June through to 

October. However infrequently they can develop in May and November and very rarely 

during other months of the year (Dunn and Miller, 1964), while typhoons form in the 

Northwest Pacific Ocean west of the dateline. According to records from 1951 to 2009 the 

average typhoon season starts in March-April and ends in May-June (Zhao et al., 2011). In 

the Indian Ocean a typical cyclone season will start in December and last until March, with 4 

to 5 storms forming every year on average. In the Arabian sea, cyclones normally occur in 

May and June (NGIA, 2012). 

Due to the confusing nature of the naming of these storms, this thesis will refer to all storms 

generically as ‘tropical cyclones’, specifically referring to their geographical titles, i.e. 

hurricane, cyclones and typhoons, when required. 
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2.4 Cyclogenesis 

To be able to identify and warn of the threat caused by tropical cyclones, it is necessary to 

appreciate the structure of cyclones. According to an older definition by Dunn (1964) a 

weather system that covers an approximately circular or elliptical area of at least 50 miles and 

has a circulation can be classified as a cyclone. Thus, a cyclone can be any system of rotating 

winds, except a tornado, which is rarely greater than one mile wide, or a whirlwind, which is 

hardly ever more than a few yards in diameter. Over recent years the definition and 

classification of cyclonic storms has been tightened and a cyclone is now defined as a storm 

with a warm-centred non-frontal low-pressure system, which originates over specific areas of 

tropical and sometimes subtropical waters, and has an organised circulation and associated 

wind patterns (BoM, 2008). The organised circulation in a cyclone is caused by atmospheric 

pressure changes and the Earth’s coriolis force, which is counter clockwise in the northern 

hemisphere and clockwise in the southern hemisphere due to the Earth’s rotation.  

Elsberry (1985) defines the term ‘tropical cyclone’ as being comprised of three kinds of 

tropical synoptic weather system. Firstly, a tropical depression with a weak tropical weather 

system characterised by wind speeds of no more than 34 knots; secondly, a tropical storm 

with wind speeds higher than the speeds of a depression but no higher than 63 knots; and, 

third, a hurricane or a tropical cyclone with sustained wind speeds of 64 knots and above. 

Figure 2.2 shows the process of cyclogenesis in the North Atlantic Ocean.  

The geographic origin of a tropical cyclone determines whether it should be labelled as a 

hurricane, tropical cyclone or a typhoon. Tropical cyclones originating in the North Atlantic 

Ocean, the Northeast Pacific Ocean or the South Pacific Ocean are called ‘hurricanes’, while 

‘typhoons’ originate in the Northwest Pacific Ocean west of the dateline. The name ‘tropical 

cyclone’ is associated with storms originating in the Indian Ocean, specifically around the 

Bay of Bengal and Australia (Landsea and Goldenberg, 2011; Musk, 1988; Neumann, 1993).  
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Figure 2.2: Cyclogenesis in the North Atlantic Ocean (Britannica, 2013)  

Based on various structural and geographical variables, cyclones can also be categorised as 

tropical, extratropical or subtropical, depending upon characteristics of the surrounding air 

masses. It is important to differentiate between these three categories of storm because it is 

the tropical weather systems that normally have the potential to become a cyclone, while the 

extratropical and subtropical do not. The three categories are defined below. 

2.4.1 Tropical Cyclone 

A tropical cyclone is a non-frontal synoptic scale, low pressure system specifically 

developing over tropical or subtropical waters, in the presence of warm moist air and sea 

surface temperature of at least 26oC. It can have a diameter in the range of 160 to 956 km and 

normally has a very warm central core. The wind speeds are normally strongest near the 

centre of the storm where the pressure gradients are highest. Within such a storm winds can 

exceed 241 km per hour (Anthes, 1982a).  

2.4.2 Extratropical cyclones 

A tropical cyclone that loses its tropical characteristics as it moves into non-tropical regions 

is called an extratropical cyclone. Extratropical storms normally have a cold core. The 

strongest winds are usually located 321 to 804 km from the centre of the storm. However, it 



15 

is mainly dependant on the location of the strong pressure gradient and stability of the low 

pressure system. The formation of an extratropical cyclone depends on temperature contrasts 

in its surroundings (Neumann, 1993; Houze, 1993) 

2.4.3 Subtropical Cyclone 

A subtropical cyclone is defined as a non-frontal low-pressure system with a cold core. Wind 

speeds in a subtropical cyclone normally range from 48 to 115 km per hour. A subtropical 

storm primarily depends on warm water temperatures for its survival (Musk, 1988). 

Apart from various geographical and structural categories tropical cyclones are also classified 

into stages according to their intensity and severity. Some systems use the stages of system 

development as well as the intensity factors for classifying cyclones, although it is mostly the 

wind speed that is used to determine the intensity of a cyclone. A standard intensity 

measurement unit is used to give an estimate of the potential property damage and flooding 

expected along the coast from a hurricane landfall. This scale is known as Saffir-Simpson 

Hurricane Scale. It is a 1-5 rating scale based on a hurricane's present intensity. Figure 2.3 

describes the Saffir-Simpson scale. This scale will be discussed later in detail in this chapter. 

2.5 Formation of Cyclones 

All tropical cyclones originate over warm oceanic waters in regions of low level convergence 

of the wind. The surrounding atmosphere requires a rapid temperature decrease, which makes 

the air rapidly turbulent and saturated. The saturated air is buoyant compared to its 

surroundings and creates uplift in the region forming cumulus clouds, as shown in figure 2.4. 

If the middle and upper troposphere are sufficiently moist, these cumulus clouds can rise to 

the top of the troposphere. These deep cumulus clouds, called cumulonimbus, are effective 

transporters of heat and moisture to the upper level of the atmosphere.  
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warms and dries the region surrounding the cloud system. The central cumulonimbus column 

strengthens and broadens if more mass is removed from the upper atmosphere than is 

replaced at low level (Merrill, 1985). The coriolis force is then required to spin the emerging 

cumulonimbus system and create a cyclonic vortex. The coriolis force, fuelled by the rotation 

of the earth, introduces a spin to the rising air eventually forming the spiral bands, which are 

a significant part of a cyclonic vortex. Due to an absence of coriolis force cyclones tend not 

to form within 5° of the equator (O'Hare et al., 2005) as shown in figure 2.6.  

 

Figure 2.5: How hurricanes form (Biello, 2007). 

Palmen (1948) found that cyclones will develop only over comparatively warm water, 

approximately 26o C and higher, although there have been a few exceptions. Palmen (1948) 
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also identified the environmental conditions that should be present for a cyclone to develop. 

In addition, formation of an unstable thunderstorm environment is required to transfer the 

heat stored in warm waters into the atmosphere.  

Relatively moist mid-troposphere conditions are also necessary because a drier mid 

atmosphere will not be favourable for the required thunderstorm formation. Proximity to the 

equator is important as, due to the lack of coriolis force, low pressure of disturbance cannot 

be maintained. 

Minimal vertical wind shear between the surface and the upper troposphere is essential for 

the genesis of any tropical cyclone (Gray, 1968; Gray, 1979). 

 

Figure 2.6 : Tropical cyclone density worldwide (Laing and Evans, 2011). 

Although the conditions described above are necessary to form a cyclone, many systems that 

appear to meet these conditions do not develop into cyclones. Riehl (1954) developed a 

comparison of a tropical cyclone development procedure to a man-made engine and listed 

five stages of development. Gray (1968; 1979) and Palmen (1948) stated the importance of 

the tropospheric current providing the cooling system to carry away the excess heat from the 

cyclonic regions.  

As the storm intensifies, the lowered atmospheric pressure in a tropical cyclone can cause the 

local sea level to rise to an average of 4m (Harris, 1963), thus accumulating the water at the 
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centre of the storm. The storm surge, in addition to extreme spiralling winds, eventually 

causes most of the damage to property and life.  

2.6 Intensification of Cyclones 

The low-level convergence inflow does not accelerate with time unless more mass is 

removed upward than converges at low levels. In addition, the constant evaporation of warm 

water ensures moisture enrichment of the middle and upper troposphere subsequently 

growing the bulk of cumulonimbus cloud near the tropopause level, resulting in a greater 

percentage coverage of the disturbed area with deep cumulus clouds. This provides an 

effective linkage between the lower and upper troposphere. Providing that a mechanism 

exists to exhaust this mass to regions far removed from the disturbance, surface pressure will 

continue to fall and the low-level cyclonic circulation will intensify. 

2.7 Anatomy of Cyclones 

Three cloud decks can be identified in the outer circulation of a hurricane. The lowest layer, 

consisting of nimbostratus clouds, produces rain. The middle layer consists of altocumulus 

and altostratus clouds, and the upper cloud layer is composed of cirrus and cirrocumulus. 

(Gibilisco, 1984). It is mainly the upper cloud layer that is used for monitoring the storm 

using satellite data. Due to unpredictable and dangerous conditions within a tropical cyclone, 

physical instruments to monitor the intensity of the storm are generally not cost effective, 

hence the importance of using remote sensing to monitor the visible development of a storm. 

The anatomy of a cyclone plays a vital role in its detection and monitoring using satellite 

data. There has been more than 50 years of research into reliable detection and monitoring of 

tropical cyclones from space (Conover, 1962; Blankenship, 1962; Maykut, 1964; Greaves 

and Chang, 1970; Miller, 1971; Reynolds and Haar, 1977; Spencer and Christry, 1990; 

Neumann, 1993; Chuai-Aree et al., 2008; Vidale et al., 2010; Bongirwar et al., 2011; Johnson 

and Watson, 2011).  

2.7.1 Eye Wall 

Merrill (1985) concluded that divergent upper-level winds, at and beyond the periphery of the 

storm outflow region, are required to remove the mass from the storm environment, and thus 

to prevent a re-circulation of the air back into the storm at low levels. As the low-level 
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2.7.3 Rain bands 

A tropical cyclone is composed of numerous bands of thunderstorm clouds. These are also 

known as rain bands (figure 2.9). They spiral around the centre of the hurricane whilst 

holding vast amounts of rainwater, because they feed off evaporated moisture from warm 

ocean waters. These thunderstorm rain bands can range from few to tens of miles wide and 

50 to 300 miles long (NOAA, 1999).  

 

Figure 2.9: Cross-section of a typical cyclone with its spiralling rain bands (BoM, 2013a). 

2.7.4 Storm Surge 

Due to high pressure winds swirling inwards, the oceanic waters tend to gather towards the 

centre of the storm. The low-pressure eye of the storm normally does not have enough force 

to push down the water causing an excessive build-up of water just under the eye wall. This 

build-up of water is called a storm surge. It has also been referred to as the ocean swell or a 

hurricane tsunami; however the behaviour has been reported to be very unlike tsunamis.  

When a storm surge makes landfall, it behaves more like fast flowing floodwaters than a tidal 

wave. A less powerful storm surge can reach a height of 4 to 5 feet and causes minimal 

damage to coastal areas. However a mature storm’s surge can rise as high as 18 feet and 

cause severe flooding with disastrous consequences. It has been calculated that a hurricane 

with a pressure of 900mb will have an increase in ocean level of more than 1m because of the 

lower atmospheric pressure (Eagleman, 1990). 
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composite of 100 storms gave an average size of 500 km in diameter. Whereas, if only those 

with winds greater than hurricane velocity are considered, the average cyclones are about 250 

km in diameter (Eagleman, 1990). 

In the early stages of tropical cyclone development and even for the first few days after the 

storm reaches its full intensity, the diameter of the storm can remain quite small; as it 

becomes older it also becomes larger. One of the most intense hurricanes on record, the 

Labour Day storm on the Florida Keys in 1935, had a path of destruction no more that thirty-

five to forty miles wide (McDonald, 1935).  

2.7.6 Life Span of cyclones 

A hurricane must eventually face either death by landfall or death by cold water. There are 

four major reasons for the inability of these storms to maintain their intensity near the surface 

after landfall (Houze, 1993; Pielke, 1990). As tropical cyclones are a form of heat engine, 

they require the warmest temperatures to be located near the centre of the storm. However, as 

air spirals into a hurricane, it expands as a result of the lower pressure closer to the eye 

resulting in cooling of the system. Moreover, when cyclones make landfall there is no heat 

source to counteract this cooling. Due to this break in the heat transfer, the deep 

cumulonimbus convection over land becomes inhibited and the divergent winds in the upper 

levels of the tropical cyclone weaken in strength as the storms deform and lose their strength. 

The development of sea spray in strong winds, and its subsequent evaporation, is an 

additional source of water vapour over the oceans. Over land, the availability of water is 

limited to the amount that may be extracted from the ground and plants through evaporation 

and evapo-traspiration, and the re-evaporation of rainfall on the ground. This evaporation 

over land also further contributes to cooling of the lower levels of the atmosphere since heat 

is required in the conversion of liquid water-to-water vapour (Gibilisco, 1984; Merrill, 1985; 

Pielke and Pielke, 1997; NOAA, 2010).  

Another substantial difference between the ocean and land areas is the generally larger 

aerodynamic roughness of the land. Trees, buildings, and even grasslands tend to be 

relatively rougher surfaces than water. Due to friction caused by these land features the air 

movement decelerates more than it normally would over an ocean. Even with large amplitude 
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sea waves during windy conditions, the ocean remains relatively aerodynamically efficient 

(Pielke, 1990). 

The shape of the hurricane also changes as it crosses a coastline or enters the cool temperate 

part of the world. The intense, symmetrical circulation gives way to a more elongated and 

distorted shape (Gibilisco, 1984). 

A storm of tropical origin may appear on the weather charts for a period of three weeks or 

more. During this whole time storm is never static and its characteristics are constantly 

changing from day to day and even from hour to hour. The physical processes of the storm 

itself and its environment are continually affecting its development, structure, shape, and 

intensity. McDonald (1942) first described the four stages in the normal cycle of development 

and decay: 

 Preliminary or Incipient stage 

 Deepening stage 

 Expanding stage 

 Decline or Decaying phase 

However, Dunn and Miller (1964) used different terms in dividing the life cycle of tropical 

cyclones, also into four similar stages: 

 The formative stage 

 The stage of immaturity 

 The stage of maturity 

 The stage of decay 

The average life span of a hurricane is about nine days, although August storms normally live 

the longest, with an average span of twelve days. July and November storms last about eight 

days (NOAA, 2008b; NOAA, 2010; Landsea and Goldenberg, 2011). 

Location of the origin of the tropical cyclones, time of the year and various other 

meteorological and atmospheric factors determine the lifetime of any cyclone. Very few 

storms dissipate as long as they remain over tropical or subtropical waters unless some 
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often dictates whether a hurricane will hit the Eastern United States. If a large Bermuda High 

catches up to a storm, it will push the storm toward the U.S. coast whilst a smaller Bermuda 

High will swing a storm out to open sea. When these steering winds aren't present, a 

hurricane can still move slowly under its own momentum but has trouble staying on any one 

course. This makes a hurricane's path nearly impossible for weather experts to predict. 

To maintain itself, a hurricane needs a steady supply of heat, humidity and warm ocean 

waters. As a storm moves across the open sea, the bands of thunderstorms that form a 

hurricane draw up evaporated moisture and gain strength. A hurricane can grow quickly if it 

keeps moving from one warm stretch of water to another. An encounter with cool currents 

can mean death for a hurricane. Without the humidity and evaporation, a storm can start to 

weaken (Landsea and Goldenberg, 2011). When strong steering winds sweep the hurricane 

onto the shore, the havoc the storm brings also marks the beginning of the end. Over land, a 

hurricane loses its main fuel source. The storm begins to weaken and its winds start to 

diminish.  

Throughout any tropical cyclone’s life span, experts monitor growth and decay to minimise 

the impact. Many methods and techniques have been developed over centuries to monitor and 

predict this phenomenon (Vines, 1898; McDonald, 1942; Elsberry, 1985; Vigh, 2000; 

Johnson and Watson, 2011; Khalid et al., 2003). In recent decades, the use of satellite 

imagery and ground based remote sensing to monitor tropical cyclones has increased 

considerably. 

2.7.8 Tropical Cyclone Modification 

There have been attempts to modify tropical cyclones. Project Stormfury was one of the 

notable efforts to destroy hurricane related weather systems. This procedure for attempting to 

stop or weakening the hurricane is called seeding. Seeding a hurricane consists of adding 

silver iodide or dry ice to it by means of an aeroplane (Eagleman, 1990). Dry ice crystals 

have a very low temperature and can generate ice crystals in the atmosphere. The concept of 

seeding a hurricane is to spray the eye wall with Silver iodide that can cause the generation of 

extra ice crystals, transforming the water vapour in the cumulous cloud system into ice 

particles. This change of form causes the eye wall to expand inadvertently in turn causing it 

to reduce the winds forming in the hurricane. The breakage in the heat engine due to lack of 

winds causes the storm to break itself. This can be seen in figure 2.12 
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Figure 2.13: Different locations where a hurricane can be seeded (Eagleman, 1990).  

Four hurricanes were seeded in the period from the early 1960s to the mid-1970s. The first 

was hurricane Esther in 1961, followed by hurricane Beulah in 1963. After the former had 

passed, seeding measurements indicated that the ice crystals were produced as expected. 

However the hurricane began to follow a looping path and made landfall in the US. There 

was no direct evidence, however, that seeding was the cause of the change in direction. In 

fact, none of the other hurricanes that had been seeded showed any change in direction. 

However, when Esther made landfall, new rules were created around the seeding procedure 

such that a minimum distance requirement was sanctioned (Eagleman, 1990). When 

hurricane Beulah was seeded in 1963 there were some indications of weakening winds; 

however, it was only noted after the second seeding effort. 

Hurricane Debbie was seeded in 1969 (Ahrens et al., 2011) and showed an immediate 31% 

reduction in winds. Debbie was left to its own course considering the reduction in power; 

however, the winds returned to their original intensity. After another seeding effort the winds 

dropped again approximately 16%, thus proving for the first time the impact of seeding 

theory in practice (Eagleman, 1990). Some further efforts were made in the 1970s to seed 

hurricanes, but they did not show any variation or reduction in wind greater that the natural 

variations. After this, hurricane seeding was stopped as it was deemed to be ineffective. 

Studies of natural storm variability, exploratory seeding experiments, and numerical and 

theoretical simulations indicate that the implementation of the Stormfury hypothesis could 

result in a reduction of 10%-15% in the maximum wind speed, with associated damage 
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reductions of 20%-60% (Sheets, 1981). Currently, further seeding experiments are not being 

performed, although detailed observational sampling of tropical storms is continuing as part 

of the Stormfury project. 

Other modification methods have included the introduction of a sheet material over the sea 

surface to avoid evaporation of warm waters and breaking the heat transfer mechanism. 

Various compounds such as Ether and Alcohol have been tested to create a thin film over the 

sea surface. However, experiments have shown that wave action rapidly breaks up the film 

layer making this method impractical. Another technique discussed was to spread carbon dust 

in the air around and within the tropical cyclone. This will create a heated effect disrupting 

the heat transfer. This technique was never tested due to the unknown environmental effects 

of carbon dust. 

2.8 Monitoring Cyclones 

As discussed in the previous sections hurricane development requires the presence of certain 

geographical and environmental variables. These variables can be measured and monitored 

with relative ease using either ground based instruments or space borne sensors. However, 

developing an algorithm to accurately predict the genesis of tropical cyclones is close to 

impossible. Due to their dynamic and evolutionary nature, it is extremely difficult to 

distinguish between a severe tropical thunderstorm and one that will develop into a fully 

blown tropical cyclone. In contrast, thunderstorms can be predicted and monitored with 

relative ease and confidence. It is the uncertainty surrounding thunderstorms and tropical 

disturbances turning into tropical cyclones that is problematic. Therefore, most of the tropical 

depressions and disturbances are monitored, especially in appropriate seasons, to catch the 

chance of one developing into a cyclone. Prediction of the cyclone can be classified into two 

categories: first, seasonal probabilities; and, second, track prediction. Seasonal probabilities 

estimate the number of tropical cyclones at the beginning of each peak season. It is difficult 

to estimate the numbers due to the complicated and unpredictable nature of the phenomenon; 

moreover numerical predictions can take a long time to process and produce results 

sometimes rendering them out of date. In addition, the accuracy of these predictions is always 

questionable. The errors are inversely proportional to the amount of time between the 

prediction and the actual occurrence of the storm. Despite advances in numerical and 
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There are many other satellites that have dedicated sensors for atmospheric and weather 

monitoring. The Geostationary Operational Environmental Satellite (GOES) is a 

geostationary orbit satellite with an imaging sensor and a sounder to analyse various layers of 

the atmosphere. This satellite is capable of providing data related to temperature, wind 

movements and cloud heights. The GOES plays a vital role in statistical and imaging 

analyses of global weather patterns (NASA, 2010). 

Earth orbiting satellites and the data they provide have helped start a revolution in the 

sciences of meteorology and climatology over the past four decades. With effective global 

views captured using space borne and air borne sensors, and high-speed computers, 

forecasters have produced efficient weather models for more accurate predictions (Lehmiller 

et al., 1997; Han et al., 2009). Meteorological satellite information has enhanced our 

understanding of synoptic systems and provided insights into previously little known 

mesoscale circulation systems, particularly as higher spatial and temporal resolution has 

become available (Businger and Reed, 1989). 

All of the data collected by satellites around the Earth coupled with ground based 

instrumental data are fed into numerical weather models. Meteorologists then read and use 

the models to create weather predictions, as well as hurricane forecasts. This is not only a 

lengthy process, but it is less efficient compared to automated detection of cyclones (Ho and 

Talukder, 2008; Khalid et al., 2003). The overwhelming amount of data and complexity of 

numerical modelling makes human interaction in the forecasting process unfeasible and less 

productive. Instead, automated cyclone detection algorithms can improve the detection of any 

tropical cyclone. 

Meteorological satellites can capture data at various wavelengths, but the most widely used 

products are visible, thermal infrared and water vapour imagery. A major problem with 

visible images is that half the Earth is in darkness at any moment and therefore cannot be 

seen in visible light. In contrast to the radiation that has come from the sun and has been 

reflected, the Earth and its atmosphere emit their own radiation to space. This ‘terrestrial’ 

infrared radiation is emitted by the continents, oceans, glaciers, clouds and other physical 

objects. The strength of the outgoing signal depends on the temperature of the emitting 

surface. Thermal infrared images are essential in tropical cyclone monitoring as they are not 

hindered by the lack of sun’s energy reflecting off the targets, hence providing round the 

clock imagery of our atmosphere. 
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2.8.2 Reconnaissance Aircraft 

Aircraft reconnaissance is a complementary data gathering effort executed by the US Air 

Force. Pilots fly aircraft into the cores of tropical cyclones to measure wind speed, pressure, 

temperature, and humidity as well as to provide an accurate location of the centre of the 

hurricanes. Apart from US Air Force Reserve 53rd Weather Reconnaissance Squadron, who 

are the major body in operational reconnaissance, the National Oceanic and Atmospheric 

Administration (NOAA) also flies aircraft into hurricanes to help scientists improve their 

modelling and understanding of these storms and to improve forecast capabilities (HHA, 

2011).  

The variables measured and recorded by these flights can be combined with satellite images 

to assist weather forecasts. The nature of the eye and surrounding cloud bands are used to 

make predictions about the intensity of hurricanes. If the central dense overcast (CDO) and 

cloud bands completely enclose the eye, a stronger storm is indicated (Riehl, 1954; BoM, 

2008; Ahrens et al., 2011; Dvorak, 1975).  

2.8.3 RADAR 

Ground based RADAR sensors are widely used to monitor tropical storms when they are 

approaching land. A network of Doppler RADAR stations can be used to obtain an effective 

and real time feed of a developing and approaching cyclone. These RADAR stations provide 

detailed information on hurricane wind fields and their changes. Using RADAR it is also 

possible to present more accurate flood and tornado warnings.  

 

Figure 2.16: 1960 Radar image of Hurricane Donna taken by the WSR-57 RADAR (Pielke, 1990). 
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2.9 Computer Models 

Various organisations around the world are responsible for forecasting tropical cyclones. 

Normally forecasts are generated by complex numerical models that rely on a combination of 

satellite images, historical storm information, current weather data from within a storm, as 

well as results from other predictive models.  

Due to the complex nature of atmospheric interactions, these models make varying 

predictions, especially in forecast periods beyond twenty-four hours (NHC, 2011; World 

Meteorological Organisation, 1976; Neumann, 1993; Aberson, 1998; Johnson and Watson, 

2011). Human expertise is required to monitor the outputs from different models (Dvorak, 

1975; Dvorak, 1984). Ultimately, a forecast is a product of varying amounts of human 

intuition mixed with the results of one or more models, which could be relatively subjective 

and tedious.  

Experts regularly use outputs from various computer models to accurately forecast any 

tropical cyclone movement. Statistical models are used to relate the hurricane’s motion to 

experience with past storms, while dynamic models address atmospheric changes (Houze, 

1993; Goerss, 2000; Murthy et al., 2008). Numerical models are normally considered to be a 

combination of the statistical and dynamic models. Numerical Weather Prediction (NWP) 

requires computers with vast processing power to compute the outputs within appropriate 

times. The use of satellite images to assist NWPs has become widespread in recent decades 

(Leslie et al., 1998; Bongirwar et al., 2011; Olander et al., 2002; Olander and Velden, 2007; 

Olander and Velden, 2011). However, before the advent of NWPs, nephanalysis was used to 

monitor cloud behaviour. This has led to researchers investigating automated cloud analyses 

for weather prediction, not just hurricane analyses. Though automated processes produce 

results with an acceptable accuracy, continuing research suggests that there is further need for 

accuracy improvement. This research engages in such models to address uncertainty and 

improve accuracy in automated recognition of tropical cyclones by using soft computing 

techniques such as fuzzy logic and heuristic models. 

2.9.1 Nephanalysis 

The term nephanalysis refers to the making of cloud charts. The concept and the use of 

nephanalysis pre-dates the satellite era (Berry et al., 1945), but since the availability of 
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satellite data nephanalysis has become almost wholly associated with meteorological satellite 

imagery. The pioneering work in interpreting satellite imagery was performed by Conover 

(1962; 1963). When nephanalysis adopted computer technology, the process became 

objective, consistent and in many cases faster. Most computer assisted nephanalysis 

procedures use traditional and standardised cloud categories (Conover, 1963; Conover, 1962; 

Dvorak, 1975; Dvorak, 1984). This has the advantage that the products of various procedures 

are standardised. From the early 1960s till the late 1980s, satellite based nephanalysis' 

introduction of impartiality in predictive model remained limited due to lack to confidence in 

automated procedures, requiring experts to confirm the results at all time.  

2.9.2 Interpreting cloud patterns in satellite imagery 

Conover (1963; 1962) suggested six criteria for successful cloud identification from satellite 

imagery: brightness, texture, size, shape, organisation and shadow effects. The principal 

feature of the cloud cover is the cloud amount, as this affects energy exchanges at the earth’s 

surface and in the atmosphere. In the past few decades, many experiments have been taken up 

to examine computerised methods of cloud amount estimation (Arnold, 1977; Reynolds and 

Haar, 1977; Houze, 1993; Chuai-Aree et al., 2008).  

An early paper by Blankenship (1962) suggested a scheme using 3.7 - 4.2m wavelength 

data to determine cloud amount at 700, 500 and 300mb in the atmosphere, and Maykut 

(1964) used a similar technique with TIROS HRIR (High Resolution Infra-red) data. Miller 

(1971) used a brightness-weighting scheme to estimate cloud amount and a technique similar 

to this has been used in the US Air Force Global Weather Central (AFGWC) 3DNEPH 

procedure (Coburn, 1971). The progress in cloud amount estimation has proceeded from 

simple linear spatial summaries to more sophisticated histogram weighting procedures 

(Reynolds and Haar, 1977; Woodbury and McCormick, 1986) and 3D reconstruction of real 

time atmospheric data (Chuai-Aree et al., 2008; Liu et al., 2011). 

The first two criteria in Conover’s list for interpreting satellite cloud imagery are cloud 

brightness and cloud texture, and it is these two variables which have attracted the most 

attention over recent years. Cloud brightness in Visible, Water Vapour and Thermal IR 

wavebands has been used both singly and jointly in cloud type classification (Barnes and 

Chang, 1968; Greaves and Chang, 1970; Shenk et al., 1976; Liu et al., 2011; Khalid et al., 

2003; Toldalagi and Lebow, 1982; Dvorak, 1984; Olander and Velden, 2011) 
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Having characterised spatial and textual variables in cloud based satellite imagery, the pixel 

values are classified into groups ensuring categories of various types of clouds. The 

procedures follow the two classical remote sensing approaches known as supervised and 

unsupervised classification. Given the variation in cloud type concepts a variety of 

classification routines have been examined, many of which are summarised by Toldalagi and 

Lebow (1982) and Baum et al. (1995; 1997). Clustering methodologies have also been used 

in cloud classification procedures (Ambroise et al., 2000; Desbois et al., 1982; Talbot et al., 

1999; Bezdek, 1998; Chiu, 1994).  

Desbois et al (1982) used a dynamic clustering method, which iteratively defines cloud 

clusters. Once identified, clusters then have to be given names, and this gives a route by 

which new classification of cloud types might emerge, although to date clusters have been 

named with traditional cloud type categories. Multispectral analyses are also used to 

distinguish between various cloud densities (Talbot et al., 1999; Liu et al., 2011; Yingying et 

al., 2011). An Image Data Processing System (IDAPS) was developed by NASA/Marshall 

Space Flight Center in 1975 to process high-resolution satellite images, both visible and 

infrared, to study cloud to height variability, temperature distribution, and the growth and 

collapse rates of the clouds (NASA, 1975).  

2.9.3 Forecasting Tropical Cyclones 

As mentioned in the earlier sections tropical cyclone monitoring can involve generating 

seasonal forecasts or cyclone track prediction. These forecasts are produced before the 

existence of any storm. However, once the storm has developed it is important to monitor its 

growth or decay, and to estimate its track and intensity. Cyclone monitoring mainly involves 

tracking its path and measuring its intensity. 

2.10 Path tracking 

The typical movement of Atlantic hurricanes involves initial travel from the Southeast. As 

they move into more northerly latitudes, they generally start to curve with a more northward 

movement, followed by movement from the Southwest (Vega, 1991). A hurricane may 

suddenly change directions as it follows a looping path or it may strike land when its path 

encounters appropriate winds. About 70% of the hurricanes behave in a typical fashion by 
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One of these is purely dynamic; the others are statistical or climatological. If the location of 

landfall can be predicted, it makes a tremendous difference in warning people of the 

approaching danger. The accuracy of predicting the exact location of the centre of the 

hurricane at landfall is only about 175 km (NHC, 2011). This distance may mean that one 

particular city is affected instead of another. None of the techniques predict the hurricane 

path perfectly (DeMaria, 2005). This is the reason for having different prediction models to 

locate as specifically as possible where the hurricane is going to make landfall. NHC 

executes as many as 44 models to produce an official track and intensity forecast (NHC, 

2009). A combination of statistical, dynamic and persistence models are used to generate a 

forecast report that is agreed by various experts at NHC. Persistence models simply refer to 

the behaviour of the storms in the past. This includes speed of travel and their direction 

during their existence. These past records are then used to project the hurricane speed and 

direction for all the current and predicted hurricanes. The combination of various models can 

provide a prediction, path or intensity, for any specific location in the Atlantic and East 

Pacific Oceans within the range of 12 hours to 5 days in advance (Sorenson, 2000; Goerss, 

2000). 

In addition to global prediction, which covers the whole of the Atlantic basin and East Pacific 

Ocean, NHC also produces localised forecasts, which means that only past records nearer to a 

particular location of a current hurricane are used. All models can utilise persistence data, 

past records of climatological variables or any combination of these to predict the path of a 

hurricane. The climatology of past hurricanes considers factors such as the surrounding 

pressure systems, upper air flow patterns, direction of the trade winds, and other 

environmental variables (Vigh, 2000; NHC, 2009). 

The dynamic models are intelligent computer algorithms that process various data at several 

atmospheric levels of a hurricane (Lehmiller et al., 1997; Elsner et al., 1998; Jovanovic, 

2011). Dynamic NWP models are the most complicated algorithms and require a lengthier 

processing time. As they are reliant on the most current data available, their outputs can be 

delayed and do not include the most up to date forecast. However, once the algorithms have 

completed processing, their outputs can, in turn, be input into other models to produce more 

accurate predictions. 

None of these hurricane path prediction methods are consistently more accurate than the 

others. All are used for every hurricane that forms in their respective regions (Jovanovic, 
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National Meteorological Center’s Moveable Fine-mesh Model (Kerlin, 1979; Kurihara and 

Bender, 1980), two US Navy models at Fleet Numerical Oceanography Center called The 

One-way Tropical Cyclone Model and the Nested Tropical Model (Goerss, 2000; Goerss and 

Jeffries, 1994) and the Multiple-Nested Grid Model of the Japan Meteorological Center. The 

European Centre for Medium-range Weather Forecasts has also been widely used to predict 

tropical cyclone paths (Pielke, 1990). 

2.11 Tropical Cyclone Detection 

Tropical cyclone detection algorithms differ from predictive algorithms in the sense that they 

are detecting existing tropical storms, hence removing the uncertainty caused by stochastic 

algorithms. Cyclone detection is an important phase of hazard management associated with 

tropical storms. It is understood that not every tropical depression eventually takes on tropical 

cyclone status (Dunn and Miller, 1964; Pielke and Pielke, 1997; Aberson, 1998; Anthes, 

1982b; Anthes, 1982a). The storm has to hold its shape and intensity for at least two days 

before it can be classified as a tropical cyclone. This means that the warning associated with 

cyclones can be relatively abrupt (Aberson, 1998), but nonetheless more accurate. 

Detection of a developing tropical cyclone and its path monitoring are more important than 

some vaguely produced seasonal prediction of these storms. The importance of this is 

emphasised by the impact of present day cyclones making landfall and the logistics involved 

in issuing warnings and evacuation calls. Many algorithms are used for the detection of 

cyclones throughout the various tropical regions (Ho and Talukder, 2008; Camargo and 

Zebiak, 2002; Fitzpatrick, 1997). These techniques involve various hybrid methods of 

combining many statistical and dynamic algorithms. Many of the techniques rely on a best 

match technique using various environmental data collected via physical instruments. Once a 

cyclone is born various techniques are used to monitor its growth over a period of time until 

experts are assured that it is going to make landfall hence affecting the environment. Figure 

2.21 present an example of a decision tree used by the National Hurricane Center to 

determine whether a suspected weather system will develop into a tropical storm, while 

figure 2.22 illustrates a decision tree used by experts to conclude whether an existing tropical 

cyclone will intensify over its remaining life (Pielke, 1990). 

In the decision trees, illustrated in figure 2.21 & figure 2.22, there is a significant reliance on 

data captured in real time using physical instruments. Satellite imagery has been widely used 
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in early cyclone detection algorithms (Conover, 1962; Blankenship, 1962; Conover, 1963; 

Maykut, 1964; Greaves and Chang, 1970; Miller, 1971) but it always had to be combined 

with other ancillary data. Dvorak (1975) established one of the first techniques to estimate 

tropical cyclone intensity that solely relied on satellite images. Since then Dvorak’s technique 

has been extended by many experts (Dvorak, 1984; Olander et al., 2002; Olander and Velden, 

2007; Olander and Velden, 2011). Originally Dvorak’s technique for intensity estimation was 

extremely subjective and all analyses and identifications were performed manually with the 

help of flow charts similar to the one illustrated in figure 2.20. This placed a huge 

responsibility on the experts applying these techniques to satellite images and classifying the 

storms. Dvorak’s technique was further developed in mid-1980s by many others (Olander et 

al., 2002; Olander and Velden, 2007; Olander and Velden, 2011) including Dvorak himself 

(Dvorak, 1984). He revisited his own algorithm and improved its accuracy by removing some 

of the subjective aspects. Initially Zehr (1989) attempted to objectify Dvorak’s techniques, 

but there were still subjective aspects left within the newly developed algorithms, mainly 

associated with locating the centre of the storm. Identification of the centre of tropical 

cyclones was still a manual and error prone job. In addition to the detection algorithms 

Dvorak also introduced a new intensity classification technique, known as the T 

classification. As compared to the Saffir Simpson Scale, the T classification had 8 categories 

of storm intensity, further to which each class could also be split into half classes creating 

further distinction between storm categories (table 2.1) 

In the nineties various other researchers built upon the Dvorak’s revised technique of 1984 to 

further introduce objectivity into the algorithms (Velden et al., 1998b), but it was not until the 

start of the 21st century that an Advanced Objective Dvorak Technique (AODT) was 

developed (Olander et al., 2002). AODT was capable of identifying earlier storm stages of 

tropical depressions and various other storm stages with an acceptable margin of accuracy. It 

also had an automated centre determination algorithm to identify the centre of the storm. 

Although accurate identification of centre of the storm is still considered to be a difficult task 

and required further research (Olander and Velden, 2011). 
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Table 2.1: Comparison of Dvorak's T-classification and Saffir Simpson Scale (NOAA, 2012). 

CI Number MWS (Knots) MSLP (Atlantic) MSLP (Davolio) Saffir-Simpson 

Category 

(Approximate) 

1 25 Knots       

1.5 25 Knots       

2 30 Knots 1009 mb 1000 mb   

2.5 35 Knots 1005 mb 997 mb   

3 45 Knots 1000 mb 991 mb   

3.5 55 Knots 994 mb 984 mb   

4 65 Knots 987 mb 976 mb 1 (64-83 KTS) 

4.5 77 Knots 979 mb 966 mb 1 (64-83 KTS); 

2 (84-96 KTS) 

5 90 Knots 970 mb 954 mb 2 (84-96 KTS); 

3 (97-113 KTS) 

5.5 102 Knots 960 mb 941 mb 3 (97-113 KTS) 

6 115 Knots 948 mb 927 mb 4 (114-135 KTS) 

6.5 127 Knots 935 mb 914 mb 4 (114-135 KTS) 

7 140 Knots 921 mb 898 mb 5 (136+ KTS) 

7.5 155 Knots 906 mb 879 mb 5 (136+ KTS) 

8 170 Knots 890 mb 858 mb 5 (136+ KTS) 

With accuracies still not close to the original manual technique, Olander and Velden (2007) 

worked on the algorithms further (Olander and Velden, 2011) to revise the Advanced Dvorak 

Technique (ADT). ADT was capable of implementing nearly all of the scenarios described in 

the original publication. In addition, it used regression functions to deal with the detection of 

the centre of the storm and relied on the long wave infrared measurements to estimate the 

intensity. There were obvious similarities between ADT and Dvorak’s original technique as 

they tend to identify the same physical feature of a cyclone, i.e. Central Dense Overcast 

(CDO), eye and banding around the CDO. The revised versions of ADT introduced various 

analytical techniques to identify the storm centre and are heavily reliant on the fact that the 

storm centre needs to be identified accurately. Moreover the algorithms are heavily reliant on 

the presence of the eye to classify the intensity.  
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Figure 2.23. Dvorak’s diagram for determining storm intensity (Dvorak, 1984; Dvorak, 1975). 

In order to address issues of uncertainty and vagueness associated with shape identification 

and intensity classification, a fuzzy logic rule based approach is chosen in this research to 

provide much more accurate and realistic results. Chapters 4 and 5 respectively discuss 

various pattern recognition and soft computing techniques. 

One of the more stale developments in cyclone detection and their size determination is in the 

field of intelligent pattern recognition algorithms using satellite images (Hossain et al., 1999; 

Lee and Liu, 2001; Conover, 1963; Khalid et al., 2003). Though pattern recognition has been 

a widely and actively researched area in many applied fields of science and engineering, in 

recent years it has hardly been appropriately exploited for the detection of hurricanes and 

tropical cyclones.  
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2.12 Pattern Recognition of Storm Clouds 

One of the essential human brain functionalities is recognition of everyday patterns. A pattern 

is merely a systematic description of any target object. Humans perform the act of pattern 

recognition every hour of their lives, making decisions based on the analysis of pattern 

recognition outputs. Ability to read handwriting and analyse sounds are all part of pattern 

recognition. Dependant on the nature of patterns to be recognised, the process of recognition 

can be categorised into two major types; firstly, the recognition of exact items; and, secondly, 

the recognition of abstract items. Humans have the ability to recognise characters, pictures, 

sound, music, and other objects in their proximate environment. This is referred to as sensory 

recognition, which includes visual and aural pattern recognition. This recognition process 

involves the classification and segmentation of spatial and temporal patterns. On the other 

hand, a solution to a problem can be recognised without certain sensory abilities. This process 

involves the recognition of abstract items and can be termed conceptual recognition. 

Recognition of exact patterns by human beings is considered as a psycho-physiological issue, 

which involves a relationship between a person and a physical stimulus. On perception of a 

pattern, an inductive inference and association is typically made, which is derived from past 

experience of learning, i.e. cognition. Human recognition as an estimation of patterns is 

typically associated with a set of known statistical populations, which depend on past 

experience of individuals. Thus, the problem of pattern recognition is regarded as one of 

discrimination, not between individual patterns but between populations. This is done 

through a search for features or primitive attributes amongst the members of a population 

(Sternberg, 2006; Biederman, 1987). 

Pattern recognition can also be defined as "the categorisation of input data into identifiable 

classes via the extraction of significant features or attributes of the data from a background of 

irrelevant detail" (Annadurai, 2007, p. 318). Patterns are the means by which we interpret the 

world (Pal and Mitra, 1999). Bezdek (1981) and Rutkowska (2002) define pattern recognition 

as a search for structure in data. Another definition by Fukunaga (1972) states that pattern 

recognition consists of feature selection and classifier design, while Schalkoff (1992) defines 

pattern recognition as the science that concerns the description or classification of 

measurements. Easily described, pattern recognition is about feature analysis, clustering, and 

classifier design. Pattern recognition is frequently associated with identification of relevant 
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classes that are usually characterised by patterns derived from past experience (Peeva and 

Kyosev, 2004). To be able to recognise and classify patterns is one of the primary 

characteristics of human intelligence. The science of pattern recognition has been thoroughly 

researched since the early 1950s (Pal et al., 1986; Pal and Pal, 2001). With the advancement 

in technology automated pattern recognition has achieved nearly impossible heights 

(Myagmarbayar et al., 2013).  

Generally, the process of pattern recognition can be visualised as a sequence of three phases: 

data acquisition, feature extraction and classification. The data acquisition step involves 

obtaining data via a set of sensors, also known as sensing. The second process in pattern 

recognition consists of extraction of characteristic features from the input data in order to 

reduce the number of variables within the data. This feature extraction process involves 

enhancing features which should be the characterising attributes of any given pattern class. 

Finally a set of decision rules are defined to recognise or classify the required patterns. These 

rules are also known as the discrimination functions (Peeva and Kyosev, 2004; Duda et al., 

2001). 

Pattern recognition algorithms can be numerical or contextual (Kitler and Pairman, 1985; Jain 

et al., 2000; data, 1982; Li, 1995; Li and Jain, 2011). A well-designed pattern recognition 

algorithm can be applicable to a large variety of problems.  

In order to extract significant features from the image pattern, a pre-processing stage in 

pattern recognition can involve filtering, edge enhancement, skeleton identification, object 

segmentation, contour extraction and other techniques (Rosenfeld and Kak, 1982; Gonzalez 

and Wintz, 1987). A complete image recognition/interpretation system is also known in the 

literature as a vision system (Marr, 1982; Ballard and Brown, 1982). 

In any pattern recognition system, uncertainties can arise at any phase introducing ambiguity 

or vagueness in input images. These ambiguities and uncertainties can propagate errors 

through all stages of pattern recognition. It is therefore important for a pattern recognition 

system to have sufficient provision for representing the uncertainties involved (Pal et al., 

1986; Pal, 2003). 
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2.13 Pattern Recognition Principles 

There are various key principles in the study of patterns. 

2.13.1 Membership-roster concept 

When a pattern class is characterised by a list of its members, the design of a pattern 

recognition system may be based on the membership-roster concept. Characterisation of a 

known target class by a membership-roster concept also can be seen as pattern recognition by 

template matching. The set of patterns belonging to the same pattern class is stored in the 

pattern recognition system. For efficient pattern recognition, an appropriate set of patterns 

must be stored for each pattern class to capture its pattern variety. When an unknown pattern 

or shape is shown to the system, it is geometrically and texturally compared with the stored 

patterns one by one. The pattern recognition system then identifies the input patterns as 

members of a pattern class. For instance, if letters of different fonts are stored in the pattern 

recognition system, such letters may be recognised by the membership-roster approach as 

long as they are not distorted by noise. However, this concept can lead to the design of 

inexpensive recognition schemes, which serve the purpose in certain applications. The 

membership-roster approach’s results are only acceptable when the condition of input pattern 

samples are in near-perfect match with the training data (Aziz et al., 2001). 

2.13.2 Common-property concept 

This particular pattern recognition ideology requires the features in a single target pattern 

class to share well defined properties. The common properties, for example, can be stored in 

the pattern recognition system. When an unknown pattern is encountered by the system, its 

features are extracted and sometimes coded and then are compared with the stored features. 

The algorithm classifies the new pattern as a member of a class with similar features. Thus 

the main problem in this approach is to determine common properties from a finite set of 

sample patterns known to belong to the pattern class to be recognised. However, it is 

extremely difficult, if not impossible, to find the complete set of discriminating features for a 

pattern class due to imperfect geometric nature of the shapes. Utilisation of this concept, 

therefore, often necessitates the development of feature selection techniques, which are 

optimum (Aziz et al., 2001; Ballard and Brown, 1982; Schalkoff, 1992; Jesan, 2004).  
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2.13.3 Clustering concept 

Clustering refers to a task of grouping a set of homogenous features together. Several 

clustering algorithms exist which aim to characterise pattern classes by computationally 

simple recognition approaches, such as the minimum-distance classifiers. When the clusters 

overlap, however, it becomes necessary to utilise more sophisticated techniques for 

partitioning the pattern space. Overlapping clusters represent problems in observed 

information and presence of measurement noise. Hence, the degree of overlapping can often 

be minimised by increasing the number and the quality of measurements performed on the 

pattern of a class. 

2.13.4 Heuristic Methods 

Heuristic methods tend to use an existing knowledge base and can utilise the membership-

roster and common-property concepts to process the knowledge base. A system designed 

using this principle generally consists of a set of ad hoc procedures developed for specialised 

recognition tasks (Fukunaga, 1972). Although the heuristic approach is an important pattern 

recognition concept, each problem requires a set of specifically tailored design rules. 

Therefore the success of heuristic models largely depends on the good understanding of the 

pattern being detected. 

2.13.5 Mathematical methods 

The mathematical approach is based on classification rules utilising common-property and 

clustering approaches. Unlike heuristic approaches, mathematical models tend not to be 

single problem specific and can be applied to a wide range of variables (Schalkoff, 1992). 

The mathematical approach can either be deterministic or statistical. The statistical approach 

is normally based on mathematical classification rules, which are formulated and derived in a 

statistical structure. However, the deterministic approach tends to be based on statistics free 

linguistic methods (Anderson, 1971).  

2.13.6 Bayes Decision Theory 

Over the past three decades, statistical methods have played a vital role in the development of 

pattern recognition techniques (Berger, 1985; Shafer, 1976; Bishop, 2006; Duda et al., 2001; 

Devroye, 1996; Bishop, 1995). Statistical decision theory and related fields has seen 
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significant theoretical advances and innovations over the years.  Statistical methods provide a 

framework for understanding pattern recognition problems when the underlying pattern 

generating algorithms can be satisfactorily represented by statistical models. 

Bayes Decision theory belongs to the category of statistical decision theories for pattern 

classification. The role of this theory is mainly to provide a framework for modelling the 

pattern-generating mechanism. This theory is a probabilistic approach where all relevant 

probabilities are known. The aim of the Bayesian decisions is to assign the target objects to 

their probable pattern class (Robert and Tourneret, 1994).  

2.13.7 Linguistic Methods (Syntactical Approach) 

In a linguistic or syntactical approach for recognising embedded patterns, the target is 

categorised in its primitive elements, also known as sub-patterns and lexicon (Wu and Sun, 

1996). These sub-patterns are then logically structured so that their relationships suggest 

automatic pattern recognition, often defined by their shared characteristics as suggested in 

common-property concept (Anderson, 1971; Tou and Gonzalez, 1974; Kitler and Pairman, 

1985). These related sub-patterns are then logically placed in a hierarchical structure, very 

similar to a language grammar. This logical grammatical structure can be classed as pattern 

grammar. A pattern grammar consists of a set of variables, primitives and production rules. 

The most common type of grammars are regular grammars, context-free grammars, and 

context-sensitive grammars. The production rules define the type of a grammar (Chomsky, 

1956a; Chomsky, 1956b).  

Linguistic methods are useful at identifying patterns where numerical and mathematical 

methods fail. At times it is difficult to define a mathematical structure for an unrecognisable 

object, where a global linguistic approach can arrange loosely connected patterns in a 

hierarchical structure (Andras, 2008; Uhr, 1971; Hong, 2013)  

2.13.8 Formal language theory (FLT) 

The origin of formal language theory may be traced to the mid-1950s with the development 

by Noam Chomsky (1956a; 1956b) of mathematical models of grammars related to his work 

in natural languages.  
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According to FLT an alphabet is any finite set of symbols, while a sentence over an alphabet 

is any string of finite length composed of symbols. For example, given the alphabet {d, t, 

0,1}, the following are valid sentences: {dd0,td1,00,0d1,1t0…}. A sentence without any 

symbol is called an empty sentence and is demoted by S0. For any alphabet V, V* can be used 

to denote the set of all sentences composed of symbols from V, including the empty sentence. 

The symbol V+ then denotes the full set of sentences without any empty sentences, i.e. V* - 

S0.  

Hence given the alphabet V = {a,b}, we have V* = {S0, a, b, aa, ab, ba, bb, aaa, …} and V+ = 

{a,b,aa,ab, ba, bb, aaa, … }. A language can then be defined as any set of sentences over an 

alphabet.  

Regardless of the advances in the pattern recognition techniques and rapid developments in 

the field of syntactic and numerical methods to construct artificial cognition, these theories 

have hardly been applied to automate the detection of tropical cyclones and hurricanes (Lee 

and Liu, 2001; Khalid et al., 2003; Wei and Jing, 2010; Wei et al., 2011). There have been 

other researchers that have focused on one or two parts of a hurricane’s anatomy to be 

detected or classified, rather than detection of the storm as a whole (Wong and Yip, 2009; 

Wei and Jing, 2010; Wei et al., 2011). 

The following chapters will discuss a holistic approach to detect and classify hurricanes using 

linguistic pattern recognition algorithms. 

2.14 Uncertainty and Vagueness of Storm Clouds  

According to the conventional positivist view, science should strive for certainty in all its 

manifestations, such as precision, specificity, sharpness, consistency; hence uncertainty that 

could lead to imprecision, non-specifically, vagueness, inconsistency has mostly been 

regarded as unscientific. More recently, scientific thought has come to regard uncertainty as 

central to science (Johnston, 1945; Funtowicz and Ravetz, 1990; van Asselt, 2000; Lemons, 

1996; Goodchild and Zhang, 2002).  
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2.15 Fuzzy Logic 

The traditional hard computing paradigm is often not suitable for many real life problems 

Sankar (1996). Precise models for solving simple real life problems under the conventional 

computing paradigm become not only very difficult but also expensive. Hence problems with 

embedded uncertainty require imprecise solutions. The first stage of the transition from the 

traditional approach to the modern approach of tackling uncertainty began in the late 19th 

century (Charles, 1878). Black (1937) contributed to ideas of uncertainty by publishing a 

paper entitled 'Vagueness: an exercise in logical analysis". In this paper he introduced the 

concept of vague sets as compared to the traditional crisp or hard logic sets. This ideology 

was later known as Soft Computing, according to which a computer provides results using an 

imprecise logical system. However, recognition of the importance of uncertainty emerged 

strongly in the 1960s when Zadeh (1965), introduced a theory known as fuzzy sets. The 

theory of fuzzy logic describes sets with boundaries that are not precise. Unlike traditional 

sets, an object's membership in a fuzzy set is not a matter of yes or no but rather a matter of 

degree. Fuzzy sets became the new way to represent vagueness in analysis of everyday 

problems; they attempt to model human reasoning/thinking processes.  

Fuzzy sets, also known as membership functions, tend to map real numbers from a universe 

of discourse to [0,1]. In other words the membership values range from 0 to 1 (Zadeh, 1993; 

Zadeh, 1996b; Zadeh, 1997; Chi et al., 1996). These membership functions cannot be 

confused with probability. Membership functions possesses elasticity; the higher the value of 

membership of an object to a class, the less the imprecisely defined concept of the fuzzy set 

must be stretched to accommodate the object (Sankar, 1996; Pal, 2003). Fuzzy logic provides 

a conceptual framework to model the world inundated by uncertainty and imprecision 

(Zadeh, 1996a). 

Since fuzzy sets help characterise imprecise properties of any known or unknown patterns, 

they can be used effectively to model vagueness associated with simulated real world 

problems. Fuzzy logic is based on the theory of fuzzy sets and approximate reasoning. It 

defines logic based on approximate reasoning, which is more similar to real world problems 

than the traditional logical system and thus helps fuzzy logic develop better and effective 

solutions for the inexact and imprecise issues (Bezdek and Castelaz, 1977; Cox, 1992; Zadeh, 

1993; Peeva and Kyosev, 2004; Wadhawan et al., 2013).  



56 

 

Figure 2.24: A typical Fuzzy System with its individual components (Kovacs, 2011). 

The importance of fuzzy logic derives from the fact that most modes of human reasoning are 

approximate in nature. In fuzzy logic using approximate reasoning maps everything as a 

matter of a degree of membership. Any real world problem can be fuzzified with inference of 

knowledge based rules implemented as fuzzy membership functions. In fuzzy logic inference 

is a process of propagation of input values to an approximate output based on fuzzy functions 

(Zadeh, 1992). Like traditional crisp sets, fuzzy sets can also be mathematically manipulated.  

2.15.1 Fuzzy systems 

A fuzzy system usually has three components: fuzzification; inferencing; and defuzzification 

as shown in figure 2.24 above. The fuzzification step provides a fuzzy set representation of a 

crisp input by which a fuzzy degree of membership can be obtained. Membership functions 

are used to define fuzzy inputs and outputs required to characterise the fuzzy model of a 

system. The inference process can also utilise a bank of fuzzy rules that assist in fuzzifying 

the inputs. The type of processing depends on the fuzzy model being used. If a fuzzy 

clustering model is used, then the processing may be an iterative optimisation of an objective 

function (Bezdek, 1981); while for a fuzzy controller the processing means the use of some 

reasoning scheme to compute a fuzzy consequent (Driankov et. al, 1993). 
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The defuzzification phase produces crisp action from a fuzzy conclusion. Depending on the 

type of fuzzy system, the defuzzification scheme may be different. For example, in the case 

of a fuzzy classifier, the defuzzification scheme can be to find the class with highest 

membership value. On the other hand, for a fuzzy control system, the defuzzification is 

obtained by aggregating several output fuzzy sets using one of several schemes, like centre of 

mass, height method (Driankov et. al, 1993). Fuzzy rules help define the membership 

functions deduce the final crisp output as shown in figure 2.25.  

 

Figure 2.25 Defuzzification with the help of rule-based approach (Cox, 1992) 

A fuzzy system can be an iterative process; the input values are passed on to a fuzzifier where 

they are converted into suitable fuzzy functions or fuzzy sets in order to tackle the uncertainty 

associated. The fuzzified measurements are then passed on to the inference engine which, 

with the help of a knowledge rule base, evaluates the fuzzified set and generates the 

approximate results. The fuzzified results must then be converted back into an applicable 

crisp results (figure 2.24).  
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There have been many attempts investigating the application of fuzzy set theoretic 

approaches to real life pattern recognition problems. Some of these have been used (Pal et al., 

1986; Bezdek and Pal, 1992; Laface and De-Mori, 1992; Melin, 2012) for recognising speech 

patterns that are biological in origin, indicating a considerable amount of fuzziness. Pathak 

and Pal (1987) demonstrated an application of fuzzy and fractionally fuzzy grammars in 

syntactic recognition of ages of different bones from X-ray image patterns. 

2.15.2 Fuzzy Pattern Recognition 

The mid-1960s noticed the recognition of fuzzy logic in the pattern recognition field. 

Research on the application of fuzzy set theory to supervise pattern recognition by Bellman et 

al. (1966) was received successfully. Bellman et al. (1966) proposed two phases of pattern 

recognition—abstraction and generalisation. The process of abstraction was synonym to the 

modern process of fuzzification, while generalisation was performed when the fuzzy 

membership functions were used to devise the values of  for patterns that were originally 

not present in the training samples. Zadeh (Bellman et al., 1966; Zadeh, 1996b) also 

suggested consideration of linguistic features and fuzzy relations in representing a class. 

Sankar (1977) and Majumder (1977) outlined an early application of fuzzy sets for decision 

theoretic classification, where a pattern is considered as an array of linguistically phrased 

features denoting certain properties and where each of these features is a fuzzy set. The 

variation of the recognition score with the change of fuzziness in the linguistically phrased 

feature values has subsequently been investigated (Pal et al., 1986). These classifiers have 

also been used for designing a self-supervised recognition system (Pathak and Pal, 1987). 

Nath et al. (1983, 1985) proposed a classification model applicable in the soft sciences where 

enough a priori knowledge about the classifier is available from the expert in linguistic form. 

Literature dealing with fuzzy pattern recognition and fuzzy clustering is now quite extensive. 

Recently Nagalakshmi and Jyothi (2013) reviewed a fuzzy clustering approach to highlight 

the importance of edge detection for image segmentation. The main aim of fuzzy set theory is 

to manage uncertainties in various applications to a reasonable extent, particularly in decision 

making models under different kinds of risk, subjective judgement, vagueness, and 

ambiguity. Since this theory is a generalisation of the classical set theory, it has greater 

flexibility to capture various aspects of incompleteness or imperfection in information about a 

situation (Zadeh, 1965). 
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Although the task of feature selection plays an important role in designing a pattern 

recognition system, the research in this area using fuzzy set theory, for hazard identification 

particularly in hurricane analyses, has not been significant. Bezdek and Castelaz (1977) 

showed an application of the fuzzy c-means clustering algorithm to select an optimum feature 

subset from the available features to avoid appreciable loss of classifier performance with the 

reduced set of features. Pal and Chakraborty (1986) explained an application of fuzziness 

measures of a set in selecting features without going through classification. This has then 

been extended to evaluate the importance of any subset of features to provide an average 

quantitative index of goodness (Pal, 1992). Pedrycz (1990) also stressed the importance of 

the use of fuzzy and probabilistic methods in the field of pattern recognition. Pedrycz (1990) 

clearly states the use of fuzzy measures and fuzzy clustering techniques in various 

classification hybrid methods, especially for feature selection. 

Recent years have highlighted an increased importance of linguistic, knowledge and rule 

based decision support algorithms and their incorporation in traditional fuzzy logic (Ishibuchi 

and Nakashima, 2001; Duda et al., 2001; Ho et al., 2012; Wei et al., 2012; Laha and Das, 

2011; Cordón et al., 1999). However, a gap still exists in successful application of the rule 

based fuzzy systems in the field of hurricane and tropical cyclone detection (Olander and 

Velden, 2011; Duong et al., 2013; Shah et al., 2012).  

2.15.3 Fuzzy Rule Based Systems 

Rule based systems have also gained popularity in pattern recognition activities. By 

modelling the rules, facts and expert knowledge in terms of fuzzy sets, it is possible to make 

interfaces using the concept of approximate reasoning. Such a system has been designed for 

automatic target recognition using 40 rules (Nafarieh and Keller, 1991). Nozaki et al. (1996) 

proposed an adaptive fuzzy rule based pattern recognition system that could adjust the grade 

of uncertainty associated with fuzzy sets. A system such as this assisted Abebe et al. (2000) 

to estimate precipitation levels for a weather station based on the knowledge base from the 

other stations in the region.  

With conventional probabilistic and deterministic classifiers, the features characterising the 

input patterns are considered to be quantitative in nature. The pattern vectors having 

imprecise or incomplete specification are usually ignored or discarded from the design and 

test sets. For this reason, it may become convenient to use the linguistic variables and hedges 
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in order to describe the feature information. In such case, it is not appropriate to give exact 

representation to uncertain feature data. Rather, it is reasonable to represent uncertain feature 

information by fuzzy subsets. 

The uncertainty in classification or clustering of patterns may arise from the overlapping 

nature of the various classes. This overlapping may result from fuzziness or randomness. In 

conventional classification techniques, it is usually assumed that a pattern belongs to only one 

class. This is not necessarily realistic physically, and certainly not mathematically. A pattern 

can and should be allowed to have degrees of membership in more than one class. It is 

therefore necessary to convey this information while classifying a pattern or clustering a data 

set. Another problem is that of determining the boundary or shape of a class from a set of 

sampled points. There are various approaches by Pathak (Pathak and Pal, 1987; Pathak et al., 

1984; Pathak and Pal, 1986) that attempt to estimate an exact shape for the area in question 

by determining a boundary that contains some or all of the sample points. It may be necessary 

to extend the boundaries to represent the possible uncovered portions by the sampled points. 

The extended portions should have lower membership values to belong to the class than the 

portions explicitly highlighted by these points. The size of the extrapolated boundary should 

also decrease with an increase in the number of sample points. Similar techniques can be 

utilised to estimate a fuzzy boundary, provided only sample data are in existence. 

Conventional approaches to image analysis and recognition (Gonzalez and Wintz; Rosenfeld 

and Kak; Marr; Ross, 2009; Li et al., 1994; Ahmed et al., 2002) consist of segmenting the 

image into meaningful regions, extracting their edges and skeletons, computing various 

features and primitives of, and relationships among, the regions, and finally, developing 

decision rules and grammars for describing, interpreting and/or classifying the image and its 

sub-regions. Since the regions in an image are not always sharply defined, uncertainty can 

arise within every phase of the image segmentation. Ignoring the uncertainty in analyses at an 

early stage of image classification can cause it to feed through the system in to the results. 

According to Pal (2003), it is essential for any image based pattern recognition system to 

provide representation of uncertainties at all processing stages involved. If this is achieved 

appropriately, the ultimate output of the system will possess minimal uncertainty. 

It is also important to take into consideration the processing and recognition of greyscale 

image patterns (Peters et al., 2007). A greyscale image possesses ambiguity within each pixel 

because of the possible multi-valued levels of brightness. This pattern uncertainty is due to 
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inherent vagueness rather than randomness. If the grey levels are scaled to lie in the range 

[0,1], the grey level of a pixel can be regarded as its degree of belonging in the set of high-

valued (bright) pixels; thus a grey tone image can be viewed as a fuzzy set. Other classified 

aspects of a digital image such regions and features that are normally not crisply defined can 

similarly be regarded as fuzzy subsets (Ghosh and Ghosh, 2002; Rosenfeld and Kak, 1982; 

Pal, 1992). Basic principles and operation of image processing and recognition in the light of 

fuzzy set theory can be distinguishably seen in Sankar and Majumder (1986). 

The Australian government's Department of Agriculture, Fisheries and Forestry has clearly 

highlighted a research gap in clear understanding of the threats caused by tropical cyclones 

(DAFF, 2012). There has been significant resources dedicated to the hazard management of 

cyclone related events. However there is still an urgent need to improve the accuracy of 

cyclone detection techniques especially with assistance from remotely sensed data (Sampson 

and Schrader, 2000b; Sampson et al., 2012; Yu et al., 2012; Cossuth et al., 2012; Gombos et 

al., 2012; Belanger et al., 2012; Brennan and Majumdar, 2011; Galarneau and Davis, 2012).  

2.16 Fuzzy Logic and Storm Clouds Pattern Detection 

As previously mentioned in section 2.8.1, nephanalysis based on satellite imagery has been 

around since the early 1960s (Conover, 1962). However, at present only limited systems can 

fully automate the process. Likes of (Dvorak (1975); Olander and Velden (2007)) have 

attempted to eliminate human involvement in the process of storm detection with limited 

success. Even multivariate and multi sensor tropical cyclone forecasts are not free from error. 

Errors in recognising the centre of the storm of a tropical cyclone can impact the accuracy 

forecasts (Rappaport et al., 2009). Moreover, research towards tackling uncertainty in tropical 

cyclone forecasting from satellite imagery has always been limited (FMS, 2013; Torn and 

Snyder, 2012; Dvorak, 1975; Tsai and Elsberry; Iman et al., 2002; Poroseva et al., 2007). 

Errors can also occur due to mismatch of cloud boundaries in the detection phase, and also 

from the forecasting techniques themselves (Kovordányi and Roy, 2009).  

Many pattern recognition algorithms analyse cloud features’ patterns to estimate the intensity 

of tropical cyclones. These algorithms use adaptive patterns segmentation and feature 

extraction techniques to identify various regions of tropical cyclones in the satellite imagery 

(Abebe et al., 2000; Duong et al., 2013; Nozaki et al., 1996). Tropical cyclone recognition is 

a multilevel process requiring a sequence of algorithms to detect various nephanalysis 
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parameters present in satellite imagery of suspected hurricanes. The multilevel and 

multivariate approaches make the algorithms complex and at times biased. Complex 

relationships between various environmental variables required for hurricane track 

forecasting and monitoring require organisations around the world to invest in automated 

systems (Sampson and Schrader, 2000a; NRL, 2011; Talukder et al., 2008; NHC, 2009). 

These automated algorithms provide a means of tracking the storms and classifying their 

intensities without any manual expert knowledge input. However, all of them require certain 

levels of human interaction for accurate assessments. A range of algorithms have been 

developed in the past four decades for systematic analysis and forecasting of tropical cyclone 

intensity. Though some of these procedures are currently being used by forecasting agencies, 

some difficulties and technical complexities make them error prone. To avoid uncertainty and 

biased errors caused due to complex detection of numerically and geometrically complicated 

cloud features, vagueness of cloud parameters needs to be embedded in the algorithms. 

Techniques such as fuzzy logic can reduce the levels of uncertainty feeding in to the final 

output. 

Application of fuzzy logic has been in practice since the late 1980s (Bezdek and Pal, 1992). 

In a fuzzy rule based system experts define a knowledge base that sets the fuzzy membership 

functions. Defining the fuzzy rules can be an iterative process, where training data can be 

used to define the sets, while after validation the mismatch results can be used to retrain the 

fuzzy knowledge base. Once these fuzzy rules have been agreed, the image is processed 

either at a pixel level or segment level depending on the application and methods identified. 

Careful consideration needs to be given when constructing fuzzy rules from training data 

(Wang and Mendel, 1991; Wang and Mendel, 1992). Fuzzy rules are merely "if-then" 

conditional structures which allow the relationships in the data to be modelled. Many 

researchers in the past two decades have devised methods to efficiently generate fuzzy rules 

(Bentley, 2000; Dehzangi et al., 2007; Finn, 1999; Mallinson and Bentley, 1999; Wu and 

Chen, 1999; Klir and Yuan, 1995). Chiu (Chiu (1994); 1997) specifically discusses the fuzzy 

rule generation for pattern classification. According to Chiu, training data sets are classified 

into the required patterns; a subtractive clustering technique is applied to the input space of 

each identified class from which the rules are extracted. While Dehzangi et al. (2007) 

describes algorithms for finding appropriate thresholds when moving from input space to the 

output space.  
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Researchers since the 1990s have been suggesting techniques for using fuzzy logic 

approaches in the application of automated cloud classification using satellite imagery. Baum 

et al. (1997) proposed fuzzy logic based cloud classification methods to distinguish between 

clear skies and single and multilayered clouds. Pal et al. (2006) and Lizarazo and Elsner 

(2009) used a fuzzy rule-based system to segment segments in RADAR imagery and 

confidently used a linguistic approach to define the fuzzy rules used. Moreover, several 

researchers have used fuzzy rule based systems or fuzzy c-mean clustering approaches to 

distinguish between clouds and land surfaces (Key et al., 1989; Lizarazo and Elsner, 2009). 

2.17 Summary of Literature Reviewed 

This chapter has reviewed and analysed work related to a versatile range of field of expertise 

associated with this research. Due to the complexity of the subject area, the literature review 

was categorised into three clear fields; climatology of cyclones, pattern recognition and fuzzy 

logic.  

Anthes (1982a) described tropical cyclones as a non-frontal synoptic scale, low pressure 

system which originates in the tropics and enjoys warm sea surface temperature of at least 

26oC. According to NOAA (2012; 2010) globally tropical cyclones intensities are classified 

using either the Saffir Simpson Scale or Dvorak's T-Classification. The Saffir Simpson Scale 

has 5 intensity categories based on the sustained wind within the storm, while Dvorak's T-

Classification (Dvorak, 1975) classifies a tropical cyclone by its T number ranging from 1 to 

8. Dvorak also provides half intensity grades for more accurate estimation. Dvorak's T 

classification technique has been widely used by cyclone forecasting agencies around the 

world. One reason for its popularity is the level of objectivity it provides for the detection of 

cyclones and the estimation of their intensity detected from satellite imagery. However, 

Dvorak has updated his algorithms (Dvorak, 1984) to eliminate the subjective manual 

interpretation, although he did not achieve a fully objective model for an unbiased estimation. 

Olander and Velden (2007), Velden et al. (1998a) and Zehr (1989) have since proposed 

advances to Dvorak's original methodology, but still could not achieve high accuracy. 

Moreover, Olander and Velden (2011) both concentrate on the intensity estimation, 

disregarding the actual detection of the existence of tropical cyclones.  

Before the launch of first meteorological satellite, forecasting and estimation of storm tracks 

and intensity was mainly carried out using data gathered via ground based observations, 
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which made the forecasts heavily dependent on landfall. With the availability of satellite 

imagery researchers have used remotely sensed data to forecast the emerging storms. 

However reliance on ground based sensors is still extremely common. During the 1980s, 

forecasting of the track and intensity of tropical cyclones was mainly based on statistical 

methods incorporating satellite images and observed meteorological datasets. It was in the 

early 1990s, remote sensing techniques emerged and were used successfully for cyclone 

forecasting and track prediction (Le Marshall et al., 2002; Fitzpatrick, 1997; Leslie et al., 

1998). In addition, Bankert and Tag (2002b) measured the intensity of tropical cyclones 

based on satellite images and data from a Special Sensor Microwaver Imager (SSM/I), 

successfully incorporating different remotely sensed data into forecasting. Although, the 

Dvorak model for intensity estimation was successfully received, it involved human expert 

decisions which make it subjective and unreliable by introducing uncertainty. Even though 

Olander and Velden (2007) improved Dvorak's algorithm by introducing objectivity, they 

failed to introduce the capability of the algorithm to tackle uncertainty.  

Meteorological satellites captured imagery of cyclone bearing oceans either via polar orbiting 

platforms or geostationary satellites. Geostationary satellites can provide data at a much 

higher temporal resolution than polar orbiting satellites. Cloud classification from satellite 

images required expert algorithms to intelligently detect known patterns associated with 

tropical cyclones. These ambiguous cloud patterns needed to go through logical pattern 

recognition systems to identify the existence of tropical storms. Linguistic methods and 

formal language theories can resolve all issues associated with constructing pattern 

hierarchies for the detection of tropical cyclones solely from remote sensing. However this is 

still an area that requires further research. Li et al. (1994) and Bezdek et al. (2005) defined 

pattern recognition systems that could cater for uncertainties in complex objects. Lee and Liu 

(2001), Demirci et al. (2004) and Kim et al. (2010) devised fuzzy logic based pattern 

recognition systems to predict tropical cyclone intensity and track. However, the detection of 

hurricane and tropical cyclone centres remained a complex and erroneous procedure (Wei et 

al., 2011; Olander and Velden, 2007).  

Olander and Velden (2011; 2007) stressed that there is still need for a more objective 

approach to identify the centre of the detected storms. Moreover, the accuracy of storm 

detection and intensity estimation obtained solely from satellite imagery needs to improve.  
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The literature review in this area of fuzzy rule based pattern recognition of tropical cyclones 

from satellite data has revealed that: 

 Storm centres need to be identified more accurately, 

 The accuracy of automated intensity estimation needs to improve, and  

 The successful algorithms need to be less computing intensive so that they are able to 

handle high temporal resolution imagery.  
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CHAPTER 3.  THE DEVELOPED FUZZY LOGIC SYSTEM 

FOR TROPICAL CYCLONE DETECTION 

 

3.1 Introduction 

This chapter details the structure of the developed fuzzy logic pattern recognition system to 

detect and classify intensity based on the WMO T-Classification scale. The aim of this 

research as highlighted in section 1.5 is to develop a fully automated system that can detect 

tropical cyclone using satellite imagery and classify the intensity of the detected cyclone 

using a soft computing approach. The aim was achieved by designing, developing and 

evaluating the algorithms proposed in this research. These algorithms are classed into four 

categories; pattern classification and recognition, syntactical language engine, fuzzy 

controller and intensity classifier. The system has a modular structure where independent 

modules representing key algorithms integrate seamlessly to create a fully automated cyclone 

detection system. The structure of the developed system is discussed and illustrated in the 

following section. 

3.2 The Developed System 

Tropical cyclone detection, tracking and monitoring techniques can be automated using 

digital analysis of satellite data. However, their severity assessment has traditionally relied on 

expert interactive interpretation by hurricane meteorologists using well-established hurricane 

classification systems such as the WMO ‘T’ Classification (Dvorak, 1975; Dvorak, 1984) and 

the Saffir Simpson Scale (NOAA, 2012), to determine their intensity and force. The 

subjective nature of T-classification techniques makes it difficult to automate the process. 

Additionally, the T-classification technique fails to deal with the uncertainty in the shape 

definition of the cloud patterns belonging to cyclones as these features do not have clearly 

defined boundaries. In the past, attempts (Olander and Velden, 2007; Cossuth et al., 2012; 

Velden et al., 1998a) have been made to objectively automate Dvorak's technique, although  

there still remains the issue of uncertainty and accuracy of storm detection (Olander and 

Velden, 2011). T classification reference chart can be seen in figure 3.1. Due to complex 

numerical algorithms used in current forecasting techniques, it is essential that the developed 
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system uses cost and time effective models in order for its application to be possible in parts 

of the world that need it, such as the developing countries.  

 

Figure 3.1: Dvorak’s T classificaiton reference chart. 

As part of this research, a fuzzy logic rule based model was developed and implemented to 

overcome these shortcomings and to fully automate the process in order to eliminate the 

subjectivity involved. Moreover, the introduction of fuzzy logic meant that uncertainty was 

addressed during the intermediate stages of the system, hence reducing its occurrence in the 

final output.  

According to (1977) it is the patterns formed by tropical cyclone cloud canopies that are 

related to the storm intensity and not the cloud density. Therefore the model has been created 

by developing a ‘syntactical grammar’ of primitives identifies as the building blocks typically 

associated with cyclones. The model generates a set of rules by which a tropical cyclone or a 

hurricane can first be discriminated from other weather systems. Once a tropical cyclone is 

detected the model examines the shape, form and the presence of other characteristics of the 
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cloud canopy in order to determine its intensity (Dvorak, 1975; Dvorak, 1984; Khalid et al., 

2005). The overall structure of the proposed system is illustrated in figure 3.1. 

The proposed system is composed of four main modules: a Pattern Classification Module, a 

Grammar Engine, a Fuzzy Engine and the Intensity Classifier. The system also has a user 

interface module, a knowledge base and a central database, known as ‘storm database’, to 

store the final results. The dotted boundary indicates the developed system, while the entities 

outside the dotted line are independent of the functionality of the developed modules. 

Typically, a user, via the GUI module, inputs a set of satellite imagery from an image 

database and feeds them to the Pattern Classification and Recognition (PCR) module. The 

PCR module individually processes these images, by applying multiple algorithms and with 

the help of the Fuzzy Engine (FE), to extract and segment the required features. After a set of 

known cloud features are recognised, the PCR module passes the data to the Grammar 

Module (Myagmarbayar et al.), which applies linguistic rules on the detected primitives to 

identify the existence or absence of a tropical cyclone. Once a cyclone is detected, it is stored 

in the Storm database and subsequently passed on to the Intensity Classifier (IC) module. The 

IC module uses the FE to classify the detected storm’s intensity. FE has a bank of knowledge 

base which it uses to apply the appropriate rules to the input dataset. 
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The proposed system was developed in a Visual C++ environment; this allowed the 

algorithms to execute faster and use less memory to process. One of the drawbacks of using a 

standalone C++ environment was its inability to recognise georeferenced coordinate system. 

Hence the satellite images were converted to Tiff files with their world file (*.tfw) stripped 

before processing. The world files were associated back to all the corresponding resulting 

images after processing. This ensured that the resulting images had the same spatial 

resolution and pixel dimension as their predecessors; otherwise the world file wouldn't match 

the GeoTiff data coordinates. 

3.3 Geostationary Satellite data 

Geostationary Operational Environmental Satellites (GOES) is a suite of satellites which are 

placed in geosynchronous orbits around the Earth. The geostationary or geosynchronous 

orbits are located in the equatorial plane and the satellites orbit at the speed of the rotation of 

the Earth so that they are stationary relative to the location on Earth. This allows them to 

constantly monitor a particular region. GOES has been used in meteorological monitoring 

since its first launch in 1975 (OSPO, 2013). Since then there has been 15 satellites in this 

series successfully launched. However, currently there are only 4 in operation, i.e. GOES 12, 

GOES 13, GOES 14 and GOES 15. GOES is operated by the US National Environmental 

Satellite, Data and Information Services (NESDIS). 

Meteosat is another suite of geostationary satellites with similar characteristics as GOES. 

Unlike GOES, Meteosat is operated by the European Organisation for the Exploitation of 

Meteorological Satellites (EUMETSAR), an intergovernmental organisation composed of 27 

EU member states. Meteosat’s second generation satellites are currently in operation over 

Asia and Africa (EUMETSAT, 2013). Figure 3.2 shows an example of full disk images from 

both GOES and Meteosat. 
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a  

Figure 3.3: [left] First image captured by GOES-1 in 1975; [right] An IR image captured by Meteosat 

July 2013 

Both these satellites, amongst other geostationary satellites, play a vital role in daily 

forecasting of weather and tropical storms. These satellites have multiple sensors on board 

that allow researchers to have a multispectral view of the atmosphere from space. The most 

common range of wavelengths used for meteorology are Thermal Infrared (Pal et al.), Visible 

and Water Vapour. A combination of Meteosat and GOES has had global coverage since the 

early 1970s. Figure 3.3 provides a good understanding of the coverage of these geostationary 

satellites in the equatorial place. 

3.4 Training and Validation data set 

The National Climate Data Center (NCDC) at NOAA hosts an historical archive of GOES 

and Meteosat images covering all known tropical cyclones and hurricanes. This archive is 

known as the Hurricane Satellite dataset (HURSAT). The temporal coverage of HURSAT 

offers satellite data from May 30 1978 to Dec 15, 2009 with a 3 hourly global image cover of 

3321 tropical cyclones and 299,260 satellite images. The archive covers a range of satellite 

platforms, such as SMS-2, GOES -1 to 13, Meteosat-2 to 19, GMS-1 to 5, MTSAT-1R, 

MTS-2 and FY2-C/E at an approximate resolution of 8km (Knapp and Kossin, 2007). The 

spatial resolution decreases to around 10km near the equator. The TIR channels imagery in 

this archive are calibrated and tested for long term stability (Knapp, 2008), with the calibrated 
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archive known as HURSAT-B1. This archive is a unique database due to its complete 

coverage of calibrated TIR imagery for all tropical cyclones and hurricanes since 1978. 

Hence this archive was used to validate the developed system. A combination of HURSAT-

B1 TIR imagery and HURSAT-AVHRR data were used to train the fuzzy pattern recognition 

algorithms. HURSAT-B1 orginates from the GOES satellites while HURSAT-AVHRR is an 

archive of AVHRR satellite data. Even though only the North Atlantic basin was used for 

validation, cyclones from the Indian Ocean were also used for training purposes, due to their 

similarity in nature. 

 

Figure 3.4: Spatial coverage of geostationary satellites since 1975. 
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 NOAA’s Advanced Very High Resolution Radiometer (AVHRR) offers the coverage of 

imagery at a higher spatial resolution of 1.1km, which in this study is resampled at 4km for 

consistency with other datasets. A combination of AVHRR, GOES and Meteosat data were 

used to train the pattern recognition algorithms. However, only GOES and Meteosat were 

used to test the developed system due to low temporal resolution of AVHRR data set. 

Temporal resolution of the AVHRR is limited to 2 to 8 images per day, making it relatively 

inconsistent. The lower spatial resolution as compared to the original data, allowed the whole 

period from 1978 to 2009 to be processed seamlessly, due to relatively lower amounts of 

data. Moreover, the North Atlantic was chosen as the study area due to its complete coverage 

of GOES and Meteosat images (figure 3.4). In addition, the existence of comprehensive 

forecast databases such as International Best Track Archive for Climate Stewardship 

(IBTrACS) and Hurricane Data (HURDAT) for North Atlantic provides a justified platform 

for the validation process. These databases are the National Hurricane Center’s (NHC) 

official post storm analyses, while the latter are considered as the best track data and intensity 

estimates for the North Atlantic basin (Landsea et al., 2004a; Landsea et al., 2004b; Landsea 

et al., 2008; Landsea et al., 2012). Figure 3.5 shows the study area with example satellite 

images of an emerging hurricane GUSTAV 2008, with the HURDAT storm locations plotted 

for density estimation.  

For consistency 6 hourly images were processed, instead of 3 hourly imagery available via 

HURSAT, resulting in 4 images per day, i.e. 0000hrs, 0600hrs, 1200hrs, 1800hrs. This 

allowed a reasonable number of images to process to validate the system, while keeping it 

consistent with the temporal resolution of HURDAT. HURSAT-B1 version v05 was used 

with the temporal resolution reduced to 6 hours to match HURDAT. Though HURSAT-B1 

v05 is a complete record of all storm satellite images in the North Atlantic Basin, many 

storms never reached the stage to be categorised as tropical storms; only 375 storms in the 

region were named for the period from 1978 to 2009. All 375 storms were processed using 

the developed system, starting at a low depression stage all the way up to their highest 

intensity and then back to a deteriorating tropical depression stage, covering a complete 

cyclogenesis of each storm. 11717 images were processed in total, encompassing 8311 

images with tropical storms and 3037 images with hurricanes. Table 3.1 and table 3.2 

summarises the details of the data used for training and validation. 
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Figure 3.5: North Atlantic Hurricane Tracks of 2008 

Table 3.1: Summary of data used in training of the developed system using HURSAT data. 

Satellites NOAA GOES Meteosat 

Spatial Resolution Interpolated to ~4Km ~8Km ~8km 

Temporal Resolution Varies: 2 – 8 images/day 3 hourly 3 hourly  

Number of storms processed 35 40 25 

Number of Images processed 500 500 500 

Range of years 1978-2009 1978-2009 1978-009 
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Table 3.2: Summary of data processed and used in validation of the developed system  

Satellites IBTrACS & HURDAT GOES Meteosat 

Spatial Resolution - ~8Km ~8km 

Temporal Resolution 6 hourly 6 hourly 6 hourly 

Number of storms processed 375 375 

Images with storms - 8311 

Images with hurricanes - 3037 

Number of Images processed 11717 11717 

Range of years 1978-2009 1978-2009 1978-009 

3.5 Graphical User Interface (GUI) 

The user interface plays a vital role in the ease of operation of the system. A user-friendly 

graphical interface was developed in order to access the system easily and efficiently. The 

GUI is based on a standard Windows environment. Users can interact with the system by 

providing satellite images as inputs and commencing the pattern recognition phase. 

Moreover, the system is designed to provide the users with the option of either running the 

entire integrated system or operating the individual modules separately. In addition, the GUI 

allows the user to interact with the embedded relational database to extract the results of 

processing in a standardised and structured format.  

3.6 Database – The Storm Database 

A relational database was developed to record extracted information from the PRM and FE. 

The storm database stores the measurements of the storm features, area of influence, 

dimensions of the area covered, temporal information of the storm, and the intensity of the 

storm. The storm database is a dynamic database and is updated automatically by the system 

during the pattern detection and intensity classification phases. The Microsoft Access 

database management system was used to develop the required database. Appendix 1 

illustrates the entity relationship schema of the database. 

3.7 Geographical Information System (GIS) 

The processed images and intensity data were analysed through to a standard GIS application 

to investigate the spatial trends within the data. Moreover, storm centre distances were also 
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calculated using GIS. Due to incompatibility of the developed system with spatial 

referencing, the processed image files were associated with their world files to ensure spatial 

analyses could be performed. Analyses such as area of influence, distance root mean square 

errors for storm centres, geographical variable regression and ordinary least square regression 

were applied to examine relationships between the observed and predicted intensity and 

storm centre location.  

3.8 Knowledge Base 

A knowledge base is a distinctive form of a repository of formal description of meaningful 

information with symbolic encoding in a conditional logical structure. In the artificial 

intelligence domain, in addition to data, knowledge includes abstract information, logical 

rules and criteria. A knowledge base is commonly used in the reasoning process with the help 

of logical expert rules that define a solution to a complex problem. The knowledge base in 

the developed system consists of a hybrid of fuzzy and crisp rules that were employed to 

classify and segment satellite imagery, detect cyclone associated patterns, and estimate the 

storm intensity. Originally 153 rules were suggested (Khalid et al., 2005), however recent 

updates in literature (Dvorak et al., 1990; Chiu, 1997; Bentley, 2000; Laha and Das, 2011; 

BoM, 2013b; Olander and Velden, 2007; Knaff et al., 2010; Olander and Velden, 2011) and 

the introduction of TIR imagery, have increased the number of rules to 673. The rules were 

generated based on Alcalá et al. (1999) learning techniques for linguistic models. All the 

fuzzy and crisp rules formulated and implemented in the developed system follow the 

following format: 

IF <antecedent(1)>...<antecedent(n)> 

THEN <consequent(1)>...<consequent(m)> 

The format above illustrates a commonly used conditional rule format, however some of the 

rules used a nested format as below: 

 IF <antecedent(1)>...<antecedent(k)> 

ELSE IF <antecedent(1)>...<antecedent(n)> 

THEN <consequent(1)>...<consequent(m)> 
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In the above statements any number of antecedents could be combined together with the help 

of logical connectives such as AND, OR and NOT, while consequents defined an action to be 

taken if a particular rule was applied. The careful choice of 71 rules allowed the system to be 

stringent in nature to perform expert criteria based tasks, while at the same time the rules 

allowed flexibility in the system to adapt to future change. 

3.9  Summary 

Regardless of the current developments in the field of tropical cyclone forecasting and 

automation of the procedure (Ho and Talukder, 2008; NRL, 2011; Kovordányi and Roy, 

2009; Knaff et al., 2010; Shah et al., 2012; Sampson et al., 2012; Galarneau and Davis, 2012; 

BoM, 2013b; Dvorak et al., 1990), the developed system described in this chapter provides a 

unique modular approach to tackle uncertainty by adopting a fuzzy rule based approach. 

Moreover, the developed system addresses all phases in tropical cyclone monitoring starting 

from detection and identification of the storms, classifying their physical characteristics and 

estimating their intensity in a fully automated manner.  

The following chapter 4 discusses image segmentation and pattern detection of the tropical 

cyclone structures; in addition, it reviews the fuzzy rule based approach adopted in this 

research. Chapter 5 investigates the intensity classification procedure employed in the 

developed system. 
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CHAPTER 4. PATTERN DETECTION OF TROPICAL 

CYCLONES 

 

4.1 Introduction 

Early manual meteorological analyses based on satellite imagery were attempted in 1960s 

and 70s. However, the availability of decadal satellite data and improved image quality has 

excited research into automated methods for storm forecasting using artificially intelligent 

algorithms, as seen in chapter 2. One of the main aims of automated algorithms is to 

understand climatology of tropical cyclones, which has important implications for the future 

compilation of improved regional forecasts for hazard management. Many researchers in the 

recent past have attempted to address the issues involved in the automated pattern recognition 

of tropical storms from satellite imagery, however their approaches have been ineffective in 

focusing on a more holistic approach (Kim et al., 2010; Laha and Das, 2011; Shah et al., 

2012<Lee, 2001 #216; Demirci et al., 2004).  

Fuzzy logic plays an important role in the field of pattern recognition, albeit the original 

methods have not evolved much since its emergence in 1960s. Many researchers provide 

evidence that fuzzy logic is still one of the most valuable techniques to partner pattern 

recognition, especially due to its capability of representing real world knowledge base and 

tackling uncertainty and vagueness (Melin, 2012; Wadhawan et al., 2013; Kamat, 2004; 

Schmalzel and Johnson, 1993; Melin et al., 2011; Melin and Castillo, 2013). One of the 

objectives of this research, as highlighted in section 1.6, was to design and implement a soft 

computing based pattern recognition system that could classify and identify key structural 

patterns associated with tropical cyclones. Due to the geometric vagueness of the cloud 

features forming tropical storms, it is vital to introduce techniques that are capable of dealing 

with uncertainties. The developed system does that by using a fuzzy rule based system that 

uses syntactical grammar linguistics to detect tropical storms originating in the North Atlantic 

basin.  

This chapter describes the developed methodology for the pattern recognition module and 

explains the fuzzy rule based approach implemented in the system. The knowledge based 
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approach to image segmentation is discussed in section 4.2. Section 4.3 presents the linguistic 

methodology used to detect the existence of a tropical storm in the satellite imagery. Finally, 

fuzzy rule based approach is detailed in section 4.4. 

4.2 Key Components of Tropical Cyclones 

Before discussing the methodology employed for this research it is important to define the 

key structural components of a tropical cyclone. As defined in chapter 2, a tropical cyclone is 

a low pressure system that induces gale force winds and heavy rainfall that cause severe 

damage to property and life. Tropical cyclones and hurricanes have also been defined as 

nature’s perfect heat engine that feed themselves from warm sea surface temperatures, 

promoting rapid evaporation (Biello, 2007; Anthes, 1982a). Due to rapid change in 

atmospheric pressure in the system and the coriolis force, the storm typically takes the shape 

of a spiral, sometimes also known as a ‘comma’ shape (World Meteorological Organisation, 

1976; Houze, 1993). According to a number of researchers (Dunn and Miller, 1964; 

Gibilisco, 1984; Anthes, 1982b; Emanuel, 2005) tropical cyclones can be sub-divided into 

three root primitives. These are: 

 Central Dense Overcast (CDO); 

 Eye of the Storm; and  

 Spiral shaped cloud bands. 

4.2.1 Central Dense Overcast (CDO) 

A CDO is a relatively uniform cirrus cloud structure, typically located at the centre of the 

storm. It is a large region of thunderstorms towards the centre of the spiralling cloud mass. 

Figure 4.1 show the CDO of a cyclone in red colour. This is also considered to be the coldest 

part of the storm, which eventually will surround the eye, in case of strengthening of any 

storm. A cyclone’s strength can be associated with the uniformity and tightly packed 

curvatures of a CDO. Dvorak in his intensity estimation algorithms, referred to CDO’s size as 

an important variable in the intensification of any storm. (Dvorak, 1975; Dvorak, 1984). 

Velden et al. (1998a) and Olander and Velden (2007) also use the presence of CDO to 

estimate the intensity of a cyclone. Since the developed system establishes its main intensity 

algorithm on CDO’s size, it is vital that the pattern recognition module is able to extract and 

detect this cold cirrus cloud structure.  
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spiral clouds, while figure 4.2 clearly shows the visual distinction of these bands as vital 

components of any tropical cyclone.  

 

Figure 4.2: Hurricane GEORGES and its prominent spiral bands. [left] Visible image, [right] TIR 

image (NOAA, 2009).  

4.3 Pattern Recognition Module (PRM) 

A combination of NOAA, GOES and Meteosat satellite images were used to train the PRM. 

The temporal range of these images ranged from 1978 to 2009, dependent on the coverage 

provided by HURSAT. These images were analysed for predefined cloud patterns described 

in earlier sections. Algorithms in PRM detected cloud features in the meteorological data and 

classified them as the ‘recognised’ patterns to identify the presence of a storm. A linguistic 

method was then used to put together these recognised features, or lexicons, and processed 

through a grammar to identify the existence or absence of tropical cyclones in the satellite 

imagery. The output of the grammar module was a hierarchical structure of sub-patterns 

which was processed through an intensity classification algorithm. The process of pattern 

recognition in the developed system can be divided into three phases namely, Classification, 

Feature Extraction and Pattern Detection, as shown in Figure 4.3. To assist the pattern 
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recognition procedure and removal of unwanted data, satellite images were pre-processed 

using traditional image enhancement techniques, 

 

Figure 4.3: Flow diagram of the Pattern Recognition Module 

4.3.1 Image classification process 

 A smoothing filter was applied to the images, which removed any anomalies (Liu, 2000; 

Kuan et al., 1985). During the validation of the system it was noted that the smoothing filter 

avoided mis-classification and vectorised polygons were produced with homogenous edges. 

A stepwise linear classification technique was programmed to accurately segment the cloud 

features (Bendix et al., 2004). Due to the use of infrared images, a temperature scale was used 

to differentiate between the three basic patterns associated with a cyclone cloud system 

recognised via PRM (Dvorak et al., 1990) as: 

 A Central Dense Overcast (CDO) - a brighter and denser circular or elliptical shape. 
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 Eye of the storm - a dark circular or elliptical shape. The eye of the storm is an 

optional parameter, as it might not be present in all the stages of development of a 

tropical cyclone. 

 Cloud bands as spiral formation – these bands are also known as the rain bands and 

surround the main structure of a storm. 

CDO is very dense and an extremely cold feature in TIR imagery and has bright greyscale. If 

present, the eye of the storm is the most distinct feature of a tropical cyclone with a darker 

greyscale value in the TIR imagery, while the rain bands were classified as cold cloud 

structures that were not CDO or the eye. This method reduced the values to be processed for 

vectorisation, because certain features were only associated with specific greyscale and 

temperature value ranges (Dvorak et al., 1990). Once the satellite image was classified, 

boundaries of all possible classes were highlighted using an edge enhancement filter. After 

classification of the greyscale values, edges of required classes were detected and then 

vectorised using an algorithm based on chain coding (Freeman, 1974). This vectorisation 

algorithm also cleaned up the topology by disregarding any open polygons. The chain coding 

process generated multiple polygons that could be candidates for either being part of a CDO 

or an eye as shown in figure 4.4. Spiral band cloud boundaries were also stored for pattern 

recognition.  

4.3.2 Feature extraction 

Vectorised polygons from the pre-processing stage were processed to search for elliptical 

patterns. Due to the Earth’s rotational coriolis force and meteorological systems associated 

with a cyclone, the CDO and eye of a storm can be assumed to almost form a circle in the 

early stages of the storm development. However, due to the nature of remote data capture 

causing oblique incident angles, geometric distortion and tropical cyclone decay, the shapes 





85 

4.3.2.1 Identification of Elliptical Polygons 

To evaluate whether polygons were elliptical, each point on the boundary of every polygon 

was numerically associated with an ellipse function. Fuzzy rule based functions were used to 

decide if the majority of the points on the boundary of any polygon belonged to an ellipse. To 

define the membership of polygons, major and minor axes of every polygon were calculated 

by scanning the distance of the boundaries of clusters from the centre of polygon. Instead of 

using the maximum distance as the major axis and minimum distance as the minor axis, a 

median value was estimated. The average distance from median to the boundary of the 

polygon was computed for major and minor axes. This approach was used to avoid any bias 

caused by possible spikes in boundaries; a template ellipse is shown in figure 4.5. The 

following equation 4.1 was employed to check if any point location in the detected polygons 

belonged to an ellipse:  

1
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Where; 

x, y = a point on the ellipse 

xc, yc = estimated centre of ellipse 

a = radius of the ellipse along major axis  

b = radius of the ellipse along minor axis 

θ = the angle ellipse is rotated from the horizontal axis 
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During the detection process, if a polygon was suspected to be of elliptical shape, it was 

passed to the Fuzzy Engine to obtain a membership value to an ellipse group. The Fuzzy 

engine classified the polygon to be either a stronger ellipse or even a circle. A circle fuzzy 

function was used to distinguish between a circle and an ellipse. The eccentricity equation 

(4.3), of an ellipse was used to fuzzify the elliptical polygon. 

 2

2

1
a
bE   ...Equation 4.3 

Where; 

E is the eccentricity, 

a is the major and b is the minor axis of the ellipse. 

 

Figure 4.9: Triangular shaped fuzzy membership function using equation 4.3 

The process was carried out for polygons belonging to the CDO class and the eye class. After 

the fuzzy memberships were allocated the resulting data had a set of CDO polygons and eye 

polygons in their individual images, as seen in figure 4.10. Figure 4.10 displays all the 
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        ...Equation 4.4 

where r is the radius of the spiral for a given θ. The radius is calculated from the origin of the 

spiral assumed to the calculated centre of the storm; ‘a’ and 'b; are both arbitrary real 

constants where 'a' defines the rotation of the spiral and ‘b’ controls the curvature. The 

calculated skeleton of the cloud bands was then curve fitted to a base 10 logarithmic spiral 

with the help of equations 4.6 and 4.7 (Daily, 2012).  

                    ...Equation 4.5 

                   ...Equation 4.6 

In case of a first attempt mismatch between the skeletal cloud structure and the logarithmic spiral, the 

equations were used to shift the spiral in an iterative algorithm, until the best match with the skeleton 

of the cloud features was found. The value of b is changed through the iterations to tighten or loosen 

the spiral to best fit the skeletal cloud structure. Once a best fit match is found the properties of the 

spiral are recorded. During the intensity classification stage the arc of the length plays an important 

part. Arc distance of the spiral, as indicated by Dvorak (1984) and BoM (2013b), was used to 

calculate the banding features as shown in figure 4.11 

 

Figure 4.11: Calculating the arc length of the banding features. CF – Central Feature; BF – Banding 

Feature; DT – Dvorak T number (BoM, 2013b)  

Figure 4.12a and 4.12b illustrate an attempt to fit a logarithmic spiral to the cloud band. The 

algorithm analyses the coordinates of the cloud skeleton and estimates a best fit (black dots in 

the graph) based on the template logarithmic spiral. It goes through this process iteratively 
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4.3.3 Syntactical Grammar 

Finally, the third stage of pattern recognition involved determination of optimal decision 

procedures for the detection of the storm from the extracted patterns. Formal Language 

Theory (Chomsky, 1956a; Chomsky, 1956b) was used to generate a grammar, which 

consisted of finite sets of elements called variables, primitives, and productions. The 

production rules were developed and connected to determine the type of grammar. According 

to Formal Language Theory (Harrison, 1978), alphabets are any finite set of symbols, and a 

sentence is any string of finite length composed of symbols from the alphabet. A language is 

any set of sentences. The following algorithm, was employed to create a grammar that could 

classify the detected primitives as a tropical cyclone (Evans, 1971; Higuera, 2010).  

A primitive is an individual entity that can exist independently in a domain, such as the eye of 

the storm and CDO. Descriptors are functions defined on the primitives to verify the different 

allowed combination of primitives. An example of the descriptor used in the developed 

system is I(eye, CDO). I denotes a function ‘Inside’, which checks to see if an eye is inside a 

CDO or not, resulting in a Boolean value. The language was developed considering the 

primitives, positional descriptors, and sample patterns in table 4.1. The sample patterns were 

a combination of the primitives. Various complex objects were built starting with the 

primitives and successively applying the descriptors. A complete terminal description of a 

cyclone can be constructed as a composition of descriptor and primitives. Using the designed 

descriptors and primitives, a language grammar was built which led to the construction of 

known cyclonic cloud patterns. A set of production rules were generated using this grammar 

to successfully identify the presence of cyclones in satellite images. 

The sample patterns were used to guide the process until a total description of the pattern was 

obtained. From simple objects a, b and c much more complex objects were generated. In the 

above table all three functions generated a new object, stated under column primitive, e.g. 

CI(a.b) generate Object 1. 
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Object 9: A(3,8) 

Object 9 is a complete terminal description of the input patterns, i.e. Object 3 around Object 

8, which is the ‘band of clouds’ around Object 8. Object 8 is ‘bands of cloud’ around Object 

4. Object 4, on the other hand is ‘eye of the storm’ inside the ‘CDO’. Thus Object 9 is a 

tropical cyclone. 

A grammar to generate the sample pattern was constructed by considering the steps, which 

led to the construction of the objects (Chomsky, 1956a; Chomsky, 1956b). Thus, a grammar 

for this example is as follows: 

 G = {VN, VT, P, S } ...Equation 4.7 

Where 

VN = {S, B, C, D},  VT = {Eye_set, CDO_set, BF} 

P:  S  A(B, C) 

B  A(BF, BF) 

C  I(Eye_set, D) 

D  A(BF, CDO_set) 

The set of production is, in effect, a set of rules for constructing the required patterns. If S 

represents the tropical cyclone, the production rules simply indicate the following. A tropical 

cyclone is some object B around the object C. Object B is bands of cloud around each other. 

While object C is an optional eye inside object D and object D is band of cloud features 

around a CDO. These linguistic rules must be abided by for any tropical cyclone to be 

recognised in each image processed.  

Figure 4.13 illustrates the complete process of an input image being classified, segmented in 

to regions and classes, fuzzy rules detecting the elliptical closed polygons and finally a 

grammar constructing a logically legal pattern of a tropical cyclone.  
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Figure 4.14: Hurricane IRIS; CDO, eye and a reasonable spiral match 

 

Figure 4.15: Hurricane MARILYN; CDO is ragged and weak, eye is not in the centre, but a 

good spiral match 
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Figure 4.16: Hurricane FELIX: CDO and eye detected, spiral match was partial 

 

Figure 4.17: Hurricane HUMBERTO; final stages of hurricane, weak CDO, eye is present, 

the spiral band hardly exist. 
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Figure 4.18: Hurricane ERIN with intermittent overlap of spiral, it is still a high match. 

 

Figure 4.19: Hurricane FELIX: A near perfect spiral match 
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Figure 4.20: Hurricane GORDON: visually it might seem a good match, however only ~200o 

overlap. 

 

Figure 4.21: Hurricane Andrew; another image of Andrew with a near perfect match. 
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Figure 4.22: Hurricane Luis: excellent spiral match 

Once a cyclone was detected, its individual statistics were stored in the STORM database, 

which included the location of the centre of the storm, dimensions of the eye, dimensions of 

CDO, best fit curve values, date and time of the image, and all the fuzzy membership values 

calculated for CDO, eye and spiral bands.  

4.4 Summary 

A tropical storm can be identified solely from a satellite image by intelligently segmenting it 

into its primitive components. This chapter has proposed three key structural components to 

any tropical cyclone, i.e. Central Dense Overcast (CDO), the Eye of the storm, and the Spiral 

Bands of rain clouds. The chapter also discussed in detail the processes involved in the 

Pattern Recognition module for successful identification of existing storms using satellite 

images. The pattern detection of tropical cyclones can be classified into three stages; image 

classification, feature extractions and application of linguistic grammar. This chapter has 

exposed that fuzzy logic can be successfully used for the pattern recognition of 

meteorological phenomenon, more importantly hurricanes and tropical cyclones. Researchers 

have been using a range of numerical and mathematical approaches to objectively analyse 
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tropical cyclones. However none have holistically looked at the problem of fully automated 

identification of the tropical cyclone solely from satellite images. Their focus has either 

emphasised one aspect of storm structure analysis or intensity estimation. The techniques and 

algorithms described in this chapter provided a comprehensive solution to the detection of 

tropical cyclones and hurricanes from satellite imagery without any expert knowledge 

required from the user of the system.  

The model described in detail in this chapter, meets the objectives set out in section 1.6. 

Specifically objective 2 and objective 3 were accomplished. It was noted that a tropical 

cyclone can be broken down into its structural components that are visually identifiable. 

Moreover, it is also proven that an automated system can be designed and developed to 

recognise tropical cyclones’ structural components even though the shape and other 

properties of these structures are fuzzy.  

The following chapter 5, investigates and discusses the process of intensity estimation of the 

detected cyclone. The research discussed in the upcoming chapter proves the importance of 

fuzzy logic rule based modelling in the intensity estimation of hurricanes and cyclones. This 

also targets part of objective 3 in section 1.6. 
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CHAPTER 5. Intensity Estimation using Fuzzy Logic 
5.1 Introduction 

Fuzzy logic doesn't require complex mathematical models to compute the answers to the  

majority of problems; it can be extremely cost effective both in terms of time and money. 

Fuzzy decision support systems and traditional logic expert systems differ from each other 

mainly because of the reasoning processes used to finalise decisions. However, they both are 

comparable in the sense that both require a set of logical rule bases to reach the final 

decisions. These rules are typically described in the form of conditional statements such as;  

IF (criteria...) THEN (action...) 

However, in the case of fuzzy logic the criteria are replaced with linguistic expressions to 

which the membership values are assigned. This allows the final output to be expressed in a 

closer to natural language compared to traditional crisp logic approaches. One of the main 

advantages of this system is that it allows the results to deal with uncertainties and vagueness, 

benefiting the models with less induced errors. Since fuzzy logic is providing a solution to 

how ‘the world perceives it’ a problem, including the uncertainties, a fuzzy rule-based 

approach is expected to provide better and realistic results than a crisp rule-based system (Pal 

et al., 2006; Bentley, 2000; Mallinson and Bentley, 1999; Laha and Das, 2011; Nozaki et al., 

1996; Bardossy et al., 1995; Khalid et al., 2003).  

5.2 Fuzzy Model 

A fuzzy controller requires a set of inputs, and a fuzzy membership function to fuzzify these 

input into a solution domain, also known as its universe of discourse (Cox, 1992; Zadeh, 

1996a), and an output flow. The only similarities here between a fuzzy controller and a 

traditional expert system are the inputs. Once an input is provided to a fuzzy logic controller 

it needs to be transformed through stages that are only known to fuzzy expert system, i.e. 

fuzzification, inference, and defuzzification as mentioned earlier in figure 2.24. One of the 

controversial and debateable aspects of fuzzy logic, as defined by its critics, is the process of 

defuzzification where a fuzzy output needs to be ‘crispened’ again for it to be used in other 

processes (Dubois and Prade, 2005; Opricovic and Tzeng, 2003). However fuzzy logic has 

been successfully used in many aspects of real life proving many researchers wrong.  
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Fuzzy expert systems play a vital role in pattern recognition and feature extraction. A fuzzy 

rule based approach was adopted in the developed system. The main aim of the Fuzzy Engine 

was to address the issue of vague patterns and uncertainty, which could not be solved by any 

rigid geometrical equations. Figure 5.1 shows the framework of the developed fuzzy logic 

system. The Fuzzy Engine in the developed system feeds two specific modules with the 

services of fuzzification of results. The Pattern Recognition module uses the fuzzy rule base 

to understand how elliptical either a CDO or an eye of a storm is. The eccentricity of the 

elliptical shape helps identify the intensity of the storm. It is the Intensity Classifier that 

utilises the Fuzzy Engine to its full capacity.  

5.3 Fuzzy Membership Functions for Intensity Classification 

After successfully detecting the cyclonic patterns by using a linguistic approach, Dvorak’s 

technique (1975) for analysing tropical cyclone intensity was adopted to categorise the 

detected cyclone into one of the eight T numbers. Dvorak’s chart deduces two major features 

in a tropical cyclone and associates a number to each of them. These two main features are 

Central Features (CF) and Banding Features (BF). Central Features are those which appear 

within the broad curve of the spiral. The Central Features either surround or cover the storm’s 

centre system. Banding Features are part of the overcast and curves evenly around the Central 

Features. Once these features have been detected and measured, the T-number can be 

computed by adding the value of CF and BF. According to Dvorak (1975), the values of CF 

range from 0.0 to 7.0 while the values for BF range from 0.0 to 2.5. Dvorak updated this 

technique in 1984 by introducing a variable in the T-number computation called ‘rules’. 

These analytic rules are generally used to adjust the storm intensity measurements. In the 

Fuzzy Engine of the developed system, these rules were replaced with the fuzzy logic rules 

introducing a fuzzy factor to the T-classification in order to deal with the uncertainty of 

feature shapes. 

 T-Number = (CF + BF) + Fuzzy Rules  ...Equation 5.1 

Dvorak introduced another variable to assist in calculating the intensity of a storm, namely 

temperature measurement. Estimation of temperature was made objectively by using TIR 

images. These temperatures were deduced from the greyscale value of the CF and BF pixels 

in the TIR image. Higher the difference between the two temperatures, stronger the recorded 
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intensity. Moreover, an estimate of the storm’s intensity can also be determined from the 

temperature of the eye, called an ‘Eye Number’. 

The Fuzzy Engine was used to compute the value of CF and BF. Major features of the 

tropical cyclone, which assist in calculating the CF number and BF number, were plotted 

against a fuzzy membership graph. These graphs generated a membership value ranging from 

0 to 1 for the categories of CF and BF, by calculating the size of the individual features in the 

detected tropical cyclone. In the membership functions, CF1 refers to the value of CF being 1 

and BF2 refers to the value of BF being 2. Figures (5.2) to (5.11) illustrate selected samples 

of the fuzzy sets that have been implemented in the Fuzzy Engine. The value of the detected 

category was added to the membership value to get a realistic value of CF and BF features. 

The greyscale value of the eye was also determined from a TIR image to estimate the 

temperature of the eye of the storm.  

The input parameters of the Fuzzy Engine at this stage are size of the detected eye, 

temperature of the detected eye, size and temperature of detected CDOs, dimensions of the 

spiral bands and the location of the centre of the storm; while the output variable is the T-

Classification value. A fuzzy set is typically characterised by its membership function, 

therefore it is essential that the functions are chosen appropriately (Chiu, 1997; Chi et al., 

1996). The fuzzy membership functions designed for this research were objectively designed 

based on the training data mentioned in section 3.4. Strictly depending on the application, 

membership functions can vary from triangular, trapezoidal, to sigmoid and gaussian. The 

developed system used a varying range of linear, triangular and trapezoidal membership 

functions based on the literature suggesting that classification of intensity changes with the 

size of cloud structures (Dvorak, 1984; Dvorak et al., 1990; Olander and Velden, 2007; Knaff 

et al., 2010; BoM, 2013b). The intensity computed by the fuzzy membership functions was 

then validated against the intensity estimates provided and agreed by expert meteorological 

organisations globally. The results of validation will be discussed in chapter 6. 

The fuzzy membership functions are adopted from published literature, but are strongly 

influenced by Dvorak's (1984) modification to his original work, Olander and Valden's 

(2007) review of Dvorak’s techniques and Knaff et al.'s (2010) evaluation of the techniques, 

in addition to the expert opinions shared in person with the author by the organisations such 

as Jet Propulsion Laboratory, which are keenly active in this area of research. The 

membership functions typically evaluate CDO, eye and spiral dimensions, as well as cloud 
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was highly contrasting when it was warm then the CF number needs to be adjusted. See 

figure table 5.1 for a complete list of adjustments performed.  

Table 5.1: CF adjustment table based on eye temperature. 

 EYE TEMPERATURE oK 

SU
R

R
O

U
N

D
IN

G
 R

IN
G

 

TE
M

P
ER

A
TU

R
E 

o
K

 

 
> 282 243 - 282 232 -242 220 - 231 210 - 219 204 - 209 198 - 203 

> 282 0 -0.5 0 0 0 0 0 

243 - 282 0 0 -0.5 0 0 0 0 

232 -242 0 0 0 -0.5 0 0 0 

220 - 231 0 0 0 -0.5 -0.5 0 0 

210 - 219 0.5 0 0 0 -0.5 -0.5 0 

204 - 209 1 0.5 0 0 0 -1 -1 

198 - 203 1 0.5 0.5 0 0 -0.5 -1 

193 - 197 1 0.5 0.5 0 0 0 0 
 

The new equation for confirming CF values in the presence of an eye is:  

 E Number + Eye Adjustment = CF  ...Equation 5.2 

Where E Number is the value contributing towards the intensity of a storm calculated from 

the characteristics of an eye. The T number equation 5.1 was modified. 

 T-Number = ([E + adj] + BF) + Fuzzy Rules  ...Equation 5.3  

5.4 Fuzzy Rules 

After calculating the CF and BF values of the tropical cyclone from the fuzzy membership 

functions, a rule based system was generated using a technique adapted from Wang and 

Mendel (1991; 1992). 

 (E1, B1; O1) ...Equation 5.4 

E1 and B1 are the measurement of CF and BF, respectively. O1 is the output in T-numbers. 

The actual task was to generate rules by using this equation (Chi et al., 1996).  
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After deciding on the membership functions for the data pair, rules were produced 

accordingly. For instance, if E1 had a membership value of 0.37 for CF4 and 0.63 for CF5 

and zero in all other regions while B1 had a membership value of 0.9 in BF2 and 0.1 in BF1, 

two possible rules were generated. One of the rules classified the cyclone’s maximum 

intensity and the other classified the minimum possible intensity. Two example rules 

generated from the data pair are as follows: 

(E1, B1; O1)  E1 (0.63 in CF5 (max)), B1 (0.9 in BF2 (max)); O1 ( T7 (max))  

Rule 1: IF E is CF5 AND B is BF2 THEN O1 is T7 

(E1, B1; O1)  E1 (0.37 in CF4 (min)), B1 (0.1 in BF1 (min)); O1 ( T5 (min))  

Rule 2: IF E is CF4 AND B is BF1 THEN O1 is T5 

As suggested by Kohavi (1995) and Witlox et al. (2004) decision tables were constructed to 

indicate the various relationships between features, determining the CF and BF values. Table 

(5.2) illustrates a decision table with storm eye present and varied values of CF and BF, while 

table (5.3) shows a decision table for an absent eye, but a well-defined central dense overcast, 

with the varied value of CF and BF. 
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Table 5.2: A sample of decision table when the eye is present 

Eye is  
Present 

CF3 CF3.5 CF4 CF4.5 CF5 CF5.5 CF6 CF6.5 CF7 

BF0 T3 T3.5 T 4 T4.5 T 5 T5.5 T 6 T6.5 T 7 

BF0.5 T3.5 T4 T4.5 T5 T5.5 T6 T6.6 T7 T7.5 

BF1 T 4 T4.5 T 5 T5.5 T 6 T6.5 T 7 T7.5 T 8 

BF1.5 T4.5 T5 T5.5 T6 T6.5 T7 T7.5 T8  

BF2 T 5 T5.5 T 6 T6.5 T 7 T7.5 T 8   

 

 

 

Table 5.3: A sample of the decision table when the CDO is well defined 

Eye is  
Absent 

CF2 CF2.5 CF3 CF3.5 CF4 CF4.5 CF5 

BF0 T2 T2.5 T 3 T3.5 T 4 T4.5 T 5 

BF0.5 T2.5 T3 T3.5 T4 T4.5 T5 T5.5 

BF1 T 3 T3.5 T4 T4.5 T 5 5.5 T 6 

BF1.5 T3.5 T4 T4.5 T5 T5.5 T6 T6.5 

BF2 T 4 T4.5 T 5 T5.5 T 6 T6.5 T 7 
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The set of example rules generated from the decision table 5.2 are as follows: 

Eye Present Rule 1: 

IF  

 (Eye is present)  AND 

 (CF is 3)   AND 

 (BF is 0) 

THEN 

 (It is a T3 Tropical cyclone) 

Eye Present Rule 2: 

IF  

 (Eye is present)  AND 

 (CF is 4)   AND 

 (BF is 0) 

THEN 

 (It is a T4 Tropical cyclone) 

Eye Present Rule 3: 

IF  

 (Eye is present)  AND 

 (CF is 5)   AND 

 (BF is 0) 

THEN 

 (It is a T5 Tropical cyclone) 
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implementing a good defuzzifier. Higher membership value should be the criteria for 

selecting a value for CF or BF.  

5.5 Summary 

This chapter has described a soft computing pattern recognition and intensity classification 

tool for automated monitoring of tropical cyclones. The knowledge base tool utilises the 

power of fuzzy rule based systems to detect amorphous cloud patterns, which could not be 

defined simply by traditional geometrics. In addition, the fuzzy engine for intensity 

classification of the detected storm was also presented. The intensity engine uses thirty one 

fuzzy membership functions generating 673 rules. These rules provide two fuzzy T number 

values for each tropical cyclone detected; the high fuzzy membership intensity class and the 

low fuzzy membership intensity class. The high fuzzy membership class was chosen to be the 

final T number. In the next chapter the estimated T numbers will be validated against the 

NOAA IBTrACS records to investigate the accuracy and feasibility of the system. 
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CHAPTER 6.  VALIDATION OF THE DEVELOPED SYSTEM 
6.1 Introduction 

The aim of this chapter is to validate the developed system’s ability to detect and classify 

tropical cyclones. The chapter will also examine the accuracy of the developed system’s 

processed outcomes against an acknowledge database of past hurricane records. In order to 

produce acceptable validation; data used for training the system will not be assessed or 

processed, the outputs will be compared against a published source produced by a respectable 

meteorological organisation and lastly the limitation boundaries of the developed system will 

be identified. 

6.2 Research Context 

As described in the chapter 1, the aim of the research was to develop an algorithm for fully 

automated detection and classification of tropical cyclones from satellite imagery using soft 

computing techniques. The aim was achieved by first investigating and identifying principal 

visually recognisable features of tropical cyclones; secondly, by devising intelligent pattern 

recognition algorithms to detect these features in the satellite images and classify their 

intensity based on geometric and spectral measurements; and lastly, developing and 

validating the system to be functional. The developed system calculated intensities of the 

detected tropical cyclones using rule based fuzzy functions.  

Power (1989) originally developed and tested a manual technique for identifying tropical 

cyclones solely from satellite imagery. This techniques required her to visually inspect 

satellite images to identify cyclonic patterns. Although subjective, the developed technique 

was effective and identified a number of new cyclones that were not identified in the 

historical records. This research exploited the idea of using pattern recognition and artificial 

intelligence to remove the errors introduced due to subjective nature of storm detection by 

Power (1989) for full automation of the detection and intensity classification process. Figure 

(6.1) shows a typical example of the type of outputs manually digitised, making it rather 

subjective in nature. 
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Moreover, this study introduced a holistic approach towards solving a problem that has been mostly 

segmented in literature. Researchers have mainly focused on one aspect of the cyclone anatomy, 

while this study detects it at an early stage of development and tracks it through its life spans, also 

classifying the intensity of the cyclone incorporating the uncertain shapes of the composing features. 

This makes this study a valuable contribution to the research in the area of cyclone detection, pattern 

recognition, and fuzzy rule development.  

6.3 Validation Process 

As previously mentioned in section 3.4, 1500 images from three different satellites were used 

to train the fuzzy pattern recognition system. A total of 100 different storms, from the period 

of 1978 to 2009, were processed to understand the patterns that needed to be recognised using 

the automated system. These images were removed from the validation process to remove 

any bias. At first, over 3000 training images were randomly selected from the full HURSAT 

archive. These images were then vetted to ensure all stages of the hurricanes were available 

in the training set. It was also ensured that the time of the day the images were representing 

did not clash with the validation data, i.e. no images were selected for training with the 

timestamp of 0000hrs, 0600hrs, 1200hrs and 1800hrs. HURSAT has a three hourly coverage 

of the North Atlantic basin, which easily allowed a good training dataset without jeopardising 

the validation data. 

The validation data consisted of satellite images from Meteosat and GOES satellites. One 

hundred seventeen thousand and seventeen images were processed consisting of 375 named 

storms over a period of 31 years; see table 6.1 for more details. Figure 6.1 provides an 

example of the nature of images that were processed.  

Table 6.1: Data used for validation. 

Satellites IBTrACS & HURDAT GOES Meteosat 

Spatial Resolution - ~8Km ~8km 
Temporal Resolution 6 hourly 6 hourly 6 hourly 
Number of storms processed 375 375 
Images with storms - 8311* 

Images with hurricanes - 3037* 

Number of Images processed 11717 11717* 

Range of years 1978-2009 1978-2009 1978-009 
* It was a combination of GOES and Meteosat that makes up the number, depending on the availability of the images. 
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Figure 6.2: [left] Hurricane AMELIA 1978; [middle] Hurricane ANDREW 1992; [right] Hurricane 

BILL 2009. 

For the purpose of validation the procedure is divided into two phases; Validation of the 

pattern detection module and Validation of the intensity classifier. Each phase includes a 

series of tests that allows the comparison to be made with the official data obtained from 

NOAA.  

The Pattern Recognition Module was tested for its accurate identification of the storms, and 

compared with the data from IBTrACS for confirmation. Centre of the storm plays a vital 

role in its early identification and monitoring, which makes is extremely valuable in disaster 

management research. The predicted storm centres were analysed against the actual storm 

centres agreed by official records and storm reports. The intensity classifier was tested by 

extracting low fuzzy class and the high fuzzy class from the STORM database, for each 

image that was processed. 11717 records were evaluated against the official 6 hourly storm 

records. In addition GIS was used to perform spatial statistics and visualise the results and 

errors.  

6.3.1 List of tests performed: 

For the Pattern Detection module the following tests were performed: 

 Error matrix for hurricane detection 

 Accuracy variation by years 

 Storm centre RMSE 

 Storm centre dimensional regression 
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For the Intensity Classifier the following tests were performed: 

 Cross validation 

 Fuzzy membership value statistics 

6.4 Pattern Detection (PR) Module 

The main aim of the module was to classify, perform object segmentation and pattern 

recognition using a syntactic approach. Between the years 1978 and 2009 three hundred and 

seventy five storms were named, although not all of them reached hurricane strength. For the 

purpose of testing, a distinction between a storm and a hurricane was stressed. Only storms 

above T2.5 were recognised as tropical storms, any value below that were labelled as low 

pressure systems of extratropical storms. This section refers to weather systems as storms 

with a low pressure system and a T-number ranging from 1-8. Hurricanes were classed as 

storms with T4 and above classification, while all storms with T2.5 and above were classed 

as tropical storms; see table 6.2 

Table 6.2: T numbers and storm categories 

T number 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6.5 7 7.5 8 

Storms                             

Tropical Storms 
              Hurricanes 
      

                

Pre Hurricane Stages             
        

6.4.1 Storm and Hurricane Detection 

According to the official records, from the total of 11711 images chosen, 11001 images had 

some instance of a storm. The PR module detected 8311 images to have some sort of a low 

pressure storm, once commission and omission errors were removed. Hence the PR module 

detected 75.5% of all storms at any stage of their development. However the developed 

system couldn't identify any storms below the intensity of T2 (figure 6.2). 2007 seemed to be 

the year with the least accurate detection rate with only 61.1% of the images with storms 

being recognised during the year via the PR module. On the contrary 1986 and 1999 were the 

years with highest level of accuracy reaching up to 84.8% and 84.1% respectively. The 

reason for a large variation between the years with most and least detection was due to the 

fact that 2007 mainly had storms detected at a T number of 4 or lower, while in 1986 and 

1999 majority of the storms were stronger hurricanes. 
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The system also indicated an accuracy of 73.38% in recognising the storms before they reach 

their hurricane intensity as compared to an average pre hurricane stage detection accuracy of 

70% achieved by published research (Pal et al., 2006; Talukder et al., 2008; You et al., 1999; 

Wei and Jing, 2010; Khalid et al., 2003; Theilen-Willige, 2009). This creates huge potential 

for any early warning system.  

Table 6.3: Error Matrix for hurricane detection 

 

Hurricane Present 
Number of images (%) 

Hurricane Absent 
Number of images (%) 

 
Total = 3037 Total = 8680 

PR Module Detected 2467 (81.23%) 646 (7.44%) 

PR Module Undetected 570 (18.77%) 8034 (92.56%) 

 

Figure 6.6: Correlation of hurricane detected with the original occurrences. 
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It is very clear from the resulting data that the errors in estimating the centre of the storm 

were introduced mainly due to the storm fluctuating over the X coordinates. This is 

anomalously caused by a small number of centre locations being extremely far from the 

original centre of the storm. After examining the images it was noted that some of them lost 

their georeferenced coordinate system and ArcGIS misrecognised the world file attached. At 

places the distance was unacceptably large. Considering it was the error introduced outside 

the realm of the algorithm, its removal caused the RMSE to shift from 0.85 to 0.55. Figure 

6.8 provides an example of such a case. The figure displays the storm features detected by the 

system, with the estimated and original track. Estimated centres are show as black dots while 

the official track locations are displayed as larger circular dots. The colours in the circular 

dots represent the intensity estimated by the system. It is clearly seen that the cyclone 

detected by the system is not a false detection but erroneous input. The graph embedded in 

the figure shows the life span of the hurricane, with green area showing the official figures of 

intensity, while blue and red represent the estimated fuzzy low and fuzzy high membership 

values, respectively. 

 In summary the PR module showed higher accuracies than current research in the field 

(Herndon et al., 2010; Landsea et al., 2012; Olander and Velden, 2011; Velden et al., 1998a). 

Different algorithms and detection systems use different accuracy references. Certain 

algorithms will use spatial deviation from the storm centre, while others use maximum 

sustained wind speeds as a reference. In both cases the developed system performed better 

than current algorithms in practice. The developed system logged an average spatial deviation 

of 19km as compared to recorded average accuracies of 50km for storm track centres. The 

intensity accuracies are documented in section 6.5. Not many researcher have approached the 

process of tropical cyclone detection and classification with ease. Many tend to focus on 

central feature measurements or the spiral band and their precipitation ratios, and often they 

use numerical prediction models to estimate the intensity (Wei et al., 2011; In-Hyuk and 

Hyeong-Bin, 2010; Lajoie and Walsh, 2010). 
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Figure 6.10: Map of hurricane GILBERT 1988, showing erroneous input data. 
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Figure 6.11:Hurricane ERICA also showing shifted centre because of image mis-registration. 
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The official track information is also displayed for visual comparison. These are shown as 

white circles, which display fuzzy intensity estimated by the developed system. It was 

interesting matching the official records with estimated figures, since it provides an exciting 

appeal to the data visualisation. Furthermore a graph is also presented with the complete 

estimated/detected and original lifespan of the cyclone, as shown in figure 6.23. As suggested 

before the data on the graph of GLORIA’s map hints at over estimation.  

More of the maps are displayed in the appendix together with intensity graphs showing 

hurricane life span. 

6.6 Summary of validation 

The validation process was broken in to two phases; the Pattern Recognition Module phase 

and the Intensity Classifier phase. The Pattern Recognition Module’s accuracy figures and 

Intensity Classifier’s validation figures are summarises in table 6.4.  

Table 6.4: PRM and IC validation results. 

PRM Validation Process Value IC Validation Process Value 

    

Images processed 11717 Intensity Classification Accuracy 78.05% 

Storm processed 375 Intensity Classification Accuracy ( > T4 ) 91.02% 

Storm Detection Accuracy 75.50% Intensity Classification Accuracy ( > T4 .5) 97.12% 

Hurricane Detection 
Accuracy 

81.23% Intensity Classification Accuracy ( < T4 ) 73.38% 

Pre Storm Detection 
Accuracy 

73.38% Average High Membership Fuzzy Value 
(Confidence) 

0.72 

False Negative Detection 93%   

False Positive Detection 7.44%   

Storm Centre RMSE 0.85   

Corrected Storm Centre 
RMSE 

0.55   
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Figure 6.24: Hurricane GLORIA 
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Figure 6.25: Hurricane ALLEN 
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Figure 6.26: Hurricane GABRIELLE with a perfectly tracked path. 
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Figure 6.27: Hurricane ANDREW displaying certain problems with the algorithm 
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6.7 System Limitations 

During the training and testing of the software, there were a few issues that required tackling. 

This section lists and discusses the issues highlighted  

6.7.1 Software 

 The software utilising the developed algorithms was developed in-house from scratch. It was 

developed in 2005 using Visual C ++. Since then, other productive tools have appeared on 

the market and the software requires updating. The C algorithm requires an MFC 2005 

compiler to compile and execute it, which is also obsolete and Microsoft does not support it 

anymore. Overall, this is a big drawback as the algorithms need updating now and then, and 

working with an obsolete software makes the work harder than it really is. Moreover, 

rewriting the algorithm in a GIS friendly environment will make its integration with the rest 

of the spatial world a lot easier. For example, the software could be reprogrammed in a .NET 

environment and compiled as an Addin to the suite of ESRI ArcGIS programmes. One of the 

issues that later created a hindrance was Visual C 2005’s lack of support for geographic and 

projected coordinate systems. 

6.7.2 Perforated Clouds - Pattern Recognition 

It was noticed after examining the results that at times the software will detect an elliptical 

perforated cloud as a hurricane due to its similar context to a tropical cyclone, i.e. a warm eye 

with a colder cloud around it, especially when it was about to go over land or already had 

made landfall. Moreover, there were two instances in 11711 images, where a perfectly well 

recognised cyclone couldn't get an intensity classification. These issues can be ironed out 

with additional rules in the PR modules. The perforated clouds making landfall can be 

removed from being detected by looking at temporal record of the hurricane, e.g. if the 

hurricane has not been detected previously in the area and the centre of the storm is closer to 

land then it is very unlikely that it will be a hurricane.  

6.7.3 Fuzzy Membership Values 

Although the issue about fuzzy membership value is not urgent, it was noted that even though 

the correct classification is being suggested by the fuzzy membership function, the 

confidence in the suggestion is low. This issue can be resolved easily by referring back to the 
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fuzzy function and rules. In addition, it was prominent that IC was exaggerating the final 

fuzzy value especially for stronger cyclones. The exaggeration in the fuzzy membership 

functions was never more than T0.5 either way. It even once classified a storm as a T8, when 

there has never been a T8 cyclone in the North Atlantic Basin; it was originally a T7.5. 

6.8 Summary 

The developed fuzzy rule based pattern recognition system and intensity classifier has been 

evaluated in this chapter. The PR module was validated against a full record of satellite 

imagery, HURSAT, while the IC module’s estimated intensity was validated with the best 

storm track data acquired from NOAA. The validation process showed that the developed 

system can be used effectively for automated hurricane detection and intensity classification. 

This ensures that the system meets the last criteria listed in section 1.6. One of the unique 

advantages of this system over others is that it seamlessly integrates the complete process of 

classifying the meteorological imagery, detecting hurricanes, if present, and then classifying 

to an exceptional accuracy. Systems such as this have huge potential to be used in advanced 

real time monitoring of meteorological patterns.  
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CHAPTER 7. CONCLUSION 

 

7.1 Introduction 

The literature suggests that tropical cyclones and hurricanes are amongst the most devastating 

meteorological natural disasters. Major efforts are put in to correctly forecast these 

meteorological giants. However, this always requires expert knowledge in the form of people, 

who in turn bring subjectivity into the process. Many efforts have been made to automate at 

least part of the process of hurricane forecasting; it won’t be long in the future before we 

have a system that doesn't require any subjective opinion on a physical phenomenon, but we 

are not there yet. Billions of US dollars are spent on disaster mitigation and post disaster 

management when these cloud engines make landfall. Hence there is a strong need for a 

holistic approach to cyclone detection and its processing. Chapter 2 highlighted the gaps in 

literature where either little effort has been made or, in the case of ongoing research it does 

not tackle the wholesome nature of the tropical cyclone analyses. Automated algorithms in 

the market typically are extremely focused on one aspect of the hurricane or its intensity; 

with questionable accuracies and validation.  

The developed system aimed to fill the gap of the holistic study of tropical cyclones and 

hurricanes and achieved it. The modular approach to the system enables future modification 

possible for algorithm optimisation or parameter change. Expert knowledge, if administered 

personally, can lead to subjective results, nonetheless expert knowledge is one of the most 

crucial aspects of the research. To eliminate the personal subjectivity of expert knowledge 

system, a fuzzy rule based approach was implemented which allows the expert knowledge to 

be transferred through various modules of the program without personal input. The 

introduction of fuzzy logic in pattern recognition and intensity estimation enabled the system 

to deal with uncertainty and vagueness. This was apparent in the validation process when 

ragged edged polygons were being classified as ‘elliptical’.  

7.2 Summary of Research 

The developed system works interactively in a modular form. The images are passed on to 

the system where it classifies them to remove unwanted data. After classification, depending 
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on if it is a visible image or TIR, it highlights boundary regions and identifies elliptical 

patterns using various fuzzy algorithms. Once the ellipses are identified, they are vectorised 

and spatial statistics are calculated. Once the system recognises elliptical and spiral pattern 

associated with a prospective storm, it uses linguistic rules with help of a grammar to sort the 

cyclone primitives into knowledgeable patterns. These patterns then are recognised as 

hurricanes or tropical cyclones by the linguistic algorithm. Once a tropical cyclone is detected 

it is then passed swiftly on to another module where its intensity will be estimated. The 

intensity estimation is performed by applying a series of fuzzy membership algorithms, 31 in 

total. Then out of a possible 673, appropriate rules are applied to the data to produce fuzzy 

membership intensity estimates (Chapter 5).  

The development system was validated using official hurricane records and satellite imagery 

of the last 30 years (Chapter 6). The validation process produced on overall accuracy of 

81.23% for cyclone detection, with 78.04% accuracy for intensity classification. The intensity 

classification accuracy jumps to 97.12% if very early pre-hurricane storms are removed from 

the validation. For simply low pressure systems with some visible cloud formation or 

circulation, the pattern recognition module produced an accuracy of 73.38%. Overall the 

system has some limitations, mainly the development platform that it used. Nonetheless, the 

algorithms in the developed system are robust and perform at the highest of standards.  

7.3 Research Contribution 

This research makes several contributions in the field of tropical cyclone and hurricane 

monitoring and forecasting. The following is a summarised list of the contributions: 

 An automated pattern recognition system - This is a bespoke pattern recognition 

system especially calibrated for the application of meteorology. The use of this 

system could feed in to real time early hazard warning systems where an automated 

procedure tracks required data through the cluster of datasets. 

 Versatile algorithms - due to the nature of cyclones and their structural characteristics, 

many other objects following natural growth share their structure. There has always 

been a need for automated algorithms to identify spiral galaxies, which are not 

dissimilar from cyclone shapes. The algorithms can be easily modified to detect spiral 

galaxies in remote sensed astronomical datasets. Moreover, because the system was 
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designed and built over a modular approach it is relatively easy to integrate new 

systems.  

 The unique holistic approach of this system allows the meteorological organisation to 

utilise these algorithms at varying hierarchical levels. The use of a fuzzy logic 

approach to detect uncertain shapes in the clouds and then using a linguistic logical 

approach to bind the primitives together make this system unique.  

 The developed system has been presented twice at two international conferences; one 

of them winning the best paper prize. One journal paper article is near to competition 

where the editor of International journal of remote sensing has requested some edits.  

7.4 Recommendations and Future Research 

Based on the research and development of the system, the following recommendations are 

proposed for improvement and sustainability of accuracy in the results. These 

recommendations will lead to future research highlighted in section 7.4.2. 

7.4.1 Recommendations 

 One of the major concerns in the developed system is the stability and sustainability of the 

programmed code. Due to the original development of the algorithms in Visual C++, it was 

decided not to change the development platform during the research, even though a much 

more stable development environment became available. The algorithms are robust but 

produce strain on the memory with the number of images processed. It is now recommended 

that the code is ported to a much stable development environment, especially one with 

recognition of geographic and projected coordinate systems. A recommended platform is 

ESRI’s integration of their GIS software with Microsoft .Net development platform. This has 

been tested to be a much sustainable route than a standalone application which will require 

updating frequently.  

During the detection of the storm primitives, CDO and the eye had the highest detection rate 

as compared to the spiral curves. The developed system detected and matched the spiral 

cloud band if there was only one spiral in question. In the case of multiple spirals with the 

same origin, the developed system failed to detect all but one with the highest match. This 

had a repercussion on the intensity classification of the storm. It is recommended that the 

algorithm should be modified to detect multiple spirals instead of one. This is achievable with 
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relative ease, due to the fact that the individual spiral algorithm works well. The algorithm 

can learn to remember the detected spiral, remove it from the image segments and search for 

more spirals until none are found. Literature also suggests that due to a storm’s natural 

growth, many cyclones follow the pattern of a Golden Spiral instead of the 10o pitch 

logarithmic spiral utilised in the system. Future development can incorporate various spiral 

equations to detect different categories of spirals in the image.  

In addition to spirals, at a very early stage in the cyclogenesis of storms, thunderstorms can 

form in the shape of a ‘comma’. Some researchers consider this comma shape to be a subset 

of the spiral formation; however, a controlled algorithm to detect the comma shape in storm 

will result in an early detection of the storms.  

Due to the heterogeneous nature of pixel values in meteorological data, a noise removal 

algorithm can enhance the detection rate of the storms. It is essential that either systematic, 

radiometric, or transmission noise does not progress through the results.  

7.4.2 Areas of Future Research 

The recommendations above form the basis of future research; however these 

recommendations are not the sole source of proposed research areas.  

Improvement of the developed algorithm to incorporate multiple spiral detection will not only 

benefit tropical cyclone detection, but other fields of study. Detecting natural objects with 

multiple spirals can also lead into automated detection of spiral galaxies from Hubble 

telescope data (Davis and Hayes, 2012; S. C. Odewahn, 2002; Paul et al., 2002; Martinez-

Valpuesta et al., 2007; Mashchenko, 1999; Elfattah et al., 2012). There is also a research gap 

in the field of astronomy where automated spiral recognition in extraterrestrial objects is 

needed. Recent studies have shown weather patterns in other possible habitable planets 

(Hollingsworth and Kahre, 2010), moreover, spiral features have been found on Mars 

attributed to unacknowledged lava flow (Geographic, 2012; Jet Propultion Laboratory, 2012). 

The existence of spiral features representing natural growth can be identified automatically 

using remotely sensed data.  

Addition of Artificial Neural Networks (ANN) to the fuzzy logic algorithm will introduce a 

self-learning mechanism for the developed system. Currently the reliance on the training data 

is limiting the system’s abililty to recognise all types of storm. ANNs have the ability to learn 
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with new patterns emerging in the satellite imagery, improving the chances of an early storm 

detection. It is highly recommended that the fusion of ANNs and the fuzzy logic algorithm 

for tropical cyclone detection is further investigated. 
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APPENDIX II - Maps of detected hurricanes. 
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APPENDIX III – GLOSSARY 

Term Definition 
Soft Computing Soft computing is a field of computer science 

where, unlike hard computing, it can deal with 

uncertainties and inexact solutions to real world 

problems. 

Fuzzy Logic A form or mathematics and computer science, in 

which a classified object assumes a continuum of 

membership values between 0 and 1.  

Tropical Cyclone An intense low pressure system forming over 

tropical oceans with high sustained winds. 

Normally originates in the Indian ocean and 

Australasian waters. 

Typhoon An intense low pressure system forming over 

tropical oceans of Pacific ocean. 

Hurricane An intense low pressure system forming over 

Atlantic ocean.  

Rule Based Approach Logical programming paradigm consists of 

logical statements based of facts translated in 

form of conditional rules. 

Linguistic Methods A logical problem solving approach, which uses a 

combination of syntax and semantics to generate 

a language grammar.  

Index of Goodness-of-fit The goodness-of-fit is a statistical test to match 

the modelling results with the observational data.  

Hedges Hedge is a moderating word used to lessen the 

impact of statement.   

Knowledge Base A repository of data and facts that can be mined 

and processed. 

Image Smoothing Filter A statistical method and an approximation 

function that can extract principal patterns in the 

data by diluting the extreme pixel values. 

Chain Coding Chain coding is a compression algorithm based 

on hierarchical reasoning where data in the image 
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can be reduced by defining boundaries in the 

data. 

Density Slicing An image classification algorithm that groups the 

data into classes by using a defined threshold 

interval.  

Line Thinning Algorithm A line thinning algorithm is a generalisation 

algorithm where a number of points/vertices on 

the lines are selected to be removed using a 

mathematical algorithm. 

Commission Errors A type of an error when a system recognises an 

object erroneously when it shouldn’t have. 

Omission Errors A type of an error when a system fails to 

recognise an object, when it was clearly present. 

 

 

 

 


