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ABSTRACT

Turbo coding, a forward error correcting coding (FEC) technique, has made near

Shannon Limit performance possible when Iterative decoding algorithms are used. Inter-

symbol interference (ISI) is a major problem in communication systems when information

is transmitted through a wireless channel. Conventional approaches implement an equal-

izer to remove the ISI, but significant performance gain can be achieved through joint

equalization and decoding.

In this thesis, the suitability of turbo equalization as ameans of achieving low bit er-

ror rate for high data communication systems over channels with intersymbol interference

was investigated. A modified decision feedback equalizer algorithm (DFE) that provides

significant improvement when compared with the conventional DFE is proposed. It esti-

mates the data using the a priori information from the SISO channel decoder and also a

priori detected data from previous iteration to minimize error propagation.

Investigation was also carried out with Iterative decoding with imperfect minimum

mean square error (MMSE) decision feedback equalizer, assuming soft outputs from the

channel decoder that are independent identically distributed Gaussian random variables.

The prefiltering method is considered in this thesis, where an all-pass filter is employed

at the receiver before equalization to create a minimum phase overall impulse response.

The band limited channel suffers performance degradation due to impulsive noise

generated by electrical appliances. This thesis analysed a set of filter design criteria based

on minimizing the bit error probability of impulse noise using digital smear filter.
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Introduction
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Research Aims and Outline of the Thesis

1.1 Research Aims and Outline of the Thesis

In recent years, there has been an increasing demand for efficient and reliable digital data

transmission. This demand has been accelerated by emergence of large-scale, high-speed

data networks for the exchange, processing, and storage of digital information in the com-

mercial, governmental, and military spheres [1]. A major concern of system designers is

the control of errors so that the data can be reliably reproduced [2].

In 1948, Shannon [3] demonstrated in a landmark paper that, by proper encoding

of the information, errors induced by a noisy channel can be reduced to any desired level

without sacrificing the rate of information transmission as long as the information rate is

less than the capacity of the channel. Since Shannon’s work much effort has been ex-

panded on this problem by devising efficient encoding and decoding methods for error

control in a noisy environment. Recent developments have contributed toward achieving

the reliability required by today’s high-speed digital systems, and the use of coding for

error control has become an integral part in the design of communication systems [2].

This has led to Turbo coding being regarded as one of the most promising emerg-

ing wireless techniques. This principle is used in error control and equalization systems.

Error correction techniques make wireless communications more efficient and reliable.

Data transmission over ISI channels is a major problem in communication systems. Con-

ventional approaches implement an equalizer to remove ISI or use MAP or maximum

likelihood (ML) detection [4] [5]. But significant performance gains can be achieved

through joint equalization and decoding at the cost of added complexity.

The remainder of this chapter is organized as follows. The next section gives a

definition and a description of wireless communication systems. Section 1.3, focuses on

the future of wireless communications. Section 1.5, explains motivations that led to this

work and states the thesis contribution. Finally, Section 1.6, provides an outline of the

thesis.
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Description of Basic Wireless Communication System Related to this Thesis

Figure 1.1: A basic wireless communication system showing a transmitter and a receiver.

1.2 Description of BasicWirelessCommunication System

Related to this Thesis

The Figure 1.1 illustrates the basic block elements of a digital wireless communication

system. The information input is converted into a sequence of binary digits. The process

of efficiently converting the output of the digital information into a sequence of binary

digits is called source encoding. The sequence of the binary digits from the source encoder

is passed to the channel encoder [6, 7].

The purpose of the channel encoder is to introduce, in a controlled manner, some

redundancy in the binary information sequence that can be used at the receiver to overcome

the effects of noise and interference encountered in the transmission of the signal through

the wireless channel [6, 7].

The added redundancy serves to increase the reliability of the received data and

improves the fidelity of the received signal. In effect, redundancy in the information se-

quence aids the receiver in the decoding of the desired information sequence. The binary

sequence at the output of the channel encoder is passed to the digital modulator, which

serves as the interface to the wireless communication channel.

The purpose of the digital modulator is to map the binary information sequence
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into signal waveforms. The wireless communication channel is the physical medium that

is used to send the signal from the transmitter to the receiver. In wireless transmission, the

channel may be the atmosphere (free space) and microwave radio. The transmitted signal

is corrupted by additive thermal noise generated by electronic devices, and atmospheric

noise such as electrical lightning discharges during thunderstorms [6, 7].

At the receiver, the digital demodulator processes the channel corrupted transmitted

waveform and reduces the waveforms to a sequence of numbers that represent estimates of

the transmitted data symbols. This sequence of numbers is passed to the channel decoder,

which attempts to reconstruct the original information sequence from the knowledge of the

code used by the channel encoder and the redundancy contained in the received data [7].

A measure of how well the demodulator and decoder perform is the frequency

with which errors occur in the decoder sequence. The probability of error is a function

of the code characteristics, the types of waveforms used to transmit the information over

the channel, the transmitted power, the characteristics of the channel and the method of

demodulation and decoding [7].

Finally the source decoder accepts the output sequence from the channel decoder

and from the knowledge of the source encoding method used, the original signal is recon-

structed. Because of channel decoding errors and possible distortion introduced by the

source encoder and source decoder, the signal at the output of the receiver is an approxi-

mation of the original source input [7]. In this Thesis we focus only on the area represented

as a dash line in Figure 1.1.

1.3 FutureEvolution ofWirelessCommunicationRelated

to this Thesis

The introduction of mobile wireless and cordless telephone systems in the early 1980s

caused wireless communication systems and services to have undergone a remarkable

development and growth [8]. The vision of wireless communication providing faster,

high-speed, high-quality and real time information exchange between two portable devices

located anywhere in the world is now the communications frontier of the next century [9].
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During the last decade it has emerged from wireless communication research and

development activity, that the future wireless is based on three trends: a broader range

of wireless communication products, high data-rate wireless communication systems and

higher user density [10]. The vision of wireless communications supporting informa-

tion exchange between people or devices is the communications frontier of the next few

decades, and much of it already exists in some form.

This vision will allow multimedia communication from anywhere in the world us-

ing a small handheld device or laptop. Wireless networks will connect palmtop, laptop,

and desktop computers anywhere within an office building or campus, as well as from the

corner cafe.

In the home these networks will enable a new class of intelligent electronic devices

that can interact with each other and with the Internet in addition to providing connectiv-

ity between computers, phones, and security/monitoring systems. Such “smart” homes

can also help the elderly and disabled with assisted living, patient monitoring, and emer-

gency response. Wireless entertainment will permeate the home and any place that people

congregate [11].

Video teleconferencing will take place between buildings that are blocks or conti-

nents apart, and these conferences can include travellers as well from the salesman who

missed his plane connection to the chief executive officer whowent sailing in the Caribbean.

Wireless video will enable remote classrooms, remote training facilities, and remote hos-

pitals anywhere in the world [12]. Finally, wireless networks enable distributed control

systems with remote devices, sensors, and actuators linked together via wireless commu-

nication channels. Such systems in turn enable automated highways, mobile robots, and

easily reconfigurable industrial automation.

Wireless applications include voice, Internet access, Web browsing, paging and

short messaging, subscriber information services, file transfer, video teleconferencing,

entertainment, sensing, and distributed control. One reason for this fragmentation is that

different wireless applications have different requirements. Voice systems have relatively

low data-rate requirements (around 20 kbps) and can tolerate a fairly high probability of

bit error (bit error rates, or BERs, of around 10−3), but the total delay must be less than

about 100 ms or else it becomes noticeable to the end user [11].
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On the other hand, data systems typically require much higher data rates (1–100

Mbps) and very small BERs (a BER of 10−8 or less, and all bits received in error must be

retransmitted) but do not have a fixed delay requirement. Real-time video systems have

high data-rate requirements coupled with the same delay constraints as voice systems,

while paging and short messaging have very low data-rate requirements and no hard delay

constraints [11].

These diverse requirements for different applications make it difficult to build one

wireless system that can efficiently satisfy all these requirements simultaneously. It is im-

possible to predict what wireless failures and triumphs lie on the horizon [11]. Moreover,

there must be sufficient flexibility and creativity among both engineers and regulators to

allow for accidental successes. It is clear, however, that the current and emerging wireless

systems of today coupled with the vision of applications that wireless can ensure a bright

future for wireless technology [11].

These trends motivate the direction of the research in this thesis. The next section

gives an overview of the technical issues involved in the implementation of the wireless

communication. A number of these technical issues will be examined in the thesis, where

new methods are proposed, evaluated and compared with other existing techniques that

are currently being implemented.
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Figure 1.2: A wireless communication channel showing a direct path, and multi path from
transmitter to receiver.

1.4 Technical Problems Related to Future Wireless Sys-

tems

Technical issues related to wireless communication cover limitations which arise from

the technology chosen for the wireless system implementation. A lot of these technical

challenges needs to be addressed to enable the implementation of future wireless commu-

nication. This thesis only addressed the challenges related to this research study and are

as follows:

• Multipath propagation

• Spectrum limitations

1.4.1 Multipath propagation

The fundamental technical challenges of future wireless systems arise from physical laws.

It is therefore necessary to understand the fundamental technical issues for determining

the feasibility of a given wireless technology with respect to the absolute physical lim-

its. The wireless communication channel is susceptible to noise, interference, multipath
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propagation and users movement, which causes the wireless communication channel to

change over time in an unpredictable manner [13].

A wireless communication channel is illustrated in Figure 1.2, showing noise, in-

terference and multipath. Multipath propagation occurs, when a radio signal transmitted

from a Transmitter to a receiver experiences variation in amplitude and phase, which arises

when the transmitted signal is reflected, diffracted or scattered by an object.

These reflected, diffracted or scattered signals create additional copies of the trans-

mitted signal which can be attenuated in power, delayed in time, and shifted in phase

and/or frequency from the line-of-sight (LOS) signal path, where LOS signal path is the

straight line path between the transmitter and receiver. Multipaths cause the received sig-

nal amplitude to vary, whilst the time delay of each path causes intersymbol interference

if the signal bandwidth is larger than the inverse of the delay spread [13].

1.4.2 Spectrum limitations

Wireless mobile multimedia communication which has captured the attention of the media

and the imaginations of the public because it allows connectivity between users without

sacrificing mobility, are fundamentally limited by the information capacity of the wireless

communications channel. The wireless communication channel information capacity can

be defined as the highest rate at which information can be sent over the wireless commu-

nication channel with a negligible probability of error.

The information capacity of the wireless communication channel is determined

by the channel information transmission resources, which include: time, bandwidth and

power (signal-to-noise ratio) [14]. Transmitting more power to increase the channel ca-

pacity or data rate of the wireless communication system is costly, because of the log-

arithmic relationship between the channel capacity of the wireless communication link

and the signal-to-noise ratio (SNR) at the receiver. This logarithmic relationship was first

developed by Shannon in his landmark 1948 paper “mathematical theory of communica-

tions” [15]. By Shannon’s result, the channel capacity is given by:

C = B log(1 + SNR) (1.1)
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Figure 1.3: Wireless communications radio spectrum allocation and usage.

Where B is the signal bandwidth. Thus, asymptotically error-free communica-

tion at rates below log(1 + SNR) is possible, while transmission at any rate larger than

log(1 + SNR) is guaranteed to have errors. Another effective method of increasing data

rate in wireless communication system is to increase the signal bandwidth, in addition

to the transmitted power. However the radio spectrum available for wireless commu-

nication systems is expensive and limited [16]; therefore it is regulated by international

agreements [17], especially the frequencies of interest, where propagation conditions are

favorable.

Therefore efficient utilization of the limited spectrum is important in the design of

wireless systems. With the recent increase in spectrum allocation for wireless applications,

this limited radio spectrum will be stretched to its capacity to accommodated the various

wireless services. The allocation of the limited radio spectrum is illustrated in Figure 1.3,

where the description of the bandwidth and wavelength are specified in Hertz and meters.

The spectrum efficiency of a wireless communication system is defined as the in-

formation rate that can be transmitted over a given bandwidth in a specific wireless com-

munication system and it is measured in bits/s/Hz. The system capacity of a wireless com-
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munication systems is directly related to the spectrum efficiency, hence it is an important

parameter to be considered in the design of wireless communication systems [16, 18, 19].

Efficient utilization of the congested radio spectrum is partly achieved by the cel-

lular networks [20]. Other techniques to increase spectral efficiency include; methods

such as combination of bandwidth efficient coding/modulation techniques at the commu-

nication link level and the use of sophisticated channel allocation schemes that minimize

the overall carried traffic at the network or systems levels [21]. Techniques to utilize the

radio spectrum efficiently and effectively have been a major design concern for emerging

wireless communication systems.

1.5 Motivation of this Thesis

The ever-growing demand for higher data rates transmission in wireless communication

systems has triggered the design and techniques by which system capacity can be in-

creased, and at the same time maintaining high quality of service [22]. Several wireless

networks have almost reached their limits, hence the allocation spectrum is not sufficient

to support the growing demand for mobile communications. There are many challenges

facing a system designer to ensure reliable high quality communications in severe error

prone environments.

First, to receivemultimedia at digital Tv quality, high bandwidth is necessarywhich

is an expensive resource in wireless communication. The transmission rates are limited

by channel noise, interference, fading, multipath, pathloss and shadowing in the wireless

links.

This has led to the development of a novel coding scheme called Turbo codes in-

troduced in [23, 24], that was near to Shannon’s limit. In 1993 Berrou showed that it was

possible to transmit data with a code rate above the channel cutoff rate. He even achieved

an exceptionally low BER with a signal SNR per information bit close to Shannon’s the-

oretical limit on a Gaussian channel.

This coding scheme [23, 24] consists of two recursive systematic convolutional

codes concatenated in parallel and which are decoded using iterative maximum-likelihood

decoding (MLD) (or soft decoding) of the component codes. For the decoding of the
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component codes, Berrou used a maximum a posteriori (MAP) algorithm [25] which per-

forms maximum-likelihood (ML) bit estimation and thus yields reliability information

(soft-output) for each bit.

This algorithm can be viewed as a soft-input/soft-output decoder. Due to the tremen-

dous performance gains of turbo codes and the turbo decoding algorithm, a concept in-

troduced in [26] combines equalization with channel decoding called turbo equalization.

It is an iterative equalization and decoding technique that can achieve equally impressive

performance gains for communication systems that send digital data over channels that

require equalization, hence, those that suffer from ISI [5].

This work was motivated by the desire to achieve reliable communications bymak-

ing efficient use of limited resources and increase the data rates at a reasonable cost over

channels affected by severe disturbance. To Specially, focus on the class of frequency-

selective channels, which are subject to intersymbol interference.

Intersymbol interference arises when successive transmitted symbols are smeared

together in time by the communication channel to the extent that they overlap at the re-

ceiver side. Such a phenomenon is commonly encountered over radio links, where the

signal at the receiving end is formed by the superposition of multiple propagation paths

affected by different delays of arrival.

Previous works leave the following unanswered fundamental questions:

• How can higher data transmission rates over channels with intersymbol interference

be achieved with low error probability?

• Why is the receiver usingMMSE LEwhich provides a better performance improve-

ment than MMSE DFE at higher iteration and higher Modulation scheme?

• How can error propagation of decision feedback equalizer be solved?

• Is there any counter measure against impulse noise over band limited channels?

Motivated by the preceding questions, this thesis seeks to address and find answers to

them.
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1.5.1 Contributions of this Thesis

The main contribution of this thesis is based on the key papers of the author [27–33].

The thesis is based on the key paper of the author. The main contribution of this thesis is

summarized as follows:

• The suitability of Turbo equalization as a means of achieving low bit error rate in

high data communication systems over channels with intersymbol interference.

• Mathematical analysis supported by computer simulation is used to show that at a

higher modulation scheme using iterative decoding, a high data rate can be achieved.

• A modified approach which estimates the data using the a priori information from

the SISO channel decoder and uses the a priori detected data from previous iteration

to minimize error propagation.

• Iterative decoding using imperfect MMSE decision feedback equalizer for time-

invariant communication channels, that exhibit severe ISI with a different modula-

tion scheme.

• The capacity of the dispersivemultipath propagation channel was enhanced by using

a prefilter at the receiver before equalization.

• A set of filter design criteria based onminimizing the bit error probability of impulse

noise using a digital smear filter is analysed.
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Chapter 2 
The Principles of Turbo Codes 

Chapter 3 
The suitability of Turbo equalization as a means of 

achieving a high data rate. 

Contributions: 
Turbo equalization is beneficial for higher modulation 
scheme and thereby increases data rate with low bit 

error rate. 
 

Chapter 4 
Modified Iterative Decision Feedback Equalization 

for Communication Systems. 

Contributions: 
It estimates the data using the a priori information from 
the SISO channel decoder and uses the a priori detected 

data from previous iteration to minimize error 
propagation conventional DFE algorithm. 

 

Chapter 6 
Enhanced equalization in a dispersive multipath propagation. Proposed low complexity 

soft feedback Interference Canceller. 

Contributions: 
The capacity of the dispersive multipath propagation channel was increased by using 

allpass filter at the receiver before equalization. The proposed low complexity soft 
feedback interference canceller combines the equalizer output and a priori information 

to form a more reliable estimate and perform successive interference cancellation. 
 
 

Chapter 7 
Impulse noise Minimization using a smear-desmear filter. 

Contributions: 
Derive a set of filter design criteria based on minimizing 
the bit error rate. This Technique removes error floors. 

 

Chapter 5 
Imperfect MMSE DFE coefficients are obtained without 

assuming perfect feedback. 

Contributions: 
The derived turbo equalizer reduces the computational 

complexity of the time- invariant communication 
channel. 

 
. 
 

 

Figure 1.4: Flowchart of thesis and thesis contribution.
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1.6 Organization of the Thesis

This thesis has been written and structured in a way that will hopefully make it accessible

and interesting to a broad range of readers, including researchers, communication engi-

neers and academics. It aims at finding how to achieve a low bit error rate for future high

data communication systems using joint equalization and decoding. For time-invariant

communication channels, that exhibit severe ISI with different modulation schemes, the

proposed imperfect MMSE DFE provides performance improvement.

Also it aims at trying to minimize impulse noise using smear and desmear filter.

Chapter 2, provides a brief Literature survey of the turbo coding concept for wireless

channel. The research contributions are presented in chapters 3 - 7. Chapter 8, presents

conclusions and outlines future work. Figure 1.4, is a flowchart of the routes that one

might decide to follow through the chapters.

Outlined are the chapters of this thesis:

• Chapter 2: Gives the performance of Turbo coding for wireless channels and their

useful coding gain at higher values of Eb/No and bit error rate. This chapter also

studies two turbo decoding algorithms, soft-output viterbi algorithm (SOVA) and

Logarithmic maximum a posteriori (Log MAP).

• Chapter 3: Investigates the suitability of Turbo equalization as a means of achieving

low bit error rate in the future high data communication systems.

• Chapter 4: A modified approach is proposed to mitigate the error propagation in the

DFE algorithm when used in turbo equalization while retaining low computational

complexity. It estimates the data using the a priori information from the SISO chan-

nel decoder and also the a priori detected data from previous iteration to minimize

error propagation.

• Chapter 5: Studies the iterative decoding with imperfect MMSE decision feedback

equalizer using different modulation schemes assuming, that soft outputs from the

channel decoder are independent identically distributed Gaussian random variables

with known mean and variance.
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• Chapter 6: A prefiltering method where an All-pass Filter is employed at the re-

ceiver before equalization is considered. A low complexity soft feedback Equal-

izer Interference canceller (SFEIC) that combines the equalizer outputs and a priori

information to form more reliable estimates that perform successive interference

cancellation is proposed.

• Chapter 7: Describes a digital smear-desmear technique (SDT) based on polyphase

sequences with good autocorrelation properties in [33]. These sequences are ap-

plied to the design of digital smear/desmear filters and combined with Trellis-coded

modulation (TCM) codes.

• Chapter 8: Summarizes the conclusion drawn from the preceding chapters and

points to future directions of this thesis.
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The Principles of Turbo Codes
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2.1 Introduction

In 1949 Claude Shannon published a paper that established a mathematical basis for the

consideration of the noisy communications channel [34]. In his analysis he quantified the

maximum theoretical capacity for a communications channel, the Shannon limit and indi-

cated that error-correcting channel codes must exist that allowed this maximum capacity

to be achieved. In the intervening years, many well-considered channel codes are inched

towards the Shannon limit, but all contenders have required large block lengths to perform

close to the limit.

The complexity of these codes have made them impractical within 3 to 5 dB of

the limit, but they provide a useful coding gain at higher values of Eb/No and bit error

rate. Turbo coding was proposed in 1993 by Berrou, Glavieux and Thitimajashima, who

reported excellent coding gain results [24], approaching Shannon predictions. The objec-

tive of this chapter is to provide background material regarding turbo coding relevant to

this thesis.

The information sequence is encoded, with an interleaver between the two encoders

serving to make the two encoded data sequences approximately statistically independent

of each other [35]. Often half rate Recursive Systematic Convolutional (RSC) encoders

are used, with each RSC encoder producing a systematic output which is equivalent to the

original information sequence, as well as a stream of parity information [35].

The two parity sequences can then be punctured before being transmitted along

with the original information sequence to the decoder [35]. This puncturing of the parity

information allows a wide range of coding rates to be realised, and often half the parity

information from each encoder is sent with the original data sequence together, this results

in an overall coding rate of 1/2 [35]. At the decoder two RSC decoders are used. Special

decoding algorithms must be used which accept soft inputs and give soft outputs for the

decoded sequence.

These soft inputs and outputs provide not only an indication of whether a particular

bit was a 0 or a 1, but also a likelihood ratio which gives the probability that the bit has

been correctly decoded. The turbo decoder operates iteratively. In the first iteration the

first RSC decoder provides a soft output giving an estimation of the original data sequence
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based on the soft channel inputs alone. It also provides an extrinsic output.

The extrinsic output for a given bit is based not on the channel input for that bit,

but on the information for surrounding bits and the constraints imposed by the code being

used. This extrinsic output from the first decoder is used by the second RSC decoder as

a-priori information, and this information together with the channel inputs is used by the

second RSC decoder to give its soft output and extrinsic information.

In the second iteration the extrinsic information from the second decoder in the

first iteration is used as the a-priori information for the first decoder, and using this a-

priori information the decoder can hopefully decode more bits correctly than it did in the

first iteration. This cycle continues, with at each iteration both RSC decoders producing a

soft output and extrinsic information based on the channel inputs and a-priori information

obtained from the extrinsic information provided by the previous decoder.

After each iteration the Bit Error Rate (BER) in the decoded sequence drops, but

the improvements obtained with each iteration falls as the number iterations increases so

that for complexity reasons usually only between 4 and 12 iterations are used. In their

original proposal Berrou et al. [24] invoked a modified version of the classic minimum

bit error rate maximum aposteriory algorithm (MAP) due to Bahl et al [25] in the above

iterative structure for decoding the constituent codes.

Since the conception of turbo codes a large body of work has been carried out in the

area, aiming for example to reduce the decoder complexity, as suggested by Robertson,

Villebrun and Hoeher [36] and [37] as well as by Berrou et al. [38]. Le Goff, Glavieux and

Berrou [39], Wachsmann and Huber [40] as well as Robertson and Worz [41] suggested

using the codes in conjunction with bandwidth efficient modulation schemes.
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Figure 2.1: Recursive systematic convolutional Encoder with rate R = 1/2 and generator
G = [7 5].

Further advances in understanding the excellent performance of the codes are due,

for example, to Benedetto andMontorsi [42, 43] aswell as to Perez, Seghers andCostello [44].

A number of authors, including Hagenauer, Offer and Papke, as well as Pyndiah [45, 46],

extended the turbo concept to parallel concatenated block codes. Jung and Nasshan [47]

characterised the coded performance under the constraints of short transmission frame

length, which is characteristic of speech systems.

In collaboration with Blanz they also applied turbo codes to a CDMA system using

joint detection and antenna diversity [48]. Barbulescu and Pietrobon [49] as well as a

number of other authors addressed the equally important issues of interlever design. Due

to space limitations here we have to curtail listing the range of further contributors in

the field, without whose advances this treatise could not have been written [50]. It is

particularly important to note the tutorial paper authored by Sklar [51].

This chapter examines the principles of turbo coding and decoding, focussing on

the coding and decoding algorithms. Specifically, in Section 2.2 details of turbo encoder,

while in Section 2.3 the decoder is portrayed and section 2.4 details the principle of Turbo

decoding. Then Section 2.5 shows the performance results of two turbo coding algorithms.
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2.2 Turbo Encoding

It is theoretically possible to approach the Shannon limit by using a block code with large

block length or a convolutional code with a large constraint length. The processing power

required to decode such long codes makes this approach impractical [24]. Turbo codes

overcome this limitation by using recursive coders and iterative soft decoders. The re-

cursive coder makes convolutional codes with short constraint length appear to be block

codes with a large block length, and the iterative soft decoder progressively improves the

estimate of the received message [24, 34].

The basic idea of turbo codes is to use two convolutional codes in parallel with some

kind of interleaving in between. Convolutional codes can be used to encode a continuous

stream of data, but in this case the data is configured in finite blocks corresponding to the

interleaver size. The frames can be terminated; hence the encoders are forced to a known

state after the information block. The termination tail is then appended to the encoded

information and used in the decoder [52]. A basic turbo encoder shown in Figure 2.1,and

is a recursive systematic encoder that employs two recursive systematic convolutional

encoders in parallel, where the second encoder is preceded by an interleaver.

The two recursive systematic convolutional encoders may be identical or different.

The channel code rate at the output of the turbo encoder is Rc = 1/3 . However, punctur-

ing the parity check bits at the output of the binary convolutional encoders, may achieve

higher rates, such as 1/2. The use of the interleaver in conjunction with encoders results

in codewords that have relatively few nearest neighbours, that is to say the codewords are

relatively sparse. Hence, the coding gain achieved by a turbo code is due to the reduction

in the number of nearest neighbouring codewords that result from interleaving [52, 53].

2.3 Turbo Decoding

Turbo codes play an important role in making communications systems more efficient and

reliable. The near Shannon limit error correction performance of Turbo codes [24] and

parallel concatenated convolutional codes [42] have raised a lot of interest in the research

community to find practical decoding algorithms for implementation of these codes. The
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implementation of turbo codes for wireless communication systems has been increasing

since they were first introduced by Berrou et al. in the early 1990s [24].

Various systems such as 3GPP, HSDPA and WiMAX have already adopted turbo

codes in their standards due to their large coding gain. In [54], it has also been shown that

turbo codes can be applied to other wireless communication systems used for satellite and

deep space applications. The MAP decoding also known as the BCJR [25] algorithm is

not a practical algorithm for implementation in real systems [55]. The MAP algorithm is

computationally complex and sensitive to SNRmismatch and inaccurate estimation of the

noise variance [55]. The MAP algorithm is not practical to implement in a chip.

The logarithmic version of the MAP algorithm [36, 56, 57] and the Soft Output

Viterbi Algorithm (SOVA) [58, 59] are the practical decoding algorithms for implemen-

tation. This section provides a description of two turbo codes decoding algorithms. Soft-

output Viterbi algorithm and logarithmic-maximum a posteriori turbo decoding algorithms

are the two candidates for decoding turbo codes. Soft-input soft-output (SISO) turbo de-

coder based on SOVA and the logarithmic versions of the MAP algorithm, called Log-

MAP decoding algorithm. The BER performances of these algorithms are compared.

Simulation results are provided for bit error rate performance using constraint lengths of

K=3, over AWGN channel, and show improvements of 0.4 dB for log-MAP over SOVA

at BER 104.

2.3.1 Soft Output Viterbi Decoding Algorithm (SOVA)

Let the binary logical elements 1 and 0 be represented electronically by voltages +1 and

-1, respectively. The variable d in Figure 2.1 is used to represent the transmitted data bit,

whether it appears as a voltage or as a logical element. Sometimes one format is more

convenient than the other. Let the binary 0 (or the voltage value - 1) be the null element

under addition. [51]

For signal transmission over an AWGN channel, a well-known hard-decision rule,

known as maximum likelihood, is to choose the data dk = +1 or dk = -1 associated with

the larger of the two intercept values. For each data bit at time k, this is tantamount to

deciding that dk = +1 if xk, which is the intercept between the two points falls on the right
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side of the decision line, otherwise deciding that dk = -1. A similar decision rule, known

as maximum a posteriori (MAP), which can be shown to be a minimum probability of

error rule, takes into account the a priori probabilities of the data. The general expression

for the MAP rule in terms of APPs is as follows:

P (d = +1|x) > P (d = −1|x) or when P (d = +1|x) < P (d = −1|x) (2.1)

Equation( 2.1) states that one should choose the hypothesis (d = +1), if the APP

P (d = +1|x)is greater than the APP P (d = −1|x). Otherwise, choose hypothesis (d =

−1). Using the Bayes’ theorem, the APPs in ( 2.1) can be replaced by their equivalent

expressions, yielding the following: [51]

P (x|d) = +1)P (d = +1) > P (x|d = −1)P (d = −1) (2.2)

Equation( 2.2) is generally expressed in terms of a ratio, yielding the so called likelihood

ratio test, as follows:
P (x|d = +1)P (d = +1)

P (x|d = −1)|P (d = −1)
> 1 (2.3)

By taking the logarithm of the likelihood ratio, a useful metric called the log-

likelihood ratio (LLR) is obtained. It is a real number representing a soft decision output

of a detector, designated as follows: [51]

L(d|x) = log
P (x|d = +1)P (d = +1)

P (x|d = −1)|P (d = −1)
(2.4)

L(d|x) = log
P (x|d = +1)

P (x|d = −1)
+ log

P (d = +1)

P (d = −1)
(2.5)

L(d|x) = L(x|d) + L(d) (2.6)

To simplify the notation, Equation( 2.6) is rewritten as follows:

L
′
(d̂) = Lc(x) + L(d) (2.7)

where the notation Lc(x) emphasizes that this LLR term is the result of a channel

measurement made at the receiver. The equations above were developed with only a data

detector in mind. Next, the introduction of a decoder will typically yield decision-making
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benefits. For a systematic code, it can be shown that the LLR (soft output) L(d) out of the

decoder is equal to Equation( 2.8): [51]

L(d̂) = L
′
(d̂) + Le(d̂) (2.8)

Where L′
(d) is the LLR of a data bit out of the demodulator (input to the decoder),

and Le(d̂) is called the extrinsic LLR, represents extra knowledge gleaned from the de-

coding process. The output sequence of a systematic decoder is made up of values repre-

senting data bits and parity bits. From Equations( 2.7) and ( 2.8), the output LLR L(d) of

the decoder is now written as follows: [51]

L(d̂) = Lc(x) + L(d) + Le(d) (2.9)

Equation( 2.9) show that the output LLR of a systematic decoder can be represented

as having three LLR Elements: a channel measurement, a priori knowledge of the data,

and an extrinsic LLR stemming solely from the decoder. To yield the final L(d̂), each of

the individual LLRs can be added as shown in Equation( 2.9) because the three terms are

statistically independent. This soft decoder output L(d) is a real number that provides a

hard decision as well as the reliability of that decision. The sign of L(d) denotes the hard

decision; that is, for positive values L(d) of decide that d = +1, and for negative values

decide that d =-1. The magnitude denotes the reliability of that decision. Often, the value

L(d), due to the decoding has the same sign as Lc(x)+L(d), and therefore acts to improve

the reliability of L(d̂) [51].

2.4 Turbo Decoding Principles

In a typical communications receiver, a demodulator is often designed to produce soft

decisions, which are then transferred to a decoder [60]. The improvement in error per-

formance of systems utilizing such soft decisions is typically approximated as 2dB, as

compared to hard decisions in AWGN. Such a decoder could be called a soft input/ hard

output decoder, because the final decoding process out of the decoder must terminate in

bits (hard decisions). With turbo codes, where two or more component codes are used,

and decoding involves feeding outputs from one decoder to the inputs of other decoders

in an iterative fashion, a hard-output decoder would not be suitable [60].
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That is because a hard decision into a decoder degrades system performance (com-

pared to soft decisions). Hence, what is needed for the decoding of turbo codes is a soft

input/ soft output decoder. For the first decoding iteration of such a soft input/soft output

decoder, illustrated in Figure 2.2, we generally assume the binary data to be equally likely,

yielding an initial a priori LLR value of L(d) = 0.

The channel LLR value, Lc(x), is measured by forming the logarithm of the ra-

tio of the values for a particular observation which appears as the second term in Equa-

tion( 2.5).The output L(d) of the decoder in Figure 2.2, is made up of the LLR from the

detector, L′(d) , and the extrinsic LLR output, Le(d) , representing knowledge gleaned

from the decoding process. As for iterative decoding, the extrinsic likelihood is fed back

to the decoder input, to serve as a refinement of the a priori probability of the data for the

next iteration [60].
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Figure 2.2: soft input soft output decoder.

2.5 Simulation Results of Turbo Decoding Algorithm

The simulation curves presented show the influence of iteration number, Block length,

code rate and code generator. Rate 1
2
codes are obtained from their rate 1

3
counterparts by

alternately puncturing the parity bits of the constituent encoders. The constraint length is

3 using generators polynomials [7, 5]. The BER has been computed after each decoding

as a function of signal to noise ratio Eb/No.

Figure 2.3 shows the performance BER for Log MAP with block length of 1024.

The performance of BER as a function of Eb/No for SOVA and Log MAP with block

length of 4096 is shown in Figures 2.4 and 2.5. The comparison of the BER as a function

of Eb/No for SOVA and LOGMAP is shown in Figure 2.6. Eight decoding iterations were

performed for Block length of 1024 and 4096. From these figures it can be observed that a

large block length corresponds to a lower BER. Also the improvement achieved when the

block length is increased from 1024 to 4096 for both algorithms. Log MAP shows better

performance than SOVA for the same constraint length.
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3.1 Introduction

In the previous chapter, a review of turbo coding for wireless channels has been carried out,

and how turbo codes play an important role in making communication systems more effi-

cient and reliable. Then two turbo codes algorithms, soft-output viterbi algorithm (SOVA)

and Logarithmic maximum a posteriori (Log MAP) turbo decoding, were compared. In

this chapter, the suitability of Turbo equalization as a means of achieving low bit error

rate for future high data broadband wireless systems is investigated.

Turbo equalization is an iterative equalization and decoding technique that can

achieve equally impressive performance gains for communication systems that send digi-

tal data over channels that require equalization, hence, those that suffer from intersymbol

interference (ISI) [5]. Turbo equalization is an approach to coded data transmission over

channels with ISI which can yield additional improvement in bit error rate.

Conventional approaches implement an equalizer to remove ISI or use MAP or

maximum likelihood (ML) detection. Data reliability can be enhanced using coding,

where the data is encoded in the transmitter prior to transmission [4] [5]. For reasons

of complexity, the receiver then typically performs separate equalization and decoding of

the data. But significant performance gains can be achieved through joint equalization

and decoding at the cost of added complexity [4].

The iterative equalization approach can significantly reduce the complexity of joint

equalization and decoding by passing soft information, the use of interleaving, and the

controlled feedback of soft information to achieve performance gains [61]. Various algo-

rithms similar to Turbo Equalization have been proposed to overcome the complexity of

the MAP/ML algorithms, especially in the detector, where complexity is exponential in

the channel delay spread [62, 63].

Since the initial proposal of ‘Turbo Codes’ by Berrou et al. in 1993 [24], the it-

erative principle has been extended to encompass single carrier Equalization techniques.

This allows single carrier systems to combine the operations of Equalization and channel

coding to operate in a wideband channel with performance that could not previously be

achievedwith traditional Equalization and forward error correcting (FEC) techniques [26].

Iterative Equalization techniques have been shown to give excellent error rate performance
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for both fixed and fast fading channels [64].

For most time-invariant discrete channels, the turbo-equalizer performance is close

to the coded Gaussian channel performance, even for low signal-to-noise ratios [65]. Con-

ventional solutions generally involve both equalization and channel codingwhich are done

separately [65]. In order to achieve high data rates for broadband wireless systems the

symbol rate and the bandwidth have to be increased. This can also be combined with

the use of M-ary modulation techniques. But the proposed approach makes the resulting

transmissions more susceptible to delay dispersion in the radio channel. This manifests as

increased ISI at the receiver. ISI in turn results in an irreducible BER. [66]

This has led to the investigation of Iterative equalization technique as a means of

increasing data rate. The channel decoder used in this study is a Soft-Input Soft-Output

(SISO) which is an approximated version of the MAP algorithm [65]. This algorithm is

suboptimum but gives good performance.

The main contribution in this chapter is summarized as follows:

• Higher data transmission rates over channels with Intersymbol Interference are achieved

with low error probability when using Iterative equalization.

• Turbo equalization is beneficial for higher modulation scheme and thereby increase

data rate with reasonable complexity.

The rest of this chapter is organized as follows: in Section 3.2, the system model

for the proposed technique is described. Section 3.3 describes the principle of Iterative

Equalization and in section 3.4 the Daterate performance is analyzed. The Iterative equal-

ization performance results are shown in section 3.5. The work presented in this chapter

is published in [28, 29].

3.2 Description of the Proposed System Model

The system model is shown in Figure 3.1. In the transmitter side, a block of data bits

u is protected by a convolutional encoder and interleaved to overcome fast fading phe-

nomenon. The encoded bits a = (a0, a1, ..ak−1)
T are modulated. The symbols are denoted

by b = (b0, b1,…bk−1)
T .
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The modulated signal is transmitted over a frequency selective fading channel. In

this work a block fading channel characteristics is assumed; hence the channel is time-

invariant during one transmission burst. Thermal noise at the receiver is modelled as ad-

ditive white Gaussian noise (AWGN). The received signal r that is sampled at the symbol

rate can be given by the equation

r = Ah+ w (3.1)

where A is the matrix containing symbols. The channel impulse response is de-

scribed by the vector h = (h0, h1,…hL)
T , which consists of symbol spaced complex-

valued channel taps. The white noise samples are denoted by w; the noise variance is

σ2 = N0/2

33



Principles of Iterative Equalization Used

Figure 3.1: Proposed System Model

3.3 Principles of Iterative Equalization Used

Figure 3.2, shows the iterative equalization receiver structure used in this study. Both the

equalizer and the decoder employ the optimal symbol by symbol Maximum A-Posteriori

(MAP) soft input soft output (SISO) algorithm in [65]. Soft input symbols are fed into the

decoder from a sampled receive filter stream r(t) and bit-wise hard decisions are produced

as the final output. The equalizer provides soft outputs, hence, reliability information on

the coded bits for the channel decoder. The soft information on the bit ck is usually given

as a log-likelihood ratio (LLR) or L-value as

λE(ck) = log
P (ck = +1|r)
P (ck = −1|r)

(3.2)

which is the ratio between the conditional bit probabilities in the logarithmic do-

main. These L-values are deinterleaved and given for the channel decoder, which uses

them to recover the information bits u. At the first iteration round there is no feedback

information from the channel decoder available, so the equalizer calculates the L-values

λE(c) that are just based on the received samples r from the channel.

The L-values are deinterleaved to break consecutive bits far apart and thus giving

the channel decoder independent input values. The interleaving is an essential part in the

iterative receiver scheme, since the extra information on an individual data bit is due to the

34



Principles of Iterative Equalization Used

different neighbouring bits in the detection and decoding processes. The soft values λE(c)

are provided for the SISO channel decoder. The decoder has to calculate new L-values

λD(c) for the coded bits c, since they are needed in the feedback branch to the equalizer.

Therefore we need to use the more complex SISO decoder instead of the conven-

tional hard output decoder. The equalizer is able to produce the L-values λE(c) based on

the received samples from the channel, so that information should not be repeated in the

feedback. Hence, the feedback only contains the extra information that is obtained from

the surrounding bits in the channel decoding. The input L-values and the obtained extra

information are called intrinsic and extrinsic information. The extrinsic information from

the channel decoder is given in [4, 25, 61] as

λDe (ck) = λD(c)− λEe (ck) (3.3)

where λEe (ck) denotes the extrinsic information from the equalizer. The turbo

equalization technique is based on the utilization of this extrinsic information at the next

iteration round [25]. So it is passed through the interleaver to the equalizer as a priori

information on the bit reliabilities. By exploiting this side information in the detection,

more reliable decisions are achieved. Also in the equalizer output the extrinsic information

λEe (ck) is extracted from the output as follows

λEe (ck) = λE(c)− λDe (ck) (3.4)

This equalizer information is again used in the SISO decoder to produce new soft

outputs and furthermore, the new extrinsic information according to equation( 3.3). As

soon as this feedback information becomes available, the new iteration round can be

started. The number of iterations may depend on the processing power available or the

achieved performance improvement. At the final stage, there is no need for the SISO de-

coder, since only hard decisions û on the information bits are needed. The Turbo Equaliza-

tion receiver is able to improve the performance, but at the cost of higher complexity. The

main burden is the complex SISO decoder, especially due to the coding schemes that are

based on the constraint length of 4. Also, as the Equalization and decoding are performed

several times, the receiver complexity grows respectively.
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Figure 3.2: The Iterative structure of the System

3.4 Receiver Algorithm Used

The objective of the MAP algorithm is to minimize the bit error probability by estimating

a posteriori probabilities (APP) of states and transitions of the Markov source from the

received signal sequence. The MAP algorithm introduced by Chang and Hancock [67]

uses the information of the whole received sequence to estimate a single bit probability.

In other words, the MAP algorithm selects the bit û = [−1,+1] at time instant k, which

maximizes the following APP

û = argmax[p(u|ĉ)] (3.5)

The optimum MAP algorithm saves multiplicative transition probabilities in the

trellis, which is computationally difficult. Therefore in practical implementations the path

metric is calculated in the log-domain, which enables cumulative calculations [36, 68].

Since MAP requires both forward and backward recursions, it is around two times more

complex than the soft output Viterbi algorithm (SOVA) [36]. The main advantage of the

MAP algorithm is more reliable soft information, since it is optimised for symbol wise

decoding. This is whyMAP is very suitable for the SISO decoding algorithm in the Turbo

Equalization scheme. The BCJR-log-MAP (BCJR stands for Bahl, Cocke, Jelinek and

Raviv) provides the APP information for each bit as the L-value according to ( 3.2). The

state probability for trellis state s at time k is denoted by

αk(s) = p(s, rj≤k) (3.6)
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in the forward direction and by

β(s) = p(rj>k|s) (3.7)

in the backward direction. The transition probability between states s′ and s is given in

log-domain as

ln γk(s′, s) =
N∑
i=0

1

2
λEe (ck)ck,i (3.8)

where ck,i is the ith code bit for the information bit uk and the coding rate is 1/N. Then the

decoder output is given as in [36, 69]

λ(û) = ln
∑
(s′,s)

elnαk − 1(s
′)+ln γks

′,s)+lnβk(s)

− ln
∑

(s′, s)e
lnα
k − 1(s

′)+ln γk(s
′,s)+lnβk(s) (3.9)

where uk = +1 or − 1 and the state probabilities can be computed recursively

lnαk(s) = ln
∑

s′e
ln γk(s′,s)+lnα

k − 1(s
′) (3.10)

ln βk(s′) = ln
∑

se
ln γ
k + 1(s

′,s)+lnβk + 1 (3.11)

Finally, the soft information on the code bits λ(ck) needed for the feedback is ob-

tained by re-encoding the achieved output.

3.5 DataRate PerformanceAnalysis for the Proposed Sys-

tem

The data rate Datarate against SNRdB can be calculated from the packet error rate as

follows:

Datarate = (SR ×Beff )× (K)× (1− PER) (3.12)

where SR is the symbol rate in 20MHz channel, Beff is the bandwidth efficiency, K is the

packet code rate. It is assumed that no packets are discarded due to header errors. The

PER is purely a function of the payload error rate. This quantitative measure allows us
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to compare each of the modulation modes and channel scenarios in terms of the expected

achievable data rates versus SNR.

SNRdB = RP −N (3.13)

In order to examine the achievable data rates versus signal to noise ratio, a link

budget must be established [53, 70] . To calculate the SNR, given by ( 3.12) at the receiver,

the expressions for the noise power N must be considered and also the receiver power PR

in terms of the transmit power TP and the path loss LP given as

N = 10 log(KBT ) + 10 log10(SR × (1 + α)) +NF (3.14)

Where α is the filter roll-off factor, n is the total nunmber of bits per packet, KB is Boltz-

mann’s constant (1.38× 10−23W − s/K) and T is the noise temperature in Kelvin. NF is

the total noise power in signal bandwidth and RP = TP + LP

LP = GT +GR + 20 log 10
(
λ

4π

)
− n× 10 log10(d) (3.15)

in [66].

Where GT and GR are the gains of the transmit and receiver antennas respectively

relative to an isotropic source, λ is the wavelength of the carrier frequency and d the

separation between the antennas, n is an empirical constant, the path loss exponent, which

for line of sight (LOS) is 2 and greater than 2 for non-LOS conditions [66]. It is assumed

that a path loss exponent of 6, represents a worst case scenario. The maximum actual data

rates achievable for the different modulation modes are shown in Figure 3.5 calculated

from ( 3.12) assuming a symbol rate of 20MHz. The transmission parameters are shown

in Table 3.1 and are assumed in the link budget analysis.

3.6 Proposed Iterative Equalization PerformanceResults

The BER performance of an iterative equalizer is dependent on the channel profile, the

modulation scheme, the encoder constraint length and the size of the interleaver. In this

work the encoder constraint length and the size of the interleaver are fixed. For channel

coding a rate 1
2
recursive systematic convolutional code with memory mc = 2 is used.

38



Proposed Iterative Equalization Performance Results

Parameter Value
SR 20MHz
α 0.5
NF 8dB
PT 0dBm
GT 0dB
GR 0dB
fc 2.4GHz
λ 0.125
n 4

Table 3.1: Transmission Parameter

The constraint length L = 4, generator polynomial G = [7, 5] and the Block length of the

code is 4096.

Figure 3.3 shows the BER results comparing the performance of Proposed turbo

equalization algorithms with Conventional methods using 8PSK modulation. Proposed

Turbo equalizer has 2dB gain over the conventional Decision feedback equalizer and 6dB

gain over linear equalizer. Figure 3.4, shows the performance of the BER as a function of

signal to noise ratio (SNR) for code using BPSK, QPSK, 8PSK, and 16QAMmodulation,

using Proakis Channel B in [53] and decoded with MAP algorithm [64].

These performance curves are important, as they represent an upper bound on per-

formance for the iterative Equalization receiver. If we take a target of 10−4, then to achieve

this target BPSK mode required 5dB, QPSK 5.5dB, 8PSK 7.5dB, 16QAM 8.3dB respec-

tively shown in Figure 3.4. As the modulation order increases, the iterative gain increases

and more data are transmitted with reasonable complexity.

Figure 3.5 shows the daterate achieved for 8PSK and 16QAM modulation scheme

for the proposed turbo equalizer and the conventional method. Maximum data rate for

16QAM is 19.22Mbits/s for proposed method and 13.53Mbits/s for conventional method.

Also for 8PSK, Maximum data rate for is 9.55 for proposed method and 5.97 for conven-

tional method in Mbits/s respectively. With Iterative equalization the bit rate is increased

even further by introducing higher order modulation such as 16QAM.
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3.7 Summary

The results confirmed the suitability of using iterative equalization to increase data rate.

It was also demonstrate that the iterative gain is greater for higher modulation orders.

However, there is a trade off, between the iterative gain for higher modulation orders and

the complexity of the receiver.

The complexity at the receiver is dominated by the complexity of the MAP equal-

izer. In the next chapter, a modified approach is proposed to mitigate the error propagation

in the DFE algorithm when used in turbo equalization while retaining low computational

complexity.
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4.1 Introduction

In communication systems, data is transmitted over a channel with intersymbol interfer-

ence (ISI). At the transmitter, the data is often protected by the addition of a controlled

amount of redundancy using forward error correction or an error-correction code (ECC).

It is then the task of the receiver to exploit both the structure of the transmit symbol con-

stellation (as viewed at the output of the channel) and the structure of the code to detect

and decode the transmitted data sequence. The methods that exploit the structure of the

transmitted symbol constellation are referred to as equalization, whereas those that exploit

the structure of the code are termed decoding [71].

A number of important advances have been made in the area of joint equalization

and decoding in which traditional equalization methods and decoding methods exchange

information in an iterative fashion until convergence is achieved. In its original form,

turbo equalization [26] employed maximum a posteriori probability (MAP) equalization

and decoding methods in such an iterative scheme.

At the receiver, the encoder and the discrete-time equivalent channel are treated

as the parallel concatenation of two codes. Hence, the so-called turbo principle [72] can

easily be applied. The performance of the system is improved in the fashion of exchang-

ing the extrinsic information iteratively among the soft-input/soft-output (SISO) equalizer

and SISO channel decoder until convergence is achieved. To achieve optimal equaliza-

tion, symbol-by symbol maximum-a-posteriori (MAP) algorithm is used in [25] or soft

Maximum-Likelihood Sequence Estimation (MLSE) detector minimizing the sequence

error via maximum likelihood estimation [58, 73, 74]. In [26], the first proposed turbo

equalization implements the soft output Viterbi algorithm (SOVA) exclusively for both

equalization and decoding, as in [69].

Unfortunately, these optimum algorithms are not usually applicable to many prac-

tical communication systems in use today due to their high computational complexity.

For large constellation size M modulation used with long discrete-time equivalent chan-

nel length L results in high computational complexity ofO(ML) that is unmanageable for

equalization [75]. As a consequence, an efficient reduced complexity SISO equalizer is

required for sub-optimal turbo equalization, with very little performance degradation.
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Due to this reason, many authors in the recent literature have investigated the low

complexity SISO equalizers. In [76], Wang and Poor developed an iterative receiver struc-

ture for decoding multiuser information data in code division multiple access. The mini-

mummean square error (MMSE) linear equalizer (LE) implemented in turbo equalization

cancels the inter-symbol interference and multi-access interference successfully. Ariyav-

isitakul and Li [77] proposed a joint convolutional coding and decision feedback equalizer

(DFE) in an iterative equalization scheme.

The DFE uses a combination of soft decisions and tentative decisions obtained

from the Viterbi decoder to cancel Inter Symbol Interference (ISI). Tuchler showed that the

MMSE-based LE performs well compared with MAP equalizer while only low computa-

tional complexity is needed [78]. The equalization was extended to multilevel modulation

in [71].

The effects of error propagation are observed clearly from the simulation results

of [78] and [71] where the turbo equalizer does not produce significant improvement in

multipath channels throughout the iterations. Besides, the gain in bit error rate (BER)

offered by the conventional DFE diminished dramatically after several iterations.

This has led to the new approach proposed in this chapter. The Modified approach

mitigates the error propagation in the DFE algorithm when used in turbo equalization

while retaining low computational complexity. It estimates the data using the a priori in-

formation from the SISO channel decoder and also the a priori detected data from previous

iteration to minimize error propagation. From the simulation results, it can be shown that

the BER performance of the modified DFE algorithm provides significant improvement

when compared with the conventional DFE algorithm in [71], [78] using the higher-level

modulation scheme.

In this chapter our contribution is as follows:

• modified DFE algorithm provides significant improvement when compared with the

conventional DFE algorithm using the higher-level modulation scheme.

• It was shown that at higher level modulation, the modified DEF has 1.6dB gain over

the conventional DEF after seven iterations.

The rest of this chapter is organized as follows: Section 4.2 introduces the System
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Model for the Proposed Approach. Section 4.3 presents the Iterative Equalization princi-

ple used. Section 4.4 presents the Conventional approach of Decision Feedback Equalizer.

The Modified Decision Feedback Equalizer approach is in section 4.5. Simulation results

for the proposed system are in Section 4.6. Finally in Section 4.7, a summary of the chapter

is presented.

4.2 Proposed SystemModel forModified DFEAlgorithm

The system model is shown in Figure 4.1. In the transmitter side, a block of data bits u

is protected by the convolutional encoder and interleaved to overcome fast fading phe-

nomenon. The encoded bits a = (a0, a1, ..ak−1)
T are modulated. The modulated symbols

are denoted by b = (b0, b1,…bk−1)
T and transmitted over a frequency selective fading

channel. In this study a block fading channel characteristics is assumed; hence the channel

is time-invariant during one transmission burst. Thermal noise at the receiver is modelled

as additive white Gaussian noise (AWGN). The received signal d that is sampled at the

symbol rate can be given by the equation

d = Ah+ w (4.1)

where A is the transmitted symbol. The channel impulse response is described by

the vector h = (h0, h1…hL)
T , which consists of symbol spaced complex-valued channel

taps. The white noise samples are denoted by w; the noise variance is σ2 = N0/2.
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Figure 4.1: System Model for the Modified DFE.

4.3 The Iterative Equalization Principle Used

Figure 4.1, shows the turbo equalization receiver structure used in this study. Both the

equalizer and the decoder employ the soft input soft output (SISO) algorithm in [25]. Soft

input symbols are fed into the decoder from a sampled receive filter stream d and bit-

wise hard decisions are produced as the final output. The equalizer provides soft outputs,

information on the coded bits for the channel decoder. The soft information on the bits

are usually given as a log-likelihood ratio (LLR) or L-value denoted as LE(ck), the same

method used in chapter two.

LE(ck) = log
P (ck = +1|d)
P (ck = −1|d)

(4.2)

This is the ratio between the conditional bit probabilities in the logarithmic domain.

These L-values are deinterleaved and given for the channel decoder, which uses them to

recover the information bits u. At the first iteration round there is no feedback information

from the channel decoder available, so the equalizer calculates the L-values LE(ck) that

are just based on the received samples d from the channel. The L-values are deinterleaved

to break consecutive bits far apart and thus giving the channel decoder independent input

values.

The soft values LE(c′k) are provided for the SISO channel decoder. The decoder

has to calculate new L-values LD(c′k) for the coded bits c, since they are needed in the

feedback branch to the equalizer. The equalizer is able to produce the L-values LE(c′k)
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based on the received samples from the channel, so that information should not be repeated

in the feedback. Hence, the feedback only contains the extra information that is obtained

from the surrounding bits in the channel decoding. The input L-values and the obtained

extra information are called intrinsic and extrinsic information. The extrinsic information

from the channel decoder is given as in [26], [72] as:

LD
e (ck) = LD(ck)− LE

e (ck) (4.3)

where LE
e (ck) denotes the extrinsic information from the equalizer. The turbo

equalization technique is based on the utilization of this extrinsic information at the next

iteration round [72]. So it is passed through the interleaver to the equalizer as a priori

information on the bit reliabilities. By exploiting this side information in the detection,

more reliable decisions are achieved. Also in the extrinsic information for the equalizer

output is LE
e (ck) in [79] is extracted from the output as follows

LE
e (ck) = LE(ck)− LD

e (ck) (4.4)

This equalizer information is again used in the SISO decoder to produce new soft

outputs and furthermore, the new extrinsic information according to (4.3). The number

of iterations may depend on the processing power available or the achieved performance

improvement. At the final stage, there is no need for the SISO decoder, since only hard

decisions on the information bits are needed.

The Turbo equalization receiver is able to improve the performance, but at the cost

of higher complexity. The main burden is the complex SISO decoder, especially due to

the coding schemes that are based on the constraint length of 5. Also, as the equalization

and decoding are performed several times, the receiver complexity grows respectively.

4.4 Conventional Decision Feedback Equalizer

The modulated signals that are transmitted according to the relationship (4.1) and (4.2)

can be seen as the a posteriori probability for each data and is given as:
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Pr⟨xm = +1|dm⟩ =
Pr⟨dm|X+1

m ⟩Pr(xm = +1)

Pr⟨dm|Xx
m⟩Pr(xm = x)

(4.5)

such that x ∈ {−1, +1}

X+1
m = [x0 x1 · · · xm−1 + 1] (4.6)

Pr⟨dm|X+1
m ⟩⟩ = 1√

2πσ2
exp

[
− 1

2σ2
|dm − u0 −

L−1∑
l−1

ulxm−l|2
]

(4.7)

where the xi is the estimated hard feedback symbols. Substituting (4.5) and (4.7)

into (4.2), the a posteriori LLR of the coded bits is given as

∧
(xm) = ln

exp
[
− 1

2σ2 |dm − u0(+1)−
∑L−1

l−1 ulxm−l|2
]

exp
[
− 1

2σ2 |dm − u0(−1)−
∑L−1

l−1 ulxm−l|2
]

︸ ︷︷ ︸
+ ln

P (xi = +1)

P (xi = −1)︸ ︷︷ ︸ (4.8)

A similar a posteriori LLR can be found in [45]. The hard decided coded bits can be

estimated and fed back to the equalizer for the next symbol estimation. Assuming that all

the feedback symbols are estimated correctly, the cancellation of ISI interference results in

better BER performance. The extrinsic LLRLE(xm) , the first term of (4.8), is interleaved

and delivered to the channel decoder as the a priori information.

The performance of the conventional MMSEDFE is poor in turbo equalization due

to the residual interference in the presence of the severely multipath channels and incorrect

symbols are being fed back during equalization. In [77], [71], it has been shown that

MMSE DFE is not an effective equalizer and it has only small improvement throughout

the iterations when compared with an MMSE LE.

4.5 Proposed Modified Decision Feedback Equalizer

Themodified DFE algorithm for the iterative receiver improves BER performance over an

ISI channel. The key idea is increasing the reliability of the extrinsic LLR by computing

an additional parameter. Let us define xkm as the nth symbol estimated at kth iteration from

the equalizer. In the first iteration of turbo equalization, the a posteriori LLR is calculated
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based on Equation (4.8) and there is no a priori LLR available from the channel decoder.

Starting from the second iteration, a new a posteriori probability of the code bit is defined

as follows:

Pr⟨xkm = +1|dm, dm+1⟩ ,
Pr⟨dm, dm+1|xk+1

m+1, X
+1
m ⟩Pr(xkm = +1)∑

xPr⟨dm, dm+1|xk+1
m+1, X

+1
m ⟩Pr(xkm = x)

(4.9)

x ∈ {−1, +1}, where, k=2, 3, . . . , denotes the number of iteration and xkm is

the code bit estimated in kth iteration. Pr(xkm = −1|dm, dm+1) shows that the received

samples are independent. The probability of received samples dm and dm+1 at kth iteration

is obtained using (4.7) and can be written as

Pr⟨(dm, dm+1|xk+1
m+1, X

+1
m ⟩ = 1√

2πσ2
exp

[
− 1

2σ2
q0(xm = +1) + q1(xm = +1)

]
(4.10)

where q0(xm = x) = |rm − u0.x−
∑L−1

l−1 ulx
k
m−l|2

q0(xm = x) =
∣∣∣rm=1 − u0.x−

(
u0x

k−1
m+1 −

∑L−1
l−1 ulx

k
m−l

)∣∣∣2
The modified a posteriori LLR is

L(xkm) = ln
Pr⟨xkm = +1|dm, dm+1⟩
Pr⟨xmk = −1|dm, dm+1⟩

(4.11)

Substituting (4.10) into (4.9) the modified a posteriori LLR of code bit at kth iter-

ation is given as:

L(xkm) = ln
exp

[
− 1

2σ2 q0(xm = +1) + q1(xm = +1)
]

exp
[
− 1

2σ2 q0(xm = +1) + q1(xm = −1)
]︸ ︷︷ ︸+

Pr(xkm = +1)

Pr(xkm = −1)︸ ︷︷ ︸ (4.12)

Comparing equations (4.8) and (4.11) , it can be seen that the modified algorithm

considered the additional parameter. The conventional DFE discards the estimated symbol

set x at the end of process. On the other hand, the modified DFE algorithm not only has

the estimated set of symbols (xkm) that are fed back to the equalizer for ISI cancellation, it

also keeps the data in memory for the estimation in the next iteration (k+1).
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Hence, the modified algorithm treats the detected symbol x from the last iteration

as another set of a priori information besides L(xm) that is delivered from the channel

decoder. For the a higher constellation modulation scheme, the estimation is based on the

complex number symbols Si ∈ S. Hence the LLR calculation of the code bits is denoted

as RS
mi , [r0 r1 ...rm−1 Si], S+1

i , Si ∈ S : zij = +1

whereRS
mi is the estimated feedback sequence and S

+1
i consist of a set of symbols.

The modified a posteriori probability of code bits for higher modulation systems is given

in (4.12) as:

Pr(xm,j(k)) = 1|am, am+1) ,
∑
sj ∈ S+1

j Pr(dm, dm+1|xk−1
m+1, R

S
mi)Pr(x

k
m,j = +1)∑

sj ∈ S+1
j Pr(dm, dm+1|xk−1

m+1, R
S
mi)Pr(x

k
m,j = x)

(4.13)

The complexity of the modified algorithm is higher than the conventional DFE

in [25], but still has lower complexity when compared with optimum equalizers [58, 73,

74].

4.6 Simulation Results for the Modified Decision Feed-

back Equalizer

The simulation results compare the proposed method with the existing algorithm. The

performance of the decoder has been evaluated by simulations. The ISI channel consid-

ered has the impulse response given by h = [0.227 0.46 0.688 0.46 0.227]T . The

channel code rate is 1
2
RSC with the generator polynomial [37, 21] in octal form, sepa-

rated by a random interleaver of length 4096. The soft output Viterbi algorithm [80] has

been used in the SISO decoder. The results are obtained for 8PSK, 16QAM and 64QAM

modulation schemes.

In the 8PSK system shown in Figure 4.2, the conventional DFE has BER of 3.0×

10−4 at 5dB after seven iterations. It has only 1.3dB gain compared with the BER after

second iteration. The modified DFE algorithm achieved 2.6dB gain after second iteration.

Figure 3 shows that at the BER of 6.4× 10−5, at 9dB after seven iterations, the modified

DFE achieved 1.3dB gain over the conventional DFE algorithm. It can also be seen that
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in Figure 4.3, at higher level of modulation, the modified DEF has 1.6dB gain over the

conventional DEF after seven iterations.
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4.7 Summary

The Modified Decision Feedback equalizer (DFE) was shown to have superior perfor-

mance compared with the conventional DFE in [76] and [78] even at higher level of mod-

ulation scheme. The modified method improves the BER performance by computing an

additional parameter using the feedback symbols from previous iteration and combine it

with a priori information. After each iteration, the detected symbols are saved as a priori

data for the next iteration. In the next the chapter, the iterative decoding with imperfect

MMSE decision feedback equalizer using different modulation schemes is investigated.
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Chapter 5

Imperfect Iterative MMSE DFE for

Communication Networks
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5.1 Introduction

Turbo equalization is a technique that combines channel equalization and coding in an

iterative detection scheme. It was originally proposed in [63] and named turbo equaliza-

tion due to its similarity to previously proposed turbo codes [81]. The discrete-coefficient

channel model is a finite-state machine that can be described by a state diagram and a cor-

responding trellis diagram. The turbo equalizer in [63] combines Maximum Likelihood

(ML) or trellis-based equalization and ML channel code decoding in a serial concatenated

scheme in order to improve the Bit Error Rate (BER) performance at the receiver side.

The scheme proposed in [63] suffers from high computational complexity since the

computational complexity of theML based equalizer grows exponentially with the number

of discrete channel coefficients and becomes very high for long channels. An alternative

low complexity scheme, employs low complexity equalizers (filters) instead of the ML

equalization. The first low-complexity turbo equalizer was proposed in [82], where ML

equalization has been replaced by a low complexity adaptive Least Means Square (LMS)

Interference Canceller. A Minimum Mean Square Error (MMSE) Linear Equalizer (LE)

for turbo equalization has been introduced in [78, 83].

Although this scheme has been shown to achieve excellent BER performance, the

computational complexity is still dramatically high, requiring one matrix inversion per

each transmitted bit per one turbo iteration. However, the problem of the high complex-

ity has been solved in the same work [83] by employing an approximate solution with

certain degradation in the SNR-BER performance. A low-complexity turbo equalization

scheme has been analyzed in [84]. All low-complexity turbo equalization schemes pre-

sented in [78, 82–85] are structurally equivalent with the only difference being in the way

how the filter coefficients are determined.

However in this chapter, Iterative decoding with imperfect MMSE decision feed-

back equalizer using different modulation scheme is investigated. It is assumed that at

low signal to noise ratio, the decision feedback equalizer propagates error which makes

the feedback imperfect. The conventional method assumed a perfect feedback. In [78]

using Iterative equalization and decoding, the performance of MMSE LE was better than

MMSE DFE.
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The performance degradation was due to not taking into account the feedback er-

rors. This work took into consideration the imperfect feedback error due to error propa-

gation. It was assumed that soft outputs from channel decoder are independent identically

distributed Gaussian random variables with known mean and variance. The Imperfect

MMSE DFE using different modulation outperforms other turbo equalization algorithms

of similar computational complexity in terms of bit-error rate. The achieved improvement

is up to 3dB for severe frequency-selective channels [27].

In this chapter the contributions are as follows:

• The Imperfect MMSEDFE coefficients are obtained without assuming perfect feed-

back. The derived turbo equalizer reduces the computational complexity compared

to the schemes proposed in [78, 82, 83].

• Finding the probability density function (pdf) of soft decision feedback symbols as-

suming that soft outputs from the SISO channel decoder are independent identically

distributed (i.i.d.) Gaussian random variables.

• Results show that for time-invariant communication channels that exhibit severe

ISI with different modulation schemes, the Imperfect MMSE DFE outperforms the

Exact MMSE LE in [78, 82].

The rest of this chapter is organized as follows: Section 5.2 introduced the Sys-

tem Model for Iterative decoding with Imperfect MMSE DFE, Section 5.3 analysed the

Proposed MMSE DFE with Imperfect feedback. In Section 5.4 results for the Proposed

MMSE DFE with Imperfect feedback were carried out. Finally in Section 5.5, a summary

of the chapter is presented. The work presented in this chapter is published in [27].
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Figure 5.1: System Model for Iterative decoding with Imperfect MMSE DFE.

5.2 System Model for Iterative decoding with Imperfect

MMSE DFE

The block diagram of the systemmodel is shown in Figure 5.1. The binary information bits

are encoded with Recursive Systematic Convolutional (RSC) channel encoder and code

rate 1/2. The interleaved coded bits are modulated using different modulated scheme and

the symbols are transmitted through the ISI channel. At the receiver, the received sequence

rk at the time instant k is given by

rk = Hxk + nk (5.1)

where H is the Toeplitz channel impulse response matrix, xk is the input vector

of transmitted symbols. nk is the vector of Additive White Gaussian Noise (AWGN)

samples with covariance matrix σ2
nI. The received sequence is equalized, deinterleaved,

and decoded using the SISO decoder. The decoder finds soft outputs as log-probability

ratios (LPRs) defined in [45] as:∧
(xk)

(n) = log
p(xk = 1|zn)
p(xk = 0|zn

, (5.2)

where z is the soft outputs from the decoder. Once the Likelihood Probability Ratio

(LPRs) are calculated, the expectations used at the following iteration are obtained as [63]

x̂nk = tanh
∧(n)(xk)

2
(5.3)
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To simplify Equation (5.3), x and L are used to replace x̂nk and
∧(n)(xk) respectively.

x = tanh
L

2
(5.4)

L is assumed to comply with gaussian probability distribution with mean and vari-

ance L̄ and σ2
L(n) as referenced in [86]. The pdf of x can be represented as

fx(x) =
fL1

|g′(L1)|
+ ...+

fLn

|g′(Ln)|
+ ... (5.5)

as in [87]. where Ln are the roots of the equation, x = g(L), g′(L) is the derivatives of

g(L), and fL is the gaussian pdf of L. From equation (5.4) the only real root is

L1 = log
1 + x

1− x
(5.6)

and

g′(L) =
d

dL
[tanh

L

2
] =

2eL

(1 + eL)2
(5.7)

For long sequences, the LPRs at the output of the SISO decoders can be regarded

as Gaussian random variables [86] and the Gaussian assumption about LPRs, the pdf of

the soft decision feedback signal at iteration can be found. From equation (5.5) and taking

into consideration (5.6) and (5.7), the pdf the random variable is given as

p(x̂
(n)
k xk+1) =

√
2

πσ2
L(n)

1

1− (x̂
(n)
k )2

× exp

−

(
log

(
1+x

(n)
k

1−x
(n)
k

)
− L̄(n)

)2

2σ2
L(n)

 (5.8)

given that the coded symbol, xk = +1, where L̄(n) and σ2
L(n) are the mean value and the

variance of LPRs at iteration.

5.3 Proposed MMSE DFE with Imperfect Feedback

The DFE consists of two linear filters, namely, feed-forward filter (FFF) and feedback fil-

ter (FBF). In previous work on the turbo DFE [88], the MMSE criterion has been consid-

ered as the optimization criterion in determining the equalizer coefficients. Based on the

conventional perfect decision feedback assumption, a general expression for both MMSE

DFE and MMSE IC coefficients can be written as

c = W−1
U Rk (5.9)
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s = LH
Dc (5.10)

where c and s are FFF and FBF coefficients, respectively, and is the kth column of

the channel matrix L related to the currently detected symbol. WU and LD are derived as

follows. The received sequence is given as

r = LUx+ LDx+ n (5.11)

where LU and LD are the undecided and decided symbols respectively. The matrix

LD is obtained as LD = L − LU , the error at the equalizer output is

ek = xk − (cLr− sLx̂) (5.12)

substituting (5.11) into (5.12)

ek = xk − (cLLUx+ cLLDx+ cLn+ sLx− sLnb) (5.13)

where nb is the decision feedback error samples vector. The minimum square error

is

ε = E[|ek|2] = σ2
x + cLWRc+ cLRDc− 2cLLDs+ sLWbb− 2cLRk (5.14)

whereWU = LULH
U +σ2

nIL,WD = LDLH
D , σ2

x is the average power of the received sym-

bols, and can be normalised to 1 without the loss of generality. If the feedback errors are

assumed to be independent identically distributed (i.i.d) random variables with variance

σ2
b ,Wb = (1 + σ2

b Ik), where Ik is the identity matrix.

Finding the gradients and set them to 0 results to

∇cε =
∂ε

∂c
= 2WRc+ 2WDc− 2LDb− 2hk = 0 (5.15)

∇sε = ∂ε∂s = 2Wbb− 2LH
Dc = 0 (5.16)

For low SNRs, the feedback error cannot be neglected, and a new solution that

takes into account the error propagation is found as

c(n) =

(
WU +

σ2
s(n)

1 + σ2
s(n)

WD

)
(5.17)
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and

s(n) =
(
1 + σ2

s(n)

)−1 LL
Dc (5.18)

where σ2
s(n) is the variance of the feedback error at iteration. The error is defined

as the difference between correct and estimated symbols, hence , e(n)k = xk - x̂
(n)
k . The

FFF/FBF coefficients are recalculated once per each turbo iteration, which is in contrast

to [78], where the coefficients are recalculated with every coded bit at each iteration of

the second central moment using the pdf in (5.8), which yields

σ2
b(n) =

∫ 1

−1

(1− x̂
(n)
k )2p(x̂

(n)
k |xk = +1)dx̂

(n)
k (5.19)

simplify futher to

σ2
b(n) =

√
2

πσ2
L(n)

∫ 1

−1

1− x̂
(n)
k

1 + x̂
(n)
k

× exp

−

(
log

(
1+x

(n)
k

1−x
(n)
k

)
− L̄(n)

)2

2σ2
L(n)

 (5.20)

Here we estimate the error variance over the whole frame while typically symbol-

wise estimates are used. The FFF at all iterations is fed by the received sequence rk. The

output of the DFE at iteration can be represented as

z′(n)k = (c(n))Lrk − (s(n))Lx̂(n)k (5.21)

At the first iteration, theDFE is implemented and is calculated using (5.9) and (5.10),

and x̂(1)k is a vector containing past hard decisions taken directly from the output of the

DFE. At higher iterations (n > 1), and c(n) and s(n) are calculated using (5.17) and (5.20).

x̄
(n))
k and is a vector containing expectations from the previous iteration (n - 1) according

to (5.7). Equations (5.17) and (5.18) represent MMSE solution when the feedback error

is modeled according to (5.20). It is the property of the MMSE solution [87, 89, 90] that

is unique and that makes all other values for the FFF and FBF coefficients different from

MMSE ones.

Consequently, the conventional MMSE DFE with the coefficients obtained ac-

cording to (5.9) and (5.10) (assuming perfect feedback) produces a MSE that is always

ε ≥ εMMSE, and the equality holds if and only if σ2
s(n) = 0.
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5.4 Simulation Results for Proposed MMSE DFE with

Imperfect feedback

The simulation results show improvement with the Imperfect MMSE DFE. The ISI chan-

nel considered here has the channel impulse response of

h = [0.04,−0.05, 0.07,−0.21,−0.5, 0.72, 0.36, 0, 0.21, 0.03, 0.07]T in [53], Generator

polynomial is [7, 5]. The results are obtained from an 8 state recursive systematic con-

volutional channel code. Coded bits are modulated using BPSK, QPSK, and 8PSK. The

FFF taps is N = 10, while FBF is 6 taps long at first iteration and 15 at higher iterations.

The encoded bits are interleaved by random interleaver of size L = 4096 bits. The

Soft output Viterbi algorithm (SOVA) [45] has been used in the SISO decoder. Figure

5.2 shows the BER performance for proposed Imperfect DFE, the Exact MMSE LE used

in [82] and the conventional DFE MMSE algorithm for BPSK modulation. The proposed

scheme has 0.4dB gain over the Exact MMSE LE and 3dB over conventional DFE. In

Figure 5.3 Imperfect MMSE DFE gains 0.7dB for QPSK Modulation. At 8PSK modula-

tion, the proposed method gains 1dB over Exact MMSE LE shown in Figure 5.4. As the

symbol rate increases, the Imperfect DFE seems to perform better.
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5.5 Summary

This chapter analyzed the performance of Imperfect MMSE DFE with different modu-

lation schemes. The Imperfect algorithm does not use the conventional assumption of

a perfect feedback but takes into account the feedback error propagation. The obtained

simulation results for different modulation schemes in the presence of severe interference

achieved better BER performance in comparison to the Exact MMSE LE and the conven-

tional MMSE DFE.

At lower signal to noise ratio Decision feedback equalizer performs poorly when

compared to linear equalization because of the feedback errors. Next chapter examined a

prefiltering method where an All-pass Filter is employed at the receiver before equaliza-

tion to create a minimum phase overall impulse response.
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6.1 Introduction

Mobile communications systems suffer from multipath propagation and fading which

cause ISI and decrease system performance. In high-rate digital transmission over dis-

persive channels, the received signal is impaired by intersymbol interference (ISI) and

additive noise. Equalization at the receiver side is necessary in order to obtain reliable

estimates of the transmitted symbols. It is well known, that the optimum equalization al-

gorithm is given by maximum- likelihood sequence detection (MLSD) [73], which can be

realized in a recursive manner using the Viterbi algorithm (VA).

However, for channels with large delay spread, long impulse responses, and trans-

mission using nonbinary signal alphabets, a very high complexity may result for the VA,

and suboptimum schemes have to be considered for a practical implementation. Poten-

tial candidates are decision feedback equalization (DFE), delayed decision feedback se-

quence estimation (DDFSE) [91], reduced state sequence estimation (RSSE) [92], the

M-algorithm [93], and various members of the family of sequential decoding algorithms

like the Fano algorithm or the stack algorithm [93].

The Decision feedback equalizer (DFE) is an important component in many digi-

tal communication receivers and is used to suppress ISI caused by dispersive propagation

channels [94, 95], as well as reject in-band interference [96–99]. The DFE incorporates

a feedforward filter that operates on the received signal to suppress precursor ISI, with a

feedback filter that operates on previously detected channel symbols to suppress postcur-

sor ISI. The DFE generally outperforms the traditional linear equalizer, particularly if the

channel has deep spectral nulls in its response [96]. However, degradation in DFE per-

formance occurs when incorrectly detected symbols are fed through the feedback filter.

Then instead of mitigating ISI from the cursor sample, the DFE enhances ISI.

Error propagation may cause bursts of decision errors and a corresponding increase

in the average probability of bit and symbol error. Moreover, the bursty nature of DFE

errors has implications for error correction coding and interleaver depth that may be in-

corporated into the receiver design [100–107]. Also, high-order modulation formats may

be more susceptible than low-order formats.

Therefore, a need exists to quantify DFE performance in the presence of decision
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error feedback and to mitigate the effects of error propagation. Various techniques for

mitigating error propagation have also been proposed. Large taps in the feedback filter

of an equalizer designed using the minimum mean-square-error (MSE) criterion because

significant self-generated ISI if decision errors are made [108].

Due to highly dispersive channels, ISI is a common problem in telecommunication

systems, such as terrestrial television broadcasting, digital data communication systems,

and cellular mobile communication systems [109]. The main reasons for the ISI are of

high-speed transmission and multipath fading. In such systems, the channel impulse re-

sponse can span tens or even hundreds of symbol periods [26], [110].

The conventional approach to turbo equalization uses a soft-input soft output (SISO)

equalizer based on the forward–backward algorithm of Bahl, Cocke, Jelinek, and Ra-

viv (BCJR) [25], but the computational complexity of this algorithm increases expo-

nentially with the channel memory. This has motivated the development of reduced-

complexity alternatives to the BCJR equalizer, such as the soft interference cancellers

proposed in [63, 78, 88, 111–113]. These structures use a linear filter to equalize the

received sequence.

A prefiltering method is considered in this work where an All-pass Filter is em-

ployed at the receiver before equalization to create a minimum phase overall impulse

response. In the presence of ISI, the All-pass Filter concentrates the maximum symbol

energy in the correct sampling instances and subsequently cancel the non causal precursor

ISI by replacing the samples and channel by their minimum phase equivalent [30]. The

use of All-pass Filtering is beneficial to the performance of a communication receiver that

operates in a dispersive multipath propagation environment and thereby improves capac-

ity.

Secondly, a low complexity soft feedback Equalizer Interference canceller (SFEIC)

is proposed based on filtering and cancellation of residual ISI. However, unlike the inter-

ference cancellers of [31, 63, 78, 88, 111–113], the SFEIC uses a structure similar to a

decision-feedback equalizer (DFE), combining the equalizer outputs and a priori informa-

tion to form more reliable estimates of the residual postcursor ISI.

As in [78, 111–113], the equalizer coefficients are computed so as to minimize the

MSE between the equalizer output and the transmitted symbol. However, the coefficients
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of the minimum-MSE (MMSE) structures in [78, 111–113] have to be computed for ev-

ery symbol, even when the channel is static, resulting in a per-symbol complexity that is

quadratic in the length of the equalizer.

The proposed Soft Feedback Equalizer Interference Canceller (SFEIC) combines

the equalizer outputs and a priori information to form more reliable estimates that per-

form successive interference cancellation. The receiver performs soft output decisions,

achieved by a soft-input soft-output (SISO) detector and a SISO channel decoders, through

an iterative process [31].The results presented shows that the proposed SFEIC BER per-

form well compared with MAP equalizer and outperform the conventional MMSE deci-

sion feedback equalizer.

The main contribution in this chapter is summarized as follows:

• The capacity of the dispersivemultipath propagation channel was enhanced by using

a prefilter at the receiver before equalization.

• The proposed low complexity soft feedback Equalizer Interference canceller (SFEIC)

that combines the equalizer outputs and a priori information to form more reliable

estimates and perform successive interference cancellation.

The rest of this chapter is organized as follows: SystemModel for Enhanced Equal-

ization is shown in Section 6.2. The proposed method using All-pass Filter is described in

Section 6.3. Performance results for the proposed Enhanced Equalization are in Section

6.4, Section 6.5 describes the Channel Model for Interference Cancellation Using Iterative

Equalization. The proposed Soft-Feedback Interference Canceller Algorithm is analysed

in section 6.6. Simulation Results for Interference Cancellation Using Iterative Equaliza-

tion is in Section 6.7. Finally in Section 6.8, a summary of the chapter is presented. The

work presented in this chapter has been published in [30, 31].

6.2 Proposed System Model for Enhanced Equalization

Figure 6.1 shows the discrete-time equivalent baseband transmission model used in this

work. A sequence of binary source symbols u is fed in and protected by a convolutional

73



Proposed System Model for Enhanced Equalization

encoder. Interleaved to overcome fast fading, the encoded symbols are modulated over

a frequency selective fading channel. In order to facilitate calculations, it is assumed

that the channel is time-invariant and the receiver has perfect knowledge of the channel

impulse response (CIR). The coefficients of the overall impulse response are given by

h = [h[0] h[1]…h[qh−1]]T . The received signal sample at times kT in the output of the

receiver is given by

r[k] =
qh∑
v=0

h[v]a[k − v] + n[k] (6.1)

where h[v] denotes the discrete-time overall impulse response of the filter, channel and

received input filter h[v] is assumed to be causal and finite order qh. The FIR transfer

function P(z) is given by

r[k] =
qh∑
v=0

h[v]z−v (6.2)

n[k] is the discrete-time white Gaussian noise with power spectral densityN0. Any phase

compensation is done by the All-pass Filter. The All-pass Filtering does not change the

channel length or the channel energy. The estimated bits are produced by channel decod-

ing.
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Figure 6.1: System Model for Enhanced Equalization

6.3 Proposed Method using All-pass Filter

In order to obtain high performance, theAll-pass Filter transforms theCIR to theirminimum-

phase equivalent which has their energy concentrated in the leading taps essential for

Equalization. Therefore, a discrete- time prefilter, which is an All-pass Filter, is intro-

duced in front of equalization in order to transform the channel impulse response (CIR)

into its minimum-phase equivalent. For a practical implementation, a finite impulse re-

sponse (FIR) approximation is of interest and minimum mean-squared error (MMSE) LE

feedforward filter is suited. However in general the transfer function P(z) is a mixed phase

transfer function. The ideal All-pass Filter generating the minimum phase equivalent of

P(z) which is denoted by G(z). Thus

P min(z) = G(z).P (z) =

qh∑
v=0

hmin[v]z−v (6.3)

P min(z).P ∗min(1/z∗) = P (z).P ∗(1/z∗) (6.4)

G(z) =
Pmin(z)

P (z)
(6.5)

Equation(6.5) defines an allpass transfer function. P min(z) can be calculated by

spectral factorization, rooting and prediction error filter. For the computation of All-pass

Filter, equation (6.5) is equivalent to:

P min(z)
P (z)

=
P ∗(1/z∗)

P ∗min(1/z∗)
(6.6)
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comparing equation( 6.5) and ( 6.6). It is observed that allpass transfer function for trans-

formation of the channel into its minimum phase equivalent is equal to

G(z) =
P ∗(1/z∗)

P ∗min(1/z∗)
(6.7)

It can be seen that in equations ( 6.7) the All-pass Filter consist of a matched filter,

matched to the discrete time channel impulse response, and a second part 1
P ∗ min(1/z∗) . By

approximating the second part, the allpole transfer function A2(z) by an FIR filter F2(z).

F2(z) ≈ c
1

P ∗min(1/z∗)
(6.8)

where constant c̸= 0.

F2(z) = A∗(1/z∗) (6.9)

However, the transfer function for G(z) is proposed to be:

A(z) = 1− S(z) (6.10)

where S(z) is the prediction filter denoted as:

1− S(z) = 1−
qp∑
v=1

p[v]z−v (6.11)

is the prediction error filter of the order qp for a random process with power spectral

density. The prediction filter S(z) is designed for minimization of the output power of the

error filter. The optimum coefficients for minimization of the power of the error filter are

given by the solution of Yule-walker equation [114].

Φs = ψ (6.12)

where Φ is the autocorrelation of the sequence

Φ =


ψ[0] ψ[−1] · · · ψ[−(qp− 1)]

ψ[1] ψ[0] · · · ψ[−(qp− 2)]
...

... . . . ...

ψ[(qp− 1)] ψ[(qp− 2)] · · · ψ[0]

 (6.13)

s = [s[1] s[2] ... s[qp]]T (6.14)
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where s is the coefficient vector of the predictive filter.

ψ = [ψ[1] ψ[2] ... ψ[qp]]T (6.15)

ψ[k] = h[k] ∗ h∗[−v] (6.16)

where (.)T and * denote transposition and convolution respectively. The computational

complexity of the proposed method is moderate, because equation ( 6.12) can be solved

by Levinson Derbin algorithm [114]. So the allpass prefilter looks like the following:

G(z) = z(qh+qp).P ∗(1/z∗).(1− S∗(1/z∗) (6.17)

where qh is the length of the channel impulse response.

6.4 SimulationResults for EnhancedEqualization forMo-

bile Communication Systems

In this section the performance of the proposed system based on different equalizers is

compared. For channel coding a rate ½ recursive systematic convolutional code with

memory 5 and with octal generator polynomials [23, 35] is used. The performance is

evaluated for transmission over a time invariant worst case channel of h[n] = 0.227[n] +

0.46[n-1] + 0.688[n-2] + 0.46[n-3] + 0.227[n-4] from [53] for 8PSK, 16QAM and 64QAM

modulation schemes.

It was assumed that the channel parameters are known to the receiver, and that

the error control decoder is implemented using the BCJR algorithm. Before transmission

the coded bits were interleaved by a random interleaver for size L= 2048bits. Figure 6.2

shows the performance gain of the proposed algorithm in term of BER at 10−4 for the

8PSK modulation scheme.

Prefiltering technique has an advantage of about 0.5dB over the conventional DFE.

While retaining approximately the same complexity, a gain of about 0.7dB compared to

the DFE algorithm is observed in Figure 6.3. With All-pass Filtering, fast convergence

is observed for all considered modulation schemes. In Figure 6.4, there is a significant
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improvement of 1.4dB gain over DFE mainly because of error propagation by the feed-

back loop as the symbol rate increases. Prefiltering techniques can improve equalizer

performance.
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Figure 6.5: Channel model for Interference Cancellation Using Iterative Equalization

6.5 InterferenceCancellation using Iterative Equalization

for Communication Networks.

6.5.1 Channel Model for Interference Cancellation using Iterative

Equalization.

The channel model for this system is depicted in Figure 6.5. The transmission of the

sequence of interleaved coded symbols vn through a channel whose output is given by

rn =
K∑
l=0

hlvn−1 + wn (6.18)

The channel model can be written as: r[n] = hlv[n]+w[n], where h is the channel impulse

response and the channel response is given as:


h[K2] · · · h[−K1] · · · 0

0 h[K2] · · · h[−K1] 0
...

0 · · · h[K2] · · · h[−K1]

 (6.19)

and the signal vectors are given as

r[n] = [r[n–N1…r[n]…r[n+N2]]
T ,

v[n] = [v[n−N1–K2]…v[n]…[v[n–N2–K1]]
T ,

w[n] = [w[n–N1]…w[n]…w[n+N2]]
T .

where h1 is the channel impulse response with channel ISI length K, and wn is ad-

ditive white Gaussian noise with variance σ2. The modulation scheme used is quadrature

phase-shift keying (QPSK) and 8PSK. As a result of the interleaving, the priors generated
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by the equalizer can be assumed to be independent of those generated by the other equal-

izer for a certain number of iterations. Both the equalizer and the decoder employ the

optimal symbol by symbol Maximum A-Posteriori (MAP) soft input soft output (SISO)

algorithm [25, 71, 76].

Soft input symbols are fed into the decoder from a sampled receive filter stream rn

and hard decisions are produced as the last output. It is possible to equalize and decode in

an iterative manner that is similar to turbo decoding. The equalizer provides soft outputs

reliability information on the coded bits for the channel decoder. The soft information on

the bit ck is usually given as a log-likelihood ratio (LLR) same method used in chapter

two.

LLR(ck) = log
P (ck = +1|r)
P (ck = −1|r)

(6.20)

This is the ratio between the conditional bit probabilities in the logarithmic domain. These

LLR values are deinterleaved and given for the channel decoder, which uses them to re-

cover the information bits an shown in Figure 6.5.
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Figure 6.6: The Iterative Structure for Interference Cancellation Using Iterative Equaliza-
tion
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6.6 The Soft-Feedback Equalizer Interference Canceller

Algorithm.

Figure 6.5 shows the block diagram of the proposed SFEIC. The received sequence rn
and prior probability of each transmitted bits are filtered by the linear filter whose output

contain residual ISI. The equalizer estimates and uses the a priori information for of the

interfering symbols, previous equalizer outputs to cancel the residual ISI. To perfectly

cancel the interference, the energy of the transmitted signal vn given in (6.18) is received

in K + 1 sample as rn, rn+1,…….., rn+K , rn = h0vn + h1vn−1 + wn, rn+1 = h0vn+1 +

h1vn + wn+1 , collect all the energy for vn into a single sample as:

xn =
K∑
k=0

h∗krn+k (6.21)

xn = vn + h∗0h1vn−1 + h∗0h1vn+1 + h∗0h1wn + h∗0h1wn+1

Thus

xn = vn +
K∑
k=1

q∗kvn+k +
K∑
k=1

q∗kvn−k + w′
n (6.22)

where qk =
∑K

l=k flh
∗
l−k and

w′
n =

∑L
k=0 h

∗
kwn+kxn, is been interfered by vn−K ,….., vn−1, vn+1,…., vn+L if all vm|m ̸= n

are known then ISI can removed from xn. let

zn = xn +
K∑
k=1

q∗kvn+k +
K∑
k=1

q∗kvn−k + w′
n (6.23)

zn = vn + w′
n (6.24)

where w′
n is colored Gaussian noise with variance N0. Interference cancellation

(IC) requires the knowledge of vn−K ,….., vn−1 and vn+1,…., vn+K .vn+1,…., vn+K cor-

respond to the future decisions. A feedback equalizer can be used for vn−K ,….., vn−1

to cancel the interference in rn. SFEIC use soft-output decoder for the convolutional

codes such as the a posteriori probability (APP) algorithm to compute the code symbol

Pr{cn = c|r}, from ( 6.23).

Extrinsic information is passed between the equalizer and the decoder as shown

in Figure 6.6. v̄n is the soft symbol generated from the APP algorithm. Using recursive
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updates to compute the equalizer coefficients, the complexity of the SFEIC algorithm

can be reduced to, at most, O(K2) where K is the length of the channel, while MAP

detection are exponential in the channel length. In addition, the complexity of the MMSE

equalizers employed in the SFEIC algorithm does not increase with higher order symbol

constellations, while the complexity of MAP detection grows with the size of the symbol

constellation.

6.7 Simulation Results for Interference Cancellation us-

ing Iterative Equalization.

The simulation results compare the proposed method with some of already exiting algo-

rithms, the information data were coded a ½ rate recursive systematic convolutional code

encoder with parity generator polynomials [23, 35] expressed in octal form. Turbo equal-

izer performance was evaluated for QPSK and 8PSK signalling schemes with several dis-

crete equivalent channel responses. Before transmission, the coded bits were interleaved

by a random interleaver of size N = 4096 bits.

The MMSE filter parameters were set to M1 = 12 and M2 = 9. Three time-

invariant ISI channels in [53] were used given as

HA = [0.04,−0.05, 0.07,−0.21,−0.5, 0.72, 0.36, 0, 0.21, 0.03, 0.07]T ,

HB = [0.407, 0.815, 0.407]T , and

HC = [0.227, 0.46, 0.688, 0.46, 0.227]T .

The BER of an iterative equalizer depends upon the channel profile, modulation

scheme, the encoder constraint length and also the size of the interleaver. Figure 6.7

demonstrates the effect of changing the channel delay spreadwith fixedmodulation scheme

with the proposed algorithm. Figure 6.7 shows the performance of the three channels in

comparison for a channel with no ISI.
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communication applications.

6.8 Summary

The results demonstrated that incorporating an All-pass Filter before equalization in the

receiver is an effective method of controlling error propagation. The structure of the All-

pass Filtering by using the Yule-Walker equations to calculate the channel impulse re-

sponse and the prediction error with less computational complexity is analyzed. It turns

out that a discrete time prefitering which creates a minimum phase impulse response is a

favourable tradeoff between performance and complexity.

The SFEIC approach yields a comfortable gain compared to the conventionalMMSE

DFE equalization and decoding. It is shown that SFEIC is suitable for low complex-

ity Turbo equalization using higher order signal standard. Compared with the existing

method, the proposed method achieves considerable performance improvement without

increasing complexity. The next chapter is about Minimization of Channel Impulse Noise

using Digital Smear Desmear filter.
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Minimization of Channel Impulse Noise

using Digital Smear Filter
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7.1 Introduction

The objective at the receiving end of a data link is to be able to distinguish the noise from

the signal energy by some detection process. In many data transmission systems, ampli-

tude detection at the receiver is used. If the noise introduced into the channel is impulsive

in nature, hence, has high amplitude for a short duration, it will mask the detection process

unless the noise amplitude is reduced significantly before detection by some means [115].

The performance evaluation of communication systems has traditionally relied on

the assumption of an additive Gaussian noise channel. However, in numerous circum-

stances this assumption is not always justifiable and the communication medium can

be more accurately modelled by heavy-tailed, non-Gaussian distributions. One process

which is not adequately described in terms of the Gaussian assumption is the process that

generates impulsive noise bursts.

For example, noise experienced on radio channels typically comprises infrequent,

high amplitude pulses associated with either man-made or natural sources, superimposed

on a more homogeneous (Gaussian) background. Consequently, the presence of impulsive

noise is a major source of performance degradation when discrete-time, linear detection

schemes such as the matched filter are used; this is largely due to the existence of non-

Gaussian interference being neglected in the design philosophy [116].

Impulse noise is typically characterized by high power level during a short time

period and a significant lower power level during the rest of the time. There are several

approaches to combat impulse noise in digital communication channels. A technique com-

monly used to suppress impulsive interference involves passing the received data samples

through a memoryless nonlinearity.

Typical nonlinear functions are the hard-limiter and the Gaussian-tailed nonlin-

earity. These suppress large excursions from the wanted signal level by weighting the

received data samples prior to matched filter detection. Although this approach to noise

suppression is not based on any optimal criteria, it is justified in that an increased signal-

to-noise ratio usually results when a suitable threshold is chosen [116].

Impulse noise can be removed by using Reed-Solomon Forward Error Correction

(FEC) coding, but the disadvantage of this approach is that it requires spending some of the
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transmitted data for redundancy bits, thus reducing the information rate of the transmitter.

A conventional receiver reduces the effect of impulse noise by applying matched filter.

A drawback of this approach is that it degrades the data rate attainable by a transmitter-

receiver pair. It is possible to replace a high symbol-rate channel by multiple low symbol-

rate channels, using a multi-tone approach; the overall data rate is not degraded, but the

multi-tone approach will increase the complexity of the transmitter and receiver [117].

By Interleaving; the transmitter can interleave the transmitter FEC-encoded sym-

bols over the time axis. This can improve robustness to noise impulses with durations

longer than the duration of a FEC symbol. But in channel having frequent noise impulses

at random times with an impulse duration significantly shorter than a FEC symbol, such

an approach will have a marginal effect on the maximum rate of noise impulses that the

system can tolerate. Another interleaving approach is calculating digital samples of the

modulated waveform at a sample rate much higher than the symbol rate, interleaving these

data samples over the time axis, transmitting the interleaved samples, and performing a

corresponding de-interleaving operation in the receiver [117].

This approach can significantly improve robustness to the impulse noise, as it

spreads each impulse over multiple symbols at the de-interleave output [117]. However,

it may cause error propagation in case of a very high magnitude impulse; it also spreads

the spectral density of the transmitted signal and therefore is not suitable for band limited

modulations, such as QAM and PAM. It is more suitable for direct sequence code division

multiple access (CDMA) approaches [117].

Impulsive noise consists of relatively short duration ‘on/off’ noise pulses, caused

by a variety of interfering sources, channel effects or device defects, such as switching

noise, interfering electromagnetic pulses, adverse communication channel environments,

data packet loss, signal dropouts, physical degradation/scratch of the storage medium,

clicks from computer keyboards [118].

In this chapter, a digital smear-desmear technique (SDT) based on polyphase se-

quences with good autocorrelation properties is described for the minimization of impulse

noise. A smear filter is a device that disperses the energy contained in a wide bandwidth

pulse in time while the desmear filter performs the inverse operation to the smear filter by

compressing the smeared pulse in time.

93



Introduction

These sequences are applied to the design of digital smear/desmear filters and com-

binedwith Trellis-codedmodulation (TCM) codes. An intermediate set of three dependent

but overdetermined criteria stemming fron the BER criterion are proposed. The purpose

is to use this set of filter design criteria in [32] based on minimizing bit error rates for

practical filter design. Application of these criteria guarantees the optimum performance

measured by BER.

The impulse noise is modelled as a sequence of Poisson arriving delta functions

with Gaussian amplitudes. With improved equalization, phase jitter tracking, timing re-

covery and trellis codedmodulation (TCM), transmission rates achieved over band limited

channels are close to the theoretical limit [119–121].

One of the main impairment on band limited channels, causing burst errors, is im-

pulse noise (IN). In the present-day high speed modems for band limited channels there

are no measures against impulse noise other than detection [115, 122, 123]. A possible

counter-measure to the problem of short impulse noise (less than 10ms) is the smear-

desmear technique (SDT) [115]. The SDT in [115] has been implemented in analog tech-

nology and the results were not satisfactory due to insufficient quality of analog devices.

A digital smear desmear filter technique that applies binary sequences of limited

length was described in [124], [125]. The design of SDT filters in [124] is based on

minimizing intersymbol interference (ISI) and maximizing filter power efficiency. In this

design, losses in SNR can be significant since transmit and receive filters are not matched.

Our purpose is to use the general set of filter design criteria in [32] based on minimizing

bit error rates for practical filter design. As a result, another necessary requirement for

minimization of the signal-to-noise ratio (SNR) loss due to mismatching filters is added

to the design criteria [32] [126].

Three approaches were applied in the practical filter design. In Design 1, the smear-

ing filters form a pair of matched filters. Filter sequences are required to have constant am-

plitude and good autocorrelation properties. The polyphase sequences used in this scheme

possess significantly better autocorrelation properties, measured by the merit factor than

the binary sequences. Design 2 is proposed for systems where very low values for ISI

variance are required. Low ISI is achieved by designing the smearing filter to operate as

equalizer.
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The filter sequences are required to have both good autocorrelation and equaliza-

tion properties. It is shown that polyphase sequences outperform known binary sequences

with regard to ISI suppression and mismatching SNR loss. Design 3 can yield ISI as low

as Design 2 with reduced system delays. The filter design is based on nonconstant am-

plitude sequences in [126], while the communication system structure is the same as in

Design 2. The required filter lengths, for a specified level of ISI, are much smaller than

what is used in Design 2.

The performance improvement is obtained at the cost of an additional delay in the

system which can be tolerated in applications of interest. The main contribution in this

chapter is summarized as follows:

• A set of filter design criteria based onminimizing the bit error probability of impulse

noise using digital smear filter is analysed

• This technique also completely remove the error floor caused by the impulse noise

The chapter is organized as follows. Section 7.2 introduce the model of a digital

transmission system. Section 7.3 discuss the filter criteria, Section 7.4 describes a prac-

tical filter design using SDT. Simulation results are presented in Section 7.5. Finally, a

summary of the chapter is presented in Section 7.6. The work presented in this chapter is

published in [32, 33].

7.2 System Transmission Model with Proposed SDT

A digital communication system with the SDT is depicted in Figure 7.1 [? ]. A binary

message sequence generated by the digital source is mapped into 16QAM trellis coded

modulation signals. The modulator output symbols are then processed by the digital smear

filter. In the smear filter the signal is expanded in the time domain over the filter impulse

response. This results in deliberately introduced ISI. The channel is subject to AWGN and

impulse noise. Ideal amplitude and phase channel characteristics as well as ideal phase

tracking are assumed.

In the receiver, the desmear filter performs an inverse operation to the one in the

smear filter and thus removes the ISI introduced in the transmitter. Both the smear and
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desmear filtering are performed in the baseband. After processing by the desmear filter the

impulse noise energy is spread out over the filter impulse response length. That results in

a significant reduction of the impulse noise effect on the signal. The signal is demodulated

by the Viterbi decoder.
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Figure 7.1: System Transmission Model with Proposed SDT
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7.2.1 Transmitter Model

Let b = [b(0),· · ·, b(n), · · ·, b(m)] denote a complex symbol sequence at the output of the

modulator in Figure 1. The smear filter is represented by a sequence of tap coefficients,

denoted by s = [s(0),· · ·, s(i), · · ·, s(N)] where s(i) is the ith tap coefficient and (N+1) is

the number of taps. The output sequence c is obtained by convolving the sequence b and

the smear filter sequence s. It is assumed that the filter gain denoted by As, is normalized

to unity. That is,

As =
N∑
j=0

s(j)s∗(j) = 1 (7.1)

where * denotes complex conjugate. The output signal c(n) has a gaussian distri-

bution with a zero mean and the variance P.

7.2.2 Channel Model

The input symbol to the desmear filter at time n is given by:

x(n) = c(n) + v(n) + vi(n) (7.2)

where v(n) is a sample of zero mean complex AWGN with the variance σ2, and vi(n) is a

sample of the channel impulse noise vi(t) with the variance σ2
i . The impulse noise event

times are represented by a Poisson process. The impulse noise, denoted by vi(t), can be

written in the form [123]

vi(t) =
∞∑

k=−∞

zi(k)δ(t− tk) (7.3)

where ti represent the impulse noise event times and zi is the impulse noise ampli-

tudes. The Poisson random process ti has the intensity of λ events/s and zi is a Gaussian

process with a zero mean and the variance σ2
i . The parameters λ and σ2

i are obtained

from experimental data [127], [128]. Most of the symbols received are not corrupted by

impulse noise. Due to the nonstationary character of impulse noise [? ], the signal to

impulse noise power ratio over one symbol interval is represented as

SNRin = 10 log(
P

σ2
i

) (7.4)
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whereP represents the signal power. It is assumed that the average time interval be-

tween two consecutive impulse noise events of vi(t) is larger than the smear/desmear filters

impulse response length consisting of N symbol intervals. That means that λTsN << 1 ,

where Ts is the symbol interval [? ].

7.2.3 Receiver Model

The desmear filter is represented by a coefficient sequence, denoted by d = [d(0), d(1),· · ·,

d(N)]. To avoid a trivial solution in filter design for the desmear filter coefficient set, power

constraint is included as

Asd =
N∑
j=0

s(j)d∗(N − j) = 1 (7.5)

where Asd is the gain of the smear-desmear filter pair. The gain Ad of the desmear

filter is given by

Ad =
N∑
j=0

d(j)d∗(j) (7.6)

The output symbol of the desmear filter signal y(n) can be represented by:

y(n) = b(n) + bisi(n) + v(n) + vs(n) (7.7)

where b(n) is the complex symbol sequence. The total channel distortion at time

n is given by the sum of the residual ISI, bisi(n), the additive white gaussian noise after

the desmearing filter, v(n), with a zero mean and the variance σ2
v = Adσ

2 and the impulse

noise, vs, smeared over N symbol intervals. The impulse noise vs with variance in the (n

+ j)th symbol interval is given by:

σ2
s(n+ j) = E(vs(n+ j)v∗i (n+ j)) = σ2

i |d(j)|2 (7.8)

The residual ISI, bisi(n), is given by the sum of N independent random variables.

Typically, N is larger than 10 and according to the central limit theorem, bisi has a gaussian

distribution. The sum of the three independent gaussian variables bisi, v and vi is another

gaussian variable

e(n) = y(n)− b(n) = bisi(n) + v(n) + vs(n) (7.9)
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with the variance

σ2
e = E(|bisi(n)|2) + E(|v(n)|2) + E(|vs(n)|2) (7.10)

The variance σ2
e can be upperbounded by

σ2
e = σ2

v + σ2
isi + σ2

s(n+ j) ≤ σ2
v + σ2

isi +maxσ2
i (7.11)

where σ2
isi, the variance of the ISI and maxσ2

i is the maximum impulse noise vari-

ance. Thus the total channel distortion can be considered as an equivalent gaussian process

with the variance σ2
e . The main objective of the system design is to minimize the bit error

probability. At high signal-to-noise ratio, the bit error probability can be estimated by

Pb ≈
Ns

nb

Q(
d

2σe
) (7.12)

whereNs is the average number of the nearest neighbours in the signal set, nb is the number

of bits in a symbol and d is the minimum Euclidean distance in the signal set.

The ultimate performance limit of a communication system is determined by gaus-

sian noise, the only disturbance in the channel. The performance of a real communication

system with impulse noise and ISI caused by smearing filters is compared to an ideal sys-

tem with AWGN only. The measure of the real system performance loss relative to the

ideal system is defined as the ratio of the ideal and the real system signal-to-noise ratios

given by

L = 10 log10
σ2
e

σ2
[dB] (7.13)

Ideally, smearing filter parameters should be selected to obtain a zero performance loss.

In practical filter design, the objective is to minimize the performance loss or, minimize

the variance of the equivalent gaussian process σ2
e .

7.3 The Smearing Filter Design Criteria

The smear and desmear filters are implemented as digital filters. The initial criterion in

the filter design is minimization of the performance loss given by Equation (7.13) [? ].

Hence, the performance loss is required to be below a specified threshold Ts.

Ls ≤ Ts (7.14)
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The performance loss directly depends on the equivalent gaussian process variance,

σ2
e . The variance σ2

e is given by the sum of the AWGN variance σ2
v , the maximum smeared

impulse noise variance max
j
σ2
s(N+ j) and the residual intersymbol interference variance

σ2
isi as expressed in Equation (7.11). The minimization of σ2

e can be done by independent

minimization of each of the three components in the sum.

However, minimization of individual components can cause significant degrada-

tion of the others. For example, minimization of the residual intersymbol interference vari-

ance can cause a considerable increase in the AWGN variance due to mismatched smear-

ing filters. Since the system performance in the absence of impulse noise is of paramount

importance, the priority is given to the minimization of the AWGN variance [? ]. The

smearing filter design criteria can be summarized as follows:

Criterion I: Minimize the AWGN variance

Criterion II: Minimize the residual ISI variance

Criterion III: Minimize the impulse noise variance

7.3.1 Criterion I

In order to minimize the AWGN variance the smear and the desmear filters should satisfy

the matching condition in the form of

s(j) = d∗(N − j) j = 0, 1, 2, · · ·,N (7.15)

or equivalently, Ad should be equal to 1. If the matching condition expressed by

(7.15) cannot be satisfied, a measure of mismatching between the smear and desmear

filters called the mismatching loss in [115]is used and expressed as:

Lm = 10 log10
σ2
v

σ2
= 10 logAsd [dB] (7.16)

In this filter design the mismatching loss Lm, is less than a specified threshold

Tm, therefore Lm ≤ Tm. The mismatching loss is caused by an increase of the AWGN

variance relative to the ideal system with matched filters. In practical filter design, the

mismatching loss is smaller than 0.3dB. But mismatched loss requirement depends on the
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application. The proposed scheme requirement is suitable for 64QAM application but

will cause a devastating effect for 256QAM, because they are more susceptible to noise

corruption than 64QAM. Hence mismatched loss has to be less than 0.3dB.

Lm ≤ 0.3dB (7.17)

7.3.2 Criterion II

To minimize ISI variance, the overall transfer function of the smear filter, the channel and

the desmear filter should be flat. Since it is assumed that the channel does not introduce

ISI, the above condition is satisfied if the convolution of sequences s and d, denoted by

C(k), has values z(0) = 1, and z(k) = 0, k ̸= 0. where convolution C(k) is defined as

C(k) =
N∑
j=0

s(j)d(k +N − j) where k = N + 1, · · ·,−1, 0, 1, · · ·, N − 1 (7.18)

If condition (7.15) is satisfied then Equation(7.18) simplifies to

C(k) = R(k) =
N∑
j=0

d∗(j)d(k + j) (7.19)

where R(k) is the autocorrelation function of the sequence d . Practically, a zero

ISI is an unattainable objective in filter design. But, a certain amount of residual ISI after

the desmearing filter is tolerated. It is measured by the variance of the residual ISI given

by

σ2
isi =

N−1∑
k=N+1

|C(k)|2 − |C(0)|2 (7.20)

The signal to noise ratio loss caused by the ISI is defined as

Ls = 10 log
σ2 + σ2

isi

σ2
[dB] (7.21)

Equivalently,

Ls = 10 log
(
1 +

SNR

F2

)
[dB] (7.22)
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where SNR is the signal to AWGN power ratio defined as SNR = |C(0)|2
σ2 and

F2 =
|C(0)|2
σ2
isi

is the merit factor defined in [124].

The residual ISI is considered as an additional gaussian process introducing a cer-

tain SNR loss at the receiver. Clearly, this loss should be minimized. It should be main-

tained below a specified threshold Ts, thus Ls ≤ Ts. The loss Ts of 0.3dB is considered

to be acceptable. From a practical point of view it is much easier to use a quantity called

normalized ISI level, denoted by Lisi, defined as Lisi = −10 logF2[dB]. In practical filter

design parameter Lisi is more convenient. For systems employing multilevel modulation

schemes we assumed that the SNR is at least as high as 20dB, to meet the requirement

(7.14).

7.3.3 Criterion III

Criterion III consists of minimization of the maximum smeared impulse noise variance.

To be consistent with the already established design criteria [124], merit factor defined

as the ratio of the maximum impulse noise variance and the maximum smeared impulse

noise variance in a single symbol interval is introduced

F2 =
σ2
i (n)

σ2
s(n+ j)

=
1

maxj |d(j)|2
(7.23)

in dB LF2 = 10 logF2 [dB], where σ2
i is the maximum impulse noise variance and

σ2
s(N + j) is the maximum smeared impulse noise. In practical filter design it is required

that

LF2 ≤ TF2 = 20[dB] (7.24)

The impulse noise variance before spreading can be as large as the signal vari-

ance [127]. That is, occasional impulse hits can reach well above the signal level. Im-

pulse noise spreading should reduce the impulse noise variance to the level of the AWGN

variance.

A further spreading is not effective [129] [130]. Since multilevel modulation sys-

tems shown in Figure 5.18 in [131] and Figure 9.17 in [132] required the minimum SNR

of 20 dB.
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Clearly the merit factor F2, as defined in Equation (7.24), should be as large as

possible. It shows how much the impulse noise variance in a single symbol interval has

been reduced by smearing. A filter with a larger length can produce a larger merit factor

F2. It is convenient to introduce a measure for filter smearing efficiency which does not

depend on filter length in [133], [134]. The power efficiency of a sequence d, denoted by

η, is defined by

η =

∑N
j=0 |dj|2

(N+ 1)maxj |dj|2
(7.25)

The power efficiency has its maximum value of 1, for constant amplitude se-

quences, while it is less than 1 for nonconstant amplitude sequences. Combining Equa-

tions (7.6), (7.24) and (7.26) the following expression for the merit factor F2 is obtained.

F2 =
η(N+ 1)

Ad

(7.26)

In order to maximize the merit factor F2, sequences should have the power efficiency as

large as possible. For a finite desmear filter lengthN, subject to constraints (7.1) and (7.5),

it has been shown in [124] that the maximum value for F2 is bounded by N + 1, hence

F2 ≤ N+ 1. The inequality is satisfied if and only if

|dj|2 =
1

N+ 1
and s(j) = d∗(N− j) (7.27)

The optimum merit factor F2 is achieved only when the smearing filters form a matched

filter pair are represented by sequences with constant amplitude.

7.4 Practical Filter Design

The optimum values for the three filter design criteria cannot be achieved simultaneously.

In Design 1, sequences with constant amplitude and good autocorrelation properties are

search for. The smear/desmear filter pair consists of matched filters. This design satisfies

the requirements for optimum values of Criteria I and III, as defined by Equation (7.28).

The value of Criterion II clearly depends on the autocorrelation properties of the

filter sequences. The constant amplitude sequences with the best known autocorrelation
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properties are polyphase sequences [130]. The smearing filter design based on these se-

quences achieves an improvement of 7.78 dB in merit factor F2 relative to the design

based on binary sequences for the sequence length of 200. This type of filter design based

on polyphase sequences can produce filters with ISI level, Lisi, of -15 dB with sequence

lengths of 200, while filters designed in [124] cannot achieve σ2
isi less than -8 dB.

Design 2 is suitable for systems where very low values for ISI level (≤ −30dB)

are required. The improvement in suppresion of intersymbol interference is achieved by

sequence equalization. That is, the smearing filter is designed as an equalizer and therefore

the smear/desmear filter pair is not matched. While the smearing filters in this design will

produce low ISI (Criterion II), the mismatched filters will result in an increased AWGN

variance (Criterion I) and smeared impulse noise variance (Criterion III).

Therefore, the three design criteria should be monitored and adjusted simultane-

ously. It should be noted that the smear/desmear filters in this design might introduce a

significant system delay of several sequence lengths. Design 3 relies on sequences with

nonconstant amplitude. This design approach can achieve ISI as low as in Design 2, with

an additional advantage of a lower system delay.

Criteria I and II are satisfied at the expense of the filter power efficiency η. Se-

quences with nonconstant amplitude will result in a non-optimum value for the impulse

noise variance (Equation (7.28)) for the given desmear filter length. A possible choice is

Huffman sequences which have good autocorelation properties [133] or sequences pre-

sented in [135] which have both good autocorrelation properties and power efficiency.

7.4.1 Design 1

Constant amplitude polyphase sequences with good autocorrelation properties are used In

Design 1. Polyphase sequences with constant amplitude, known as Frank and P1-P4 se-

quences in [130], have better autocorrelation properties than M-sequences. It is important

to note that polyphase sequences also are resilient to carrier phase and timing instabili-

ties. In the sequel, we will discuss the properties of these sequences with respect to SDT

applications.
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7.4.2 Constant Amplitude Polyphase Sequences

For a polyphase Frank sequence of length N = L2, the phase of a sequence element is

ϕ(k, l) = 2π/L(k− 1)(l− 1) and sequence elements are d[k+L(l− 1)] = exp(jϕ(k, l)),

where k = 1, · · ·, L, l = 1, · · ·, L. The phases of P1 and P2 sequence elements are given by

ϕ(k, l) = −π/L[L− (2k−1)][(k−1)L+(l−1)] and ϕ(k, l) = π/2L(L+1+2k)(l−1),

respectively.

It is important to observe that both P1 and P2 sequences are available only for

square integer lengths of [N = ...36, 49, 64, ....]. P2 sequences are further restricted to

even lengths only. Odd length P2 sequences possess rather bad autocorrelation properties

.

Sequences P3 and P4 are defined for any integer length. Phases of their elements

are ϕ(k) = π/N(k − 1)2 and ϕ(k) = π/4N(2k − 1)2 − π/4(2k − 1) for 1 ≤ k ≤ N .

The most important property of constant amplitude polyphase sequences, relevant to SDT

applications, is that the mainlobe to sidelobe power ratio is a monotonically increasing

function of the sequence length.

This property makes them much more effective in suppressing ISI then binary se-

quences [124], [125]. In addition, these sequences have constant amplitude and conse-

quently, the optimum Criterion III (7.28). The method for generating binary sequences

with high F2 involves computer search and sequence elimination, which for large values

of sequence lengths become prohibitively time consuming . On the other hand, polyphase

sequences are generated analytically.

7.4.3 Design 2

A distinguishing property of this design method is a very low ISI level (Lisi ≤ −30dB)

achieved by sequence equalization. On the other hand, mismatched filters inevitably intro-

duce a certain level of SNR loss [135]. This SNR loss can be maintained below a specified

value by choosing a proper sequence for the desmearing filter. The sequence should have

both, good autocorrelation properties measured by F2 and good equalization properties.

In the sequel a simple criterion to estimate the equalization properties of a sequence is

discussed.

106



Practical Filter Design

7.4.4 Zero Forcing Sequence Equalization

For a sequence sj , where j = 0, 1, · · ·N , zero forcing equalizer or inverse filter [122] is

define as a digital filter with a Kronecker delta sequence response to the sequence s. The

Z - transform of the zero forcing equalizer is given by

D(z) =
1∑N

j=0 sjz
−j

(7.28)

A necessary requirement for the filter existence is that the Z-transform, S(z), does

not have zeros on the unit circle [122], where S(z) is the Z-transform of the sequence sj .

If the sequence power is normalized to unity (Equation (6.1)), the SNR loss of the inverse

filter, denoted by LZF , is given by the ratio

LZF = 10 log
1

1
2π

∫ π

−π
|D(ejω)|2dω

(7.29)

The quantity D(ejω) can be evaluated at a closely spaced set of points by the use

of fast Fourier transform, and the integral can thus be calculated to a close approxima-

tion. The LZF loss shows the difference in SNR between a zero forcing equalizer and a

matched filter. This quantity is an upper bound on the SNR loss in all other equalization

methods [4]. Therefore, the LZF can be used in sequence search as an indicator of their

performance with respect to the equalization SNR loss. It is worth noting that the equal-

ization performance should be evaluated by both LZF and F2 parameters, since a good

merit factor F2 does not guarantee a low LZF loss.

7.4.5 Sequences with Good Equalization Properties

Figure 7.2 show the merit factor F2 for binary sequences and polyphase sequence for

length 200 and 300 respectively. The main lobe to side lobe power ratio has a floor for

binary sequences, while it increases monotonically with the sequence length for polyphase

sequences. It has been observed that this ratio is proportional to the square root of the

sequence length.

Polyphase sequences with good equalization properties (LZF ≤ 1.0dB) are pre-

sented in Table 7.1. They are characterized by sequence length N, the merit factor F2 and

zero forcing equalization loss LZF . Only binary sequences from [124] with both good

merit factor F2 and low LZF loss are included in Table 7.2.
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Finally, a simple example is singled out to illustrate that the merit factor F2 and

the LZF loss are not closely related and that both of them have to be used in evaluating

sequence equalization properties. Polyphase sequence P2 (36) has the merit factor F2 of

15.22 which is superior to the best known binary Barker(13) sequence with F2 of 14.083.

However, the LZF loss for P2 (36) is infinite, while Barker (13) sequence has the lowest

known value for LZF of 0.21 dB.

7.4.6 Evaluation of Design 2 in Communication Systems

To evaluate the performance of filters obtained by Design 2, a number of sequences have

been selected from Table 1. They are used to design smearing mismatched filters in a real

system where the receive filter operates as an MMS equalizer. The MMS equalization

method has been chosen because it provides the best trade-off in reducing the effects of

residual ISI and gaussian noise. The principle of MMS equalization can be summarized

as follows. Let u filter pair defined by sequence s = (s(0), · · ·, s(K)) at the transmitter

and d = (d(0), · · ·, d(N)) at the receiver.

Note that the lengths of the smear and desmear filters are in general different due

to various equalization requirements for the ISI level. If the output of the smearing filter

is sequence s, the output c of the desmearing filter d can be expressed in matrix form as

c = A.s where A is a [(N + K + 1) × (K + 1)] Toeplitz matrix defined by the first row

(d(0), 01, · · ·0K) and first column (d(0), · · ·d(N), 0N+1, · · ·, 0N+K)
T .

If a desired desmearing filter response to sequence s is a sequence z = ( z(0), z(1),

...z (N + K)) then the mean squared error between the actual filter response denoted by c,

and the desired filter response denoted by z, is given by

ε =
N+K−1∑

j=0

|c(j)− z(j)|2 (7.30)

The filter sequence s which minimizes the mean squared error (7.31) is given by [121]

s = (AH .A)−1.AH .z (7.31)

where (·)H denotes a transposed and conjugated matrix. Matrix AH .A is a (K +

1)× (K+1) correlation matrix of sequence s. Note that AH .A is a Toeplitz matrix whose

108



Practical Filter Design

inverse can be calculated by the Levinson-Durbin algorithm [121].

The desired desmearing filter response is define z as a sequence with no ISI, with

elements z(L) = 1, and L is the largest integer ≤ (N + K)/2 and z(j) = 0, j ̸= L. It

is important to note that though for some sequences the zero forcing equalizer Equation

(7.29) might not exist, the minimum mean square approximation, defined by Equation

(7.32), always exists.

The selected binary sequences were chosen to optimize the merit factor F2 as pro-

posed in [126]. In general, it has been observed that binary sequences have the SNR loss

in MMS equalizers, Lm, close to the SNR loss for zero forcing equalizers, LZF .

7.4.7 Design 3

In the system with sequence equalization the requirements for Criteria I and II, expressed

by equation (7.17) and (7.23), respectively, cannot be met simultaneously due to pro-

hibitively large filter lengths. To improve the filter performance for practical sequence

lengths, Design 3 based on equalization and non-constant amplitude sequences is pro-

posed.

In this design approach, the filter power efficiency, η, (Equation (7.26)) was slightly

sacrifice relative to its maximum value obtained in Design 2 in order to satisfy Criteria I

and II. Huffman sequences [133] are nonconstant amplitude sequences with best known

ISI and power efficiency properties. A thorough examination of results presented in [133]

reveals that the power efficiency of Huffman sequences does not exceed 0.43. A

drawback of Huffman sequences is that good power efficiency is not guaranteed and it

usually ranges between 0.3 and 0.4 [134]. A proposed nonconstant amplitude sequences

is used, generated by a method presented in [136–139] which are superior to Huffman

sequences with regard to power efficiency. The design method can be summarized as

follows.

Step 1 Choose a Frank sequence with good zero forcing equalization loss (LZF ≤ 1dB)

as an input d sequence in equation (7.32) in [? ].

Step 2 Calculate a filter sequence s by theMMS algorithm (Equation (7.32)). It is assumed

that the filter and input sequences have the same length.
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Step 3 Normalize the sequence s to satisfy ss∗ = 1.

Step 4 Compute the ISI level, Lisi, and SNR loss, Lm. Test whether they satisfy conditions

(7.17) and (7.23). If the answer is positive, stop the procedure, otherwise use sequence s

as the input vector and repeat Step 2.

This method was used to generate a series of sequences that satisfy Criteria I-III.

The sequence properties are illustrated in Figure 7.3 and Figure 7.4. The results are shown

for two sequence lengths of 256 and 484. These lengths were selected to achieve the

specified impulse noise suppression (Equation (7.25)) for the 16QAM data transmission

systems. The results show that increasing the number of iterations in the sequence design

procedure generally results in a lower SNR loss (Figure 7.3) and ISI level (Figure 7.4).

Criteria I-III in [? ] were met after 16 and 20 iterations for sequence lengths of

484 and 256, respectively. The sequence parameters are listed in Table 7.3. Table 7.4

compares Design 2 and Design 3 techniques. The two design methods are compared on

the basis of values for Criteria I-III. Clearly, Design 3 offers lower values for the SNR loss

and for the same values of ISI and smeared impulse noise variances introduces a lower

system delay.

7.5 Simulation Results Proposed SDT System

The simulation results are for coded and uncoded band limited channels data commu-

nication systems. Figures 7.5 and 7.6 show simulation results for 16QAM trellis coded

modulation signals and 64QAM for uncoded systems in the presence of impulse noise

(IN). Parameters of Impulse noise (IN) are: λ = 10−3 events/s, SNRin = 0[dB]. The

average time interval between two consecutive impulse noise is 0.0008s. In a communi-

cation system subject to impulse noise, it is highly likely that all affected symbols will be

incorrect, resulting in error bursts with the bit error rates close to 0.5.

The results indicate that the SDT offers a significant reduction in the SNR required

to achieve the same bit error rate as in a system with no SDT for both coded and uncoded

systems. The coding gain of the coded system is 2dB at the BER at 10−3, which is almost

the same as the coding gain on gaussian channels. Also, the SDT completely removes the

error floor in both systems. The reason is that at high signal-to-noise ratios the decoding
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is optimal but results to codewords of low weight. And with impulsive noise which is non

Gaussian in nature result to error floor at high signal-to-noise ratio. In the above example

for the filter impulse response of length N=256 and the power efficiency η = 0.54, the

theoretical SD gain is F=22 dB. In most cases a gain of this order is sufficient to suppress

the influence of impulse noise on the bit error rate.

Figures 7.7 and 7.8 show the comparison of using the proposed SDT system with

othermethod ofminimization of impulsive noise. From the simulation result, the proposed

method has 0.3dB gain over using interleaver and 1.3dB gain over using Reed-Solomon

coding for 16QAM. And the Proposed method also perform better for 64QAM scheme as

when compared with the other methods. SDT method has 0.7dB gain over interleaving

and 2.2dB gain over Reed-Solomon coding.

The draw back for Interleaver is because, Interleaving works best when dealing

with long bits than when dealing with few symbols that will be affected by impulse noise.

The impulse noise affects few symbols rather than the bits which can be easily corrected

by SDT method. The de-interleave output may cause error propagation in case of a very

high magnitude impulse; it also spreads the spectral density of the transmitted signal and

therefore is not suitable for band limited modulations, such as QAM.
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Frank P1 P3 and P4
N LZF F2 LZF F2 LZF F2

[dB] [dB] [dB]
36 0.99 12.96 0.99 12.96 * *
64 0.86 18.03 0.86 18.03 * *
100 0.77 23.10 0.77 23.10 * *
144 0.77 28.16 0.70 28.16 * *
169 * * 0.99 31.11 * *
196 0.64 33.20 0.62 33.20 * *
225 * * 0.68 36.10 1.00 23.67
256 0.61 38.23 0.61 38.23 * *
289 0.89 41.08 0.65 41.08 0.95 26.80
324 0.68 43.25 0.52 43.25 0.78 28.37
361 0.43 46.05 0.67 46.05 0.91 29.93
400 0.55 48.25 0.52 48.25 * *

Table 7.1: Polyphase sequences with good equalization properties, where * means no
value.
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N LZF F2 N LZF F2 N LZF F2

[dB] [dB] [dB]
5 0.62 6.25 49 0.87 8.82 87 0.78 7.46
13 0.21 14.08 53 0.68 8.26 89 0.90 7.56
15 0.60 7.50 55 0.61 8.84 91 0.75 7.13
19 0.81 5.47 59 0.94 8.49 93 0.98 7.23
21 0.94 8.48 61 0.85 7.32 97 0.94 7.35
23 0.99 5.19 65 0.86 7.77 99 0.79 7.28
27 0.65 9.85 67 0.74 9.31 101 0.81 6.06
29 0.69 6.78 69 0.86 8.44 127 0.99 6.51
35 0.75 6.88 71 0.51 9.17 137 0.94 6.43
39 0.71 7.68 75 0.89 8.24 153 1.00 6.01
41 0.79 7.78 81 0.84 7.32 157 0.86 6.51
45 0.63 8.58 83 0.93 7.81 * * *

Table 7.2: Binary sequences obtained by limited with good equalization properties
in [124], where * means no value.







Filter length ISI level SNR loss Power efficiency
N+1 LISI[dB] Lm[dB] η
256 -30.18 0.0012 0.54
484 -30.54 0.001 0.56

Table 7.3: The smearing filter parameters for the uncoded and coded systems

Design Seq. ISI SNR IN merit System
type length level loss factor delay

N+1 LISI[dB] Lm[dB] F[dB] N+K+1
Design 195 -30.0 2.3 20.6 2500

2 196 -30.0 0.3 22.6 1500
Design 256 -30.18 0.0012 21.4 511

3 484 -30.54 0.001 24.3 967

Table 7.4: The smearing filter design method comparison











Summary

7.6 Summary

The chapter presents a digital smear-desmear technique (SDT) applied to data transmission

over band limited channels. The design criteria were applied to practical filter design

and used in digital implementation of the SDT. Polyphase sequences that meet the design

requirements were generated. The SDT is simulated and combined with Trellis-coded

modulation communication systems. Simulation results shows that the SDT outperforms

the system with no SDT and also perform better as when compared with other method of

minimizing impulse noise. The next chapter summarizes the conclusion drawn from the

preceding chapters and points toward Future Work.
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Conclusions and Future Work
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8.1 Conclusions

This work was motivated by the desire to achieve higher data rates and reliable transmis-

sion whereby by system capacity can be increased with high quality of service. A brief

summary of accomplished work is given in this chapter with an emphasis on the contri-

butions to the subjects of Turbo equalization, and Using Turbo coded modulation in an

impulsive noise environment.

The suitability of Iterative-equalization as a means of increasing date rate is inves-

tigated, where equalization and decoding are combined in an iterative process so that each

operation benefits from the information delivered by the other. It was also demonstrated

that the iterative gain is greater for higher modulation orders. Significant performance

gains have been observed as the modulation order increases with low error rate.

A modified approach estimates the data using the a priori information from the

SISO channel decoder was proposed using the a priori detected data from previous iter-

ation to minimize error propagation. It can be shown that the BER performance of the

modified DFE algorithm provides significant improvement when compared with the con-

ventional DFE algorithm using higher-level modulation scheme.

The performance of Imperfect MMSE DFE with different modulation schemes is

analyzed. The Imperfect algorithm does not use the conventional assumption of a per-

fect feedback but takes into account the feedback error propagation. The obtained sim-

ulation results for different modulation schemes in the presence of severe interference

achieved better BER performance in comparison to the Exact MMSE LE and the conven-

tional MMSE DFE.

The fact that incorporating an All-pass Filter before equalization in the receiver

as an effective method of controlling error propagation is demonstrated. The structure of

the All-pass Filtering is analyzed by using the Yule-Walker equations. It turns out that a

discrete time prefitering which creates a minimum phase impulse response is a favourable

trade-off between performance and complexity. A proposed SFEIC approach yields a

comfortable gain compared to the conventional MMSE DFE equalization and decoding.

SFEIC is suitable for low complexity Turbo equalization using higher order signal stan-

dard. Compared with the existing method, the proposed method achieves considerable
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performance improvement without increasing complexity.

Finally, the implementation of a digital smear-desmear technique (SDT) applied

to data transmission over band limited channels is described . The design criteria were

applied to practical filter design and used in digital implementation of the SDT. Polyphase

sequences that meet the design requirements were generated. The SDT is simulated and

combined with Trellis-coded modulation. Results show that the SDT perform better than

the system with no SDT.

8.2 Future Work

Below are some possible interesting areas for further research.

• Based on the results from this thesis, larger QAM constellation size, such as 256-

QAMor 1024-QAM, andmultidimensional TCM structure can be explored for even

higher data rate transmission through the OFDM and UWB systems.

• Another interesting research topic involves investigating the possibility of explicitly

taking advantage of a priori information in the channel estimation process. It is

seen that MMSE turbo-equalizers may exhibit performance losses over severe ISI

channels, especially when high-ordermodulations are used. The potential ofMMSE

equalization in the presence of a priori information has not been fully exploited yet,

and that better equalizers remain to be found.

• The extension of theMMSEDFE turbo-equalization scheme tomultiple-inputmultiple-

output (MIMO) systems, where the turbo-equalizer could fully exploit the diversity

offered by a rich-scattering multipath environment.

• Trellis coding with smear desmear filter technique introduced in this thesis with

higher signalling in an impulsive noise environment will be a possible choice for

applications with high bit rate transmission. But it would be interesting to further

investigate this solution and examine in particular how it compares with using In-

terleaver to combat impulse noise, both from a performance and complexity point

of view, in the context of broadband wireless transmissions.
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• Based on the analysis of Trellis coding with smear desmear filter technique to reduce

the effect of impulsive noise in band limited systems in this thesis, more evaluations

of impulsive noise type can be conducted in the future for the OFDM systemwith ro-

bust decoding algorithms necessary in today’s real communication system in which

higher spectral efficiency with higher data rate transmission is highly desired.
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