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Abstract

In this thesis Saraga's design method for insertion loss filters

is investigated, and an attempt made to assess its practicality. The
desfcja 

basic filtery(method (Darlington, Cauer) leads to numerical accuracy

problems. Accepted methods for dealing with inaccuracy either replace 

the independent variable (frequency) by the more suitable "z-variable" 

(Szentirmai, Bingham) or introduce rules for polynomial manipulation 

based on multiplication in preference to summation (Musson, Norek). In 

contrast to these approaches, Saraga chooses the dependent variables 

(network functions) so as to avoid "incompatibilities". Saraga's method, 

applicable so far only to symmetrical filters (i.e. of odd degree n), had 

in the past been investigated only for n=7. In this thesis the mathematical 

results obtained by Saraga are extended and generalised^

practical design

tests carried out for n=7(using artificially introduced inaccuracies to 

test the power of the method to overcome inaccuracies) are supplemented 

and extended to n=9. Various ways of comparing the practical results 

of different methods for overcoming numerical accuracy problems are 

discussed, and one particular method is chosen: to use the different 

methods to design the same nominal filter, with the same numerical 

accuracy which is reduced until one method breaks down. A comparison 

of Saraga's method with Szentirmai's/Bingham 1 s is carried out (and also

with Orchard's earlier method). The results are not conclusive; other
of co^ipansot

methods/may have to be used and the comparison will have to be applied

to other filters (proposals for further work are made). Some programs 

developed previously (in a now obsolete language) had to be rewritten 

and some new filter design programs had to be developed. A sub-program 

for adjusting the numerical accuracy of any design program to a specified 

number of significant figures was also developed.



1. Introduction,

1.1. The computing accuracy required in the design of electric 

filter networks.

Electric filter networks have been used for signal processing 

in communications systems for many years. In the early days 

filters were designed semi-intuitively and later by means of the 

image parameter theory which frequently required trial-and-error 

modifications to be made to laboratory models. Today, exacting 

filters are usually designed using the insertion loss method, 

which involves sophisticated mathematics and computer programs 

(ref. 1 and ref. 2).

If the design computation is carried out by following 

"directly" the mathematical equations describing the design method, 

numerical difficulties frequently arise. To overcome these, high- 

accuracy arithmetic (20-30 or more significant digits) may have to 

be used, although final values for the elements are usually only 

required to four significant digits. Recent methods have attempted 

to overcome these difficulties in various ways. Two methods are 

in practical use. The method introduced by Szentirmai (ref. 3) and 

by Bingham (ref. 4) changes the square of the complex frequency 

variable p (the independent variable) by a bilinear transformation 

to avoid the clustering around certain points in the p-plane of 

the poles and zeros of the insertion voltage ratio, which is one 

of the causes of the inaccuracies in the direct method; the 

second method,introduced by Norek (ref. 5) and by Musson 

(ref. 6), uses polynomials as products of factors instead of in 

summation form* to avoid the loss of accuracy in the numerical 

evaluation of a polynomial near its zeros. A third method

* see footnote on next page.
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proposed by Saraga (ref. 7) accepts that certain numerical 

values will be obtained inaccurately but reduces the required 

degree of accuracy by avoiding conflicting inaccuracies i.e. 

by avoiding incompatibilities as will be explained later. This 

method has so far been developed only for filters of order n=5 

and n=7 but has not yet been fully investigated as far as its 

practical application is concerned.

1.2. The aim of this investigation.

The aim of the present research is to further investigate 

and develop Saraga' s method and to study its practical value. 

Because preliminary investigations yielded encouraging results, 

it was decided to compare it with some of the established methods 

in order to assess its value for practical design purposes.

To set this in context, it is necessary to describe Saraga 1 s 

method in some detail; and this has to be done against the back 

ground of the conventional insertion-loss design procedure.

1.3. Conventional insertion-loss filter design.

The loss, as a function of the frequency f, is considered 

here for a passive, purely-reactive, filter network, resistively

footnote from previous page. 
*A polynomial A(p) in summation form is

n 
A(p)=a0 +a p+a p 2+ ... +a.pL+ . . .*a pn = / a.p

^* J- ^ 1. LI • s\ j~

where a , a , a , ... a., ... a are constant coefficients. The

same polynomial in product form is

A(p)=C(p-p 1 )(p-p 0 ) ... (p-p.) ... (p-p)=C TT(p-p.)
1=1

C being constant and p , p , ... p., ... p being the zeros of A(p)
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terminated at both ports. The function of interest is the voltage 

insertion ratio H(p) defined in the figure below, where p is the 

normalised complex frequency variable

a) =2irf r r

and f is a conveniently chosen reference frequency (e.g. the 

end of the passband).

*1
.f ^v AA.A.A.
/

V0
\

^

f
- o —— . . . -. - -

Filter
1 i

\ R2
f >—— i

\f— o-

H(P ) =
V 9 (p)

t 
'\

20

For symmetrical filters R is chosen to be equal to IL (for a 

definition of symmetry see page 6 ).

H(p) is a real rational function of p with zeros only in the

left half of the p-plane. The loss L (in dB) is defined by

L=10 log10 H(p)H(-p)
p=jio/u) (1.1)

A second real rational function, the "characteristic function",

^ 
K(p) is introduced by the equation

H(p)H(-p)=l+K(p)K(-p) (1.2) 

To make possible the realisation of the filter in ladder form, it

is necessary that the poles of K(p), which are identical

with the poles of H(p), lie on the imaginary p-axis, i.e. the real

13.A cOscussLorv oP KCp) ouicL HCp) is^^en, on.
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frequency axis, and they will have been chosen as conjugate pairs, 

or at infinity, or at zero.

Symmetrical filters (i.e. filters which are electrically 

- not necessarily structurally - symmetrical with respect to the 

input port and the output port) only will be considered. In this 

case K(p) is an odd real rational function of p and equation (1.2) 

becomes

H(p)H(-p)=l-K2 (p) = [l+K(p)] [l-K(p)J (1.3) 

Thus equation (1.1) can also be written in the form

L-10 log l-K2 (p)
P=JU)/U)

(1.4)
r

The conventional design procedure consists of two stages,

approximation and synthesis:- 

(i) Approximation.

The design specification is most often stated in terms of a 

permissible maximum loss in the passband and of loss minima in the 

stopband. The usual procedure is to find, analytically, graphically 

or by a computational trial-and-error process (optimisation), a 

suitable function K(p) which, via equation (1.4), satisfies the 

loss specification.

The approximation stage is not the subject of this research 

and it will be assumed that a suitable K(p) function is given, 

(ii) Synthesis.

(a) Determination of open- and short-circuit impedances from K(p). 

K(p) can be written in the form

K(p)=N(p)/D(p) (1.5) 

where N(p) and D(p) are real polynomials in p and must be relatively 

prime. One of them must be odd and the other even; usually D(p) is

- 6 -



chosen as the even polynomial (and this will be done in this thesis) 

but if D(p) is an odd polynomial, a similar argument will lead to 

similar expressions. Then from equations (1.3) and (1.5)

u f N H / \- D 2 (p)-N 2 (p) [D(P)+N(P )][D(P)-N(P)]H(p)H(-p)- —— 2 * ——————— T ————

The numerator of the right hand side can be written in the form 

D 2 (p)-N 2 (p) = [D(p)+N(p)] [D(p)-N(p)]=U(p)U(-p) *

where (J(p) is a Hurwitz polynomial (i.e. all its zeros lie in the 

left half of the p-plane) . Then^- * m
and LI (p) can be found either by factorising D2 (p)-N2 (p) and using 

all the Hurwitz factors to form U(p) ££ by factorising D(p)+N(p) 

in the form

D(p)+N(p)=Ba (p)Bb (-p) (1.6) 

where both B (p) and B, (p) are Hurwitz polynomials. **
3. D

Then

B (p)B (p) 
H(P) =± D(p) (1 ' 7)

Having determined H(p) from K(p) , the open-circuit impedance

Z and the short-circuit impedance Z can both be found from o s

expressions of the form

±1
/H ±K\

Z , Z = ± -£— (1.8) 
05 \ He /

where H and H are the even and odd parts of H (p) . 
e o

The present research is mainly concerned with investigating 

a new procedure by Saraga for finding Z and/or Z from K(p) . 

(b) Realisation. 

In this stage of the design procedure, a suitable ladder filter

* see Appendix 1. 

** see Appendix 2.
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structure is chosen and the element values are found fr
om the 

knowledge of ZQ and/or Zg and from the knowledge of pol
e frequencies 

of K|p). For a symmetrical low-pass filter the only freedom in t
he 

choice of the ladder network (apart from choosing its dual) lies 

in the sequence, from input to output, in which the attenuation poles 

are realised as series resonant circuits in the shunt a
rms or as 

parallel resonant circuits in the series arms. Because it will 

frequently be necessary to refer to the realisation stag
e, a brief 

description of the realisation of ladder networks is given in Appendix 3

1.4. Computing inaccuracy problem in conventional filter desi
gn.

In the conventional method described above there are two
 

main places where accuracy difficulties occur:- 

(i) As explained in the previous section, the expression for 

D(p)+N(p) has to be factorised to find the zeros of H(p)
. Some 

of the roots are likely to be very close together around
 a finite 

non-zero frequency (in the case of "normalised" low pass filters 

usually around p=j, i.e. w/w =1). Therefore unless very high 

accuracy arithmetic is used, the zeros of D(p)+N(p), and therefore 

H(p) itself, are determined inaccurately.

(ii) In the realisation process, elements are calculated by 

evaluating the numerator and denominator polynomials of 
appropriate

rational immittance (i.e. admittance or impedance) functions,taken

r* i 
in the summation form /,a,p . There is frequently a high loss of

accuracy as the result of the subtraction of nearly equa
l quantities. 

Thus the element value is obtained to a lower accuracy 
than the 

coefficients in the immittance from which, it has been calculated;

see footnote on next page.

- 8 - .^ <•"
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when the immittance of the element is subtracted from the total 

immittance the resulting new immittance is less accurate than the 

previous one. The next element is therefore calculated less 

accurately still, and several such stages will often produce wrong 

results if arithmetic of too low an accuracy is used. That the 

results are wrong is demonstrated in such cases by the fact that 

quite different element values are obtained depending on whether 

the design is started from one end of the filter or the other.

footnote from previous page.

*Sucti a high loss of accuracy is evident in the evaluation 
of the polynomial

p 8+5. 15p 6+9. . 2165p 2+2. 55255

at p=j/l.091537001 , j=/-T. Wken, as frequently happens, nested 
multiplication is employed, i.e. the calculation is performed in 
the sequence

(((p2+5.15)p2+9.815)p 2+8.2165)p2+2.55255.

The intermediate values in the calculation are shown in the 
following table for two cases: for case (a) an accuracy of 6 
significant figures is used throughout, rounding at each step 
whereas for case (b) the maximum accuracy on a Texas SR50 calculator 
is retained, i.e. 10 significant figures are used as data and shown 
by the display but 12 significant figures are used for the 
calculations because the Texas carries an extra 2 guard figures 
internally.

Table 1. Evaluation of a polynomial.

Operation and operand

Enter p 2 

+5.15
XP 2 

+9.815
XP 2 

+8.2165
XP 2 

+2.55255

Value for case (a)

-1.09154 

4.05846

-4.42997 

5.38503

-5.87798 

2.33852

-2.55259

-0.0000400000

Value for case (b)

-1.091537001 

4.058462999

-4.429962531 

5.385037469

-5.87796765 

2.33853235

-2.552594588

-0.0000445884

In adding the last value in column 1 to the preceding 
values which are in columns 2 and 3 and are negative, there is a 
loss of 5 significant figures and case (a) gives an answer accurate 
to only 1 significant figure.
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In order to overcome the difficulties produced by these 

inaccuracies, various methods have been developed, for instance by 

Szentirmai and by Bingham (independently). A different method has 

been developed by Norek and by Musson (also independently), and 

another totally different method has been proposed by Saraga. The 

methods by Szentirmai/Bingham and Musson/Norek are in practical use, 

but that by Saraga is still being investigated and compared with 

the others.

The most widely used of these methods at present is the one 

developed by Szentirmai and Bingham. It is of interest to state very 

briefly the basic idea. Similar steps are performed to those for 

the traditional method but in the z-plane, instead of the p-plane, 

where for low pass filters z 2 = 1 + —^ . The great advantage is 

that whereas often the zeros of H in the p-plane are near j=/-l 

(for normalised filters), they are scattered around zero in the 

z-plane. This means that the same number of significant figures 

for the positions of the zeros of H contain more information in the 

z-plane than in the p-plane, e.g. 1.00054 and 1.00053 to 6 significant 

figures are less useful than 0.000543765 and 0.000532941. The 

Szentirmai/Bingham method uses the z-plane for all stages of the 

design, including the realisation of the element values, and it is 

so good that it has in most design problems reduced the high accuracy 

previously required to only 10 significant figures.*

*The z variable was originally introduced by Orchard but only 
for the approximation part and the first part of the synthesis. 
He calculated the factors of the numerator of H in the z-plane 
and then converted them to the p-plane using for the last design 
stage, the conventional p-plane.

- 10 -



The method used by Musson and Norek uses polynomials in 

factor form instead of summation form to avoid a loss of accuracy 

in the evaluation. Thus, for example, the following function H(p) 

can be written in factor and summation forms:-

H(p)=(p 2+l)(p 2+1.05)(p 2+1.15)(p 2+1.175) 

H(p)=p 8+4.375p 6 +7.1675p 4+5.2113125p 2+l.4188125.

Evaluation of H(p) at p2=-l.l gives the correct value 0.00001875 

for both forms when high accuracy arithmetic is used. If however 

only 4 significant figures are permitted the first expression gives 

the correct value, while the second gives the value of 0.001.

In a design, polynomials often have to be added to each other, 

or subtracted from each other many times. The Musson/Norek method 

requires the resulting polynomial to be obtained directly in product 

form. To achieve this, the derivatives of the polynomials are 

arranged as sums of products and Newton's root-finding method is 

then applied. Some details of the technique are given in Appendix 4, 

This filter design method requires many more computations to be 

performed than the conventional method or the Szentirmai/Bingham 

method.

Orchard (ref.8) compares the Musson/Norek method with the 

Szentirmai/Bingham method (i.e. the "product" method with the 

"transformed-variable" method) as follows:

"The product method is conceptually simple and easy to program. 
It requires, however, a factoring of a linear combination of 
factored polynomials in every step of the design process^and hence 
it leads to even more lengthy .computations than would multiple 
precision. The transformed^metnbd ... is somewhat harder to 
understand and to program, but it is very fast to execute and the 
improvement in accuracy is greater than that obtainable with the 
product method.

- 11 -



He goes on to make the point that the two methods can be combined, 

carrying out all the computations in terms of factored polynomials 

in the transformed variable. Similarly, Saraga points out that his 

method could be combined with the Szentirmai/Bingham method.

- 12 -



2. Description of Saraga's method.

The basic relation between H(p) and K(p) is again considered 

when K(p) is an odd function (symmetrical filters) , from equation 

(1.3)

H(p)H(-p) = 1- K2 (p) = [l + K(p)][l- K(p)] (2.1) 

If K(p) is given (e.g. specified by an approximation to the 

performance requirements), then H(p)H(-p) is uniquely determined by 

(2.1) and H(p) is also uniquely determined (apart from an irrelevant

factor +_ 1). This is now shown: from

N (p) /? o\ K(p) =——— (2.2)

V(p) = N(p) + D(p) (2.3) 

is obtained. This polynomial is factorised in the form

V(p) = B (p)B (-p) a o
where B (p) and B (p) are Hurwitz polynomials determined by 

a D

factorising the polynomial into Hurwitz and anti-Hurwitz polynomials. 

Then H(p) is obtained in the form

Note that

1 + K(p) = V(p) (2.5) 
D(p)

As long as the purely mathematical - as distinct from the

numerical - aspects of the design are considered, after B (p) and
a

B (-p) have been obtained from K(p), it would be possible to consider

B (p) and B (-p) as the basic information from which both K(p) and 
a. D

H(p) can'be uniquely derived by means of

- 13 -



V(p) = B (p)B. (-p) (2.6) 
a JD

U(p) = B (p)B (p) (2.7) 
a D

K(p) = Odd [v(p)J (2.8) 
Even(V(p)]

H(p) = u(p) (2.9) 
Even[V(p)J

It is now necessary to consider the computational aspects of 

equations (2.6) to (2.9). Computational inaccuracies in the 

factorisation of V(p) i.e. N(p) + D(p) cause the inaccurate functions

B 1 (p) and B'(-p) to be obtained (instead of B (p) and B, (-p)). In 
a JD a b

conventional filter design this inaccuracy is made sufficiently small 

by using high accuracy arithmetic to be acceptable, but it is 

necessary to investigate in detail what is actually done.

From B 1 (p) and B'(-p) an inaccurate function 
a JD

U 1 (p) = B 1 (p)B' (p) (2.10) 
a JD

is formed and then H(p) is taken as U'(p) . Since U 1 (p) 4 U(p)
D(p)

the function U'(p) is not identical with H(p) and must be denoted
D(p)

as

H 1 (p) = U' (p) (2.11) 
D(p)

It should be noted that in (2.11) an inaccurate numerator is

combined with an accurate denominator. It is necessary to investigate

the consequences of such a combination.

It would have been possible to proceed in a different way. 

The functions B 1 (p) and B' (-p) could have been taken as new basic
Si D

information (replacing the unknown exact B (p) and B (-p)). Then,as
" —' °" ' ™ fj^ - JJ

shown in the footnote,equations (2.6) to (2.9) could be used to define

- 14 -



new functions K 1 (p) and H 1 (p) (note that this function H 1 (p) 

is not identical with H 1 (p) defined by (2.11)).. These functions 

K 1 (p) and H 1 (p) would satisfy equation (2.1) as is also shown in 

the footnote. It is obvious that K(p) and H 1 (p) defined by (2.11)

V (p) E B'(p)B'(-p) 
a b

U 1 (p) = B' (p)B' (p) 
a D

K 1 (p). = odd [V (p)3 
even[V (p)]

H' (p) = U 1 (p)
even[V (pj]

The left hand side of equation (2.1) with H(p) replaced by H 1 (p)

becomes

U'(p)U'(-p) 

even £v* (p)]even [V 1 C-p)]

B'(p)B'(p)B'(-p)B'(-p)
d._____D_____a______D __

{even[V r (p)J } 2

and the right hand side with K(p) replaced by K 1 (p) becomes

1 -f oddlV[
evenfV 1 (p)]

oddjy 1 (p)] 
even(V f Cpj]

even (p)] + odd[v' (pj
even[V (p)]

even [v (p)J -
even [V (P)]

= VCpjv'C-pl B 1 (p)B' C-p)B' (-p)B« (p) 
a D a D

{even[V l (p)] {even|y' (p)] } 2

Equation (2.1) is therefore satisfied by this choice of K 1 (p) 

and H 1 (p).

15 -



would not satisfy equation (2.1).

It is interesting to consider all possible definitions of H 1 (p) 

and K 1 (p). These are

H 1 (p) = U(p> = H(p) H' (p) 5 U' (p) 
D(p) D 1 (p)

H' (p) = U' (p) H' (p) = U(p) 
D (p) D (p)

and K 1 (p) E N(p) = K(p) K 1 (p) = N 1 (p) 
D(p) D 1 (p)

K 1 (p) = N' (p) K' (p) = N(p) 
D(p) D' (p)

where any pair of H 1 (p) and K 1 (p) might be taken together. However 

inspection shows that there are only 2 cases in which equation (2.1)

is satisfied: the nominal case H 1 (p) = U(p) , K 1 (p) = N(p) which
D(p) D(p)

is not available in practice because U(p) cannot be obtained exactly 

and the case

H' (p) = U' (p) , K' (p) = N' (p) (2.12) 
D' (p) D 1 (p)

These two cases will be considered as giving "compatible" design 

parameters - because equation (2.1) is satisfied - whereas all the 

other cases give incompatible information.

It is one of Saraga's basic ideas to avoid such incompatibilities 

He argues as follows: the conventional method can only succeed, in 

spite of using incompatible design parameters by making these 

incompatibilities exceedingly small; this can in the conventional 

method only be achieved by using exceedingly high accuracy in the 

computations. In contrast to this , he conjectures that if only
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mutually compatible parameters are used the need for such high 

accuracy disappears. In the absence of incompatibilities the main 

consequence of inaccurate computation will be that the filter 

actually obtained will have a performance characteristic deviating 

from the nominal one. However fairly large deviations of this kind 

are usually acceptable, and the computing accuracy required to 

avoid unacceptable performance should be much smaller than that

required for the design of a filter from the incompatible parameters

The choice of H 1 (p) and K 1 (p) in accordance with equations 

(2.12) has been shown to satisfy equation (2.1) and therefore to 

eliminate the type of incompatibility considered above. However 

a second type of incompatibility occurs and how it arises will be 

considered below. As mentioned in section 1.3, the element values 

of the filters are found from the knowledge of the pole frequencies 

P of K(p) (i.e. the zeros of D(p)) and the knowledge of the open 

and/or short circuit impedances as determined from expressions of 

the form (see equation (1.8))

V zs m *
H 
e

in which H and H are the even and odd parts of the rational 
e O

function H (p).

However since Z_ and/or zc are obtained inaccurately asO £>

Z 1 and Z' from H 1 or K 1 , and since the poles p 1 of H 1 and K 1 differ OS °°

from the poles p of H and K, Z' and Z' are not compatible with the
°^ Do

poles of H and K. This means that at the original pole frequencies 

P = P , Z = Z but Z' 4 Z' . As a consequence of the inequality
™ \j o L/ o

Z' 4 Z' at p = p , different element values are obtained depending 
O o °°

on which of the impedances Z' and Z' is used as "basic information"
\J t^

for obtaining these values. Therefore the question arises: which

- 17 -



value is the correct one? In fact it is neither.

It can also be shown that whereas with correct Z and Z
O S

functions and the correct pole frequencies the same network is 

obtained whether the design starts from one end pf the filter or 

the other, with an incompatibility between Z 1 / Z' and p^ the two 

realisations starting at opposite ends do not "meet".

In order to avoid these incompatibilities the pole frequencies 

p^ of H 1 and K 1 might be determined and used instead of the pole 

frequencies p^. However, this would mean that the denominator 

polynomial D 1 (p) would have to be factorised to find the pole 

frequencies of K 1 (p). Not only would this introduce further 

inaccuracies but there would be the risk of the pole frequencies 

p. being complex, not purely imaginary as is necessary for a LC 

ladder network realisation. For these reasons the following 

method is used instead of the methods outlined above.

A function K(p) is specified as before, however the aim 

of the design procedure, the determination of the open and short

circuit impedances Z and Z is not achieved by determining the
O o

function H(p) but by using instead the impedances Z& and Zfa of 

the equivalent lattice network* The new method is described in 

this section first in terms of the accurate parameters; the effect 

of inaccuracies will be described later.

The lattice impedances Z and Z can be obtained from the
a b

polynomials B (p) and B (p) by means of the equations
a

* Any physically realisable purely reactive symmetrical filter

possesses a physically realisable lattice equivalent where the 
lattice impedances Z and \ satisfy the reactance theorem.

- 18 -



0aa "~ E
a

or alternatively*
EaZ a " 0

E
., _ _ b

311 b " °Kb

ob
and Zb E /

(2.14)

where

O

Even [B (p)] 

Odd [Ba (p)] 

Even [Bb (p)] 

Odd [Bb (p)]

(2.15)

Moreover impedances Z and Z are related to the function K(p)a D

by the equation

K(p) =
Z Z, - 1a b C2.16)

Once the lattice impedances Z , Z have been found, the opena b

and short circuit impedances Z and Z can be determined by meansos

of the equations

z + z,a b

(2.17)

where

(2.18)

However because of numerical inaccuracies, instead of the 

exact impedances Z and Z , inaccurate impedances Z 1 and Z'

* It does not matter which choice is taken.
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wjLll be obtained. Nevertheless a symmetrical network must exist 

for purely reactive lattice impedances Z 1 and Z' and thus an 

incompatibility of the type described as the first incompatibility

between H(p) and K(p) cannot arise. However, Z 1 and Z' must also
a b

satisfy the reactance theorem. If this is the case (this will be

discussed later) the only effect of the inaccuracies of Z 1 and Z'
J a b

is that the actual loss/frequency curve will vary from the 

nominal one (this point has been discussed earlier).

Ultimately a ladder filter is required and therefore, as 

will now be shown, the second kind of incompatibility is still 

present. When equations (1.4) and (2.16) are written in terms of 

the inaccurate instead of the accurate parameters, they yield

L = 1O log10
- K' 2 (p)

p=jco/u)
(2.19)

r

and
Z 1 Z' - 1

K'(p) = az . _ , (2.20) 
b a

respectively and show that the loss poles occur at the frequencies 

Pjo = J w« at which

Z 1 = Z' . (2.21) 
a b

However these will in general not be the same as those for the poles 

p of K(p). Therefore, the second incompatibility still arises if

Z 1 and Z 1 are obtained from Z 1 and Z' using equations (2.17) and 
os a b

(2.18), and the ladder filter is realised from Z 1 , Z 1 and p . Thisos°°

difficulty, as mentioned before, could in principle be overcome by 

determining the p 1 , at which equation (2.21) is satisfied. However 

the following method will be used instead. Some of the relevant 

parameters of Z 1 and Z' are altered to force equation (2.21) to 

be valid at the nominal frequencies of the attenuation poles, i.e. at 

u>=(i) . This method is preferred for the two reasons that no further
OO

root finding is necessary and, of equal importance, it ensures that

the p are purely imaginary which (as mentioned before) is a necessary

- 20 -



condition for the network to be realisable in ladder form.

For a low-pass filter of (odd) order n, it can always be assumed 

that (n-l)/2 zeros of N+D lie on the left hand side of the p-plane and 

(n-fl)/2 zeros on the right hand side, or vice versa. Therefore, 

impedances 2^ and Z£, or rather the coefficients M|, 1=1,2) ... (n-l)/2 

and N^, 1=1,2, ... (n+l)/2 -of powers of p in the quadratic and linear 

factors of B' and B' , are improved by the process described below and
a. D

produce new "improved" values for B 1 and B' (For an exact definition of
a D

the coefficients MI and N , in the special case n=9, see equations (3.3) 

and (3.6)). The process is applied as

many times as is necessary to make the loss values, obtained in 

the way to be described, satisfy the design specifications. The

latest values of the improved parameters B 1 and B' are used in
ancL 

place of the accurate parameters in equations (2.14), (2. 15)^ the

lattice impedances so obtained will be called Z 1 . , Z' . The loss 

is then obtained from equation (2.19) after using Z' . and Z'
3.3.

instead of Z 1 and Z' in equation (2.2O). 
a, JD

For the improvement process, the coefficients a! ,

i = 1,2,... ~~ and b! , i = 1,2,... ~ of powers of p in the

rational functions Z 1 and Z' are calculated in terms of thea b

coefficients M! and N! ; the coefficients k', i = 1,2,... n of 

powers of p in the rational function K 1 (p) are calculated in terms

of the a 1 and b 1 coefficients and thence in terms of the M! and N! 
i i 11

coefficients.* For ex PuJJfeT account ot {.hifrfootfs, -Pert iK* specuxL 

-Ste. seLcticn. 3-1.

The M 1 and N! coefficients are improved in preference to the a!
11 1

and b 1 coefficients because it is easy to check that the M! and N'
i •>- •*-

do not change their signs which means that the factors remain Hurwitz, 

i.e. that none of the roots move across the imaginary axis, whereas

more work would be required to check that Z' and Z' still >j&atisfied
a b <&"**%,

ev-*" ®

the reactance theorem. tL? C-
as a*

r\-\ •"* SO



In the resulting equations the inaccurate k!, M! , N!

coefficients are written in terms of the related accurate coefficients 

k., M. , N. and their error terms Ak. , AM., AN., i.e.

k| = ki + Ak^ M| = Mi + AM , N^ = N. + AN. , the expressions in the 

equations are then expanded and the second and higher order error 

terms are neglected. Similar equations hold for the accurate 

coefficients and are used to remove the most significant terms, 

the resulting n equations being linear in the unknown error terms

AM., AN., and the known error terms Ak.. These equations are then 
11 i

solved by Gauss' method with partial pivotting, see ref.9, and

new inaccurate values are obtained for the M! and N! coefficients.
i i

As mentioned before, this process is repeated as many times as is 

necessary until the filter specification is satisfied.

The a. , b. coefficients are calculated from the latest values 

of the M! and N! coefficients and give the incompatible lattice
•H V\ _— *i

impedances Z 1 . , Z' . . Then for an n order filter, _ •• of the

n coefficients belonging to Z 1 and Z' are altered to make thea D

denominator polynomial of K 1 (p) the same as that of K(p). In this 

way the frequencies of the original attenuation poles will be 

compatible with those of K 1 (p) without having to find the zeros of 

the polynomial denominator of K 1 (p) , which would again introduce 

inaccuracies. Various choices of the particular coefficients to 

be altered are possible but care is taken to choose those which 

lead to linear, not to non-linear, equations. The resulting 

equations, — — in number, are solved by Gauss' method with partial
£*

pivotting.

The compatible impedances Z' and Z^ thus obtained, now called

Z 1 and Z 1 , are used to give the open and short circuit impedances 
ac be

of a ladder network by means of the equations (2.17) and (2.18),

- 22 -



and together with the frequencies of the original attenuation 

poles, will lead, an applying the realisation techniques of 

appendix 3, to the element values of the ladder network.
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3. Extension of Saraga's Method.

3.1. Symmetrical filters of order n=9.

Following the method used by Saraga for symmetrical filters 

of orders 5 and 7 (ref.7) , the same method will now be applied 

to one of order 9.

Let N=kap+k 3p 3+ . . . kgp9

and D=l+k p2+ . . . +k.p82 8

so that

N _
D ~

Then N+D has to be factorised. Assuming it contains 4 Hurwitz 

and 5 anti-Hurwitz factors (it can contain alternatively 5 Hurwitz 

and 4 anti-Hurwitz factors but this means only that the expressions 

for Z and 2, found later from equation (3.11) are interchanged and
cL JD

inverted) .

N+D=(1+M p+M p2 ) (1+M p+M p2 ) (1-N p+N p2 ) (1-N p+N p2 ) (1-N p) (3.2)
^ ^_ OH* ^L /L «3 *T O

where all the M. and N. coefficients have positive values. 

Now

B (p) = (l+MlP+M.p2 ) (l+M_p+M.p2 ) (3.3) 
a j. z 34

(3.4)

=E +0 (3.5) a a

and

Bb (p)=(l-N p+N p 2 )(1-N p+N p 2 )(1-N p) (3.6) 

=l-b 1p+b 2p 2 -b 3p 3 +b|fp l*-b 5p 5 (3.7)

=V°b (3 - 8)

- 24



Equating coefficients of p in (3.3) and (3.4) gives

al=M! +M3

a =M M 
424

and in (.3.6) and (3.7) gives

J

(3.9)

b =N +N +N N +N (N +N ) 
^. ^ H -i ^ j A o

b =N N,+N N +N (N +N *N N ) 
o Zo J.H o 2 HJ.3

b =N N N 
5 245

(3.10)

The next step is to find Z and Z using equations (2.14), (3.4),a ID

(3.5), (3.7) and (3.8):

Z = 
a

_ ~_b~ b p+b p-^+b p 5 
^ 3F 5

(3.11)

After substituting into equation (2.16), the coefficients of p are 

equated with those in equation (3.1) and yield, for the numerator

k =a b +a b -a b -a b -b 
5321441235

k = a b -a b -a b 
7 344325

k = -a.b_ 9 45

(3.12)
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k =a +b -a b 22211

k, =a +b +a b -a b -a b 
444223113

k =a b +a b -a b -a b 
6 24 42 33 15

> (3.13)

The coefficients a. and b. are then replaced by M. and
1 IL * 2 1

N. using equations (3.9) and (3.1O) respectively: thus

k =M +M -(N +N +N ) •> 
113 135

k =M M +M M + (M +M ) (N +N +N N +N (N +N ) ) 
31423 13 2413513

- (N N +N N +N (N +N +N N ) ) - (M M +M +M ) (N +N +N ) 
231452413 1324 135

k = (M M +M M ) (N +N +N N +N (N +N ) ) 
5 1423 2413513

+ (M +M ) (N N +N (N N +N N ) ) -M M (N +N +N ) 
13 2452314 24135

k7=(Ml (N2N4 +N 5

-MM (N N +N N +N (N +N +N N ) ) - (M M +M +M ) N N N 
24231452413 1324245

(3.14)

and

k =M M +M +M +N +N +N N +N (N +N ) - (M +M ) (N +N +N ) 
213242413513 13 135

k =M M +N N +N (N N +N N ) 
4242452314

(M M +M +M ) (N +N +N N +N (N +N ) )
J. 5 ^- i 4t,T"AOO-l. O

-(MM.+M M 0 ) (N,
1423 135

- (M +M ) (N N +N N +N (N +N +N N ) ) 
13 231452413

k = (M M +M +M ) (N N +N (N N +N N ) ) 
6 1324 2452314

+M M (N +N, +N N +N (N +N ) ) 
24 24 13 5 1 3

} (3.15)

(N2N 4 +N 5
J
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In practice inaccurate values M! 1=1,2,... 4-/ and 

N! i=l,2,..*5, are found instead of M. , N. and lead to

B'(p), B'(p), E'fO'/E'f a b a a b and hence to Z',Z' in place ofa b

the corresponding accurate parameters. Thus equations (3,3) to

(3.15) are replaced by equations in terms of the inaccurate

parameters, e.g.equations (3.3) to (3.5) are replaced by

B 1 (p)=(l+M'p+M'p2 )(1+M'p+M'p2 ) 
a 12 34

=E'+O' 
a a

(3.16)

If the loss calculated from equation (1.4) using K 1 instead 

of K, fails to satisfy the filter specification, the coefficients 

M! and N! must be improved in accuracy. To ensure that none of 

the roots move across the imaginary p axis, coefficients Ml and 

N! are used in preference to a! and b! as explained in section 2. 

The nine equations based on (3.14) and (3.15), but in terms of the 

inaccurate parameters k!, M!, N!, can be rewritten in terms of 

the errors, Ak., AM., AN. by substituting

k!=k.+Ak. ,

M:=M.+AM. ,

N:=N.+AN. , 1=1,2,...5

(3.17)

The most significant terms i.e. those terms not including error 

terms are then removed with the aid of equations (3.14) and (3.15). 

If second and higher order error terms are neglected, nine 

simultaneous equations which relate the unknowns AM., i=l,2,...4, 

AN., i=l,2,...5 to the known errors Ak., i=l,2,...9, are obtained, 

some of which are given:
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Ak-l =AM1 +AM3 -AN1 -AN 3 -AN 5

Ak =AM (M +N +N +N N +N (N +N ) -M (N +N -f N ) )
<3 J.H/.H'JlO^J.O <3 J. 3 D

+AM (M -(N +N +N )) 
23 135

+AM (M +N +N +N N +N (N 4-N ) -M (N +N ^N ) ) 322H13513 1 I 3, 5

+AM (M - (N +N +N ) ) 
HI 135

+AN, ( (M, +M ) (N +N ) - (N +N N ) - (M M +M 4M ) ) 1 13 35 H53 132H

+AN ( (M +M ) - (N +N ) )
213 35

+AN ( (M +M ) (N +N ) - (N +N N ) - (M M +M +M ) ) 31315 251 132H

+AN ( (M +M ) - (N +N ) ) 
HIS 15

+AN ( (M +M ) (N +N ) - (N +N +N N ) - (M M +M +M ) ) 5 13 13 2H13 132H
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Similar equations can be obtained for all Ak. where 1=2,4,6,7/8,9.

In the early investigations, the equations were solved by 

means of an available ICL library program which used Gauss' method 

of pivotal condensation with partial pivotting, mentioned in 

section 2. • Because various different accuracies were needed in 

the later investigations reported in section 5, the library program 

could not be used, but, as the method was satisfactory, a more 

general program, based upon it, was written.

The solutions of the equations are then used to give revised

values for the M. and N. coefficients, and the loss is11

recalculated at the various to values. The process is repeated 

until the filter specification is satisfied and when this occurs

the coefficients a! and b! are calculated. For a ninth order
i i

filter five of them are fixed, say b',b'...b', and the values
12 5

of the others ((n-l)/2 in number) a 1 ,a*,a' and a 1 are chosen so
•J. £- 3 \

that the denominator of K 1 (p) will be the same as the denominator 

of K(p) i.e. k 1 ,k',k' and k 1 are forced to be k ,k ,k and k 

respectively. Thus a 1 to a 1 are found from equations

k =a l +b l +a l b'-a I b l -a l b l 
4^422 31 13 (3.18)
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In this way, the pair of compatible lattice impedances 

zac » Zb c for the particular choice of five fixed values and 

four variables out of the a^, b i coefficients are found which 

satisfy the filter specification for loss and have known resonance 

frequencies.

The open- and short-circuit impedances are found as mentioned 

in section 2 from the equations

(3.19)

V<VV/2

where Y=1/Z. Then the element values are realised by the method 

described in Appendix 3.

3.2 Symmetrical filters of any order.

This section extends the first part* of Saraga's method 

to any low-pass symmetrical filter of order n=2r+l, with r any 

positive integer. Proofs are given for some of the equations and 

are outlined for the remainder. The notation is explained and 

the generalised equations are given in tables I and II and then 

applied to a filter of order 9. 

3.2.1 Derivation of generalised equations.

3.2.1.1. The k coefficients expressed in terms of the a and b 

coefficients.

The characteristic function K(p) can be written in the form

k,p+kj? 3+. ....+k__ P2r+1 N

* By first part is meant the discussion of relationships which 

in the case of n-9 are given by equations (3.12) to (3.15).
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with N and D equal to the numerator and denominator polynomials 

respectively. The index r is restricted to an even value (a similar 

development can be traced if r is odd). The polynomial N+D is

written as the product of two polynomials B (p) and B (-p) ,a -D

where B (p) contains all the Hurwitz factors and B (-p) contains 
a b

all the anti-Hurwitz factors, i.e.

N+D=B C-p)

a low: pass, filter of order 2r+l it can always be

assumed that r zeros of N+D lie on the left hand side of the 

p-plane and r+l zeros on the right hand side, or vice versa. 

Therefore let

B (p)=l+a p+a p2+.....+a p 
a 12 -

=E +O 
a a

and

Bb (-p)=l-b1p+.

=V°b

j.( i\ t_ . .+ C-D b p
r+;r

(3.21)

where E ,E are the even parts and O ,O the odd parts of 
a b a b

B (p) , B (p) respectively. The alternative form a D

B (p)=l+a a 1
r+1

r+l

p
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need not he discussed, as it would only lead to the interchange 

and inversion of the lattice impedances Z and Z defined 

by (3.2Z) below.

The equations (2.14) give the lattice impedances Z and Z,
a b

and

O

a E 1+a p2+. 
a 2

Z =
b CX b p+b p3*.....+b pr+1 

b 1 3 r+l^

(3.22)

The substitution of these lattice impedances into the

equation

K(p) =
Z Z -1 a b
zu~z 
b a

(3.23)

gives using, equation (3.2O)

k p+k p 3+...

......+k

pr~ 1 ) (1+b p2+..+b r>r ) -^f.1P+« 3P 3+ r.r 2
j2+...+a pr ) (b p+b p 3+...+b 

2 t l 3
^r^ /i j_v> ^TZZ !Zu ^,r\ _. ..+apr )r pz+...+b pr )
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Equating coefficients of powers of p in the numerator polynomials 

in the last two expressions leads to

p : k =a -b 
111

: k =a +a b -a b - ba 
331221 3

: k =a +a b +a b -b -a b -a b 
55321452341

D2r+l. . ___ .P ' k arbr+l

(3.24)

The general term can be considered as the coefficient of

and can be written as

k2i+l=a2i+l +
D=l j 2i~2J+l

provided a =a =. ..==O i.e. a =O for t^-r+1 r+l r+2 t

and b =b =. ..O i.e. b^=O for t^r+2 r+2 r+3 t

(3.25)

Similarly equating denominators yields

: k.=a +a b +b -a b -a b 
442243113

> (3.26)

P2r~ 2 : k =a b +a b -a b -a b (assuming r>2) 
2r-2 r r-2 r-2 r r-1 r-1 r-3 r+l

2r : k =a b -a b2r r r r-l r+l
(assuming r>l)
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For the general case;

2i : k2i=a2 .+ a2i-2j +lb 2j-l

provided

a =O for and b =O for
v*

(3.27)

Note that in order to obtain the equations (3.24) from equation 

(3.25) i takes the values O,l,2,3,..,r-l,r whereas to obtain the 

equations (3.26) from equation (3.27) i takes the 

values 1,2,3,...r-l,r. Any summation with the upper limit smaller 

than the lower is taken as zero, e.g.

a2i-2j+lb2j =°'

Such a case occurs for instance when i=l in equation (3.27).

3.2.1.2. The a coefficients expressed in terms of the M coefficients,

The polynomial

B (p)=l+a
cL -

p
2r

(3.28)

can be factorised into quadratic factors i.e

(p)
rZ2 

= IT

=(1+M p+M p2 ) (1+MD+M p2 ) ... (1+M
12 3 H r— l

(3.29)

Equating coefficients of powers of p in (3.28) and (3.23) gives

r/2 
p : a =M
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a =M,M,+M.M_- 
21315

+M.M. . 1 r-1

+M M + .....,+M M 
35 3 r~

"T" • • • *

. ,+M M r-3 r-i

+M +M +......+M
2 U r

r/2 r/2
M M + > M
2i-l 2j-l ^-rr 2i 

1=1 3=1 J 1=1

r/2 r/2 r/2
x X M

2i-l
M 4- M+

r/2 r/2

i+j

M M M2iM2j-l

The notation is to be taken to mean that none of the counts

can coincide in value in any term of the summation i.e. i4=k as 

well as i4=j and j4=k. Similar meanings are attached to i+j

and etc.

r/2 .r/2 r/2 r/2

4! II 2l >_ H M2i-lM2j-lM2k-lM2*-l
i=l j=l k=l jl=l J

r/2 r/2 r/2 r/2
S ^ M M M + h > ^ M M £. —— Z —— 9i-l 9-i-l 9V ^ ^- __ *- —— Oi I^ J- ^D 1 ^ i=1 j=1 -21

ifj

Before giving the two general terms a _ and a , it is
2* 01 1

necessary to give examples to explain the notation for two formal 

expressions C and D that will be used. An expression of the

following form will be considered:

C will be considered first

......... ̂ __ ^ 11

? \ >/a-1 summation ^ct-1 terms
signs
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It is to be taken to mean: in the case of 

ci=l : C=O 

ct=2 : C= ^ .
r- 2l1

a=3 : C=
J

a=4 : C= M M
ijk J

where i/j,k cannot take the same value in a term such as

M..M_.M_, . 
2i 2j 2k

The expression D will now be considered:

D =
L—— i

3
*• T 1 2* v k 1

/ I / \/ va-3 terms' X2S-1 tea-3 summation7 V23-1 summation va-3 terms' X23- 
signs signs

where 3 will be used later as a running count in a summation.

It is to be taken to mean there are ct-3 summations, one for each

of the a-3 counts i ...... j of the even subscripted M coefficients,

and 23-1 summations, one for each of the 23-1 counts k. .....£

of the odd subscripted M coefficients. Two examples will be 

considered. For a=2, 3=1

i k

For a=5, 3=3

° ' I I I I! Z I Z M2iM2j M2]c-lM2*-lM2m-lM2n-lM2p-l

In this case no two of the count values i, j ,k,fc,m,n,p can have 

the same values in the term M^ jM^.^^

there are two M coefficients with even subscripts and 5 with odd 

subscripts.



Then equating the coefficients of p2a ' in equations (3.28) and (3.29) leads to:

^o-l summation 
signs

J-l K-l V

nX V a-l

C-1

terms

1-6 summation 
signs

' ^2g-l summation' 
signs

r/2
•••••••• _ M2k-l""" M

= x=l vs \2a-l summation7 2a-l terms 
signs

2J!.-1 .,/

-6 terms

-
^ \g-l terms^

a-3 summation' 26-1 summation' 
signs signs

a- 6 terms 23-1 terms

which is true for a=l,2,...'ir provided no two of the count values of i...j k...£ are the same in the term M . ..M_. M_ ...M .
^X ^J ^K~~J- ^X X

Let q=o-B , v=2(J-l and change i-»-i , j-»-i , k-»-j , 2+j then

••- 1 :

when the limits of summation c and d equal ^r.

For even powers of p the general term given by equating the coefficients of p2a in equations (3.28) and (3.29) is:

M
2j

V 5 \ / a summation -^ a terms
signs

£-1
^ / * / t / \a-6 summation' 26 summation' a-6 terms 26 terms

signs signs

2a summation' 2a terms 
signs
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.
M •••••• M- M ••"•• M

r/2 
vvi,, v^, ^- •••••••• X- £_ ......... J_ M •••••- "21 "2k-1 •••••• "2Z-1

0=0 ————— 1=1 3=1^ ^^ J ^ y
a-6 summation 23 summation v a-3 terms 20 terms 

signs signs

where a— 1,2,. . .'jr. Replacing i,j,k,£ by ij»i- »J-|»J • a~$ by q» 23 by u and the limits of the summation by c and d 

leads to the equation

V2-

3.2.1.3. The b coefficients expressed in terms of the N coefficients.' 

The polynomial 

Bb (p) = l+b lP+b2p2 + ...'. + br+jpr+1

can be factorised into *5r quadratic factors and 1 linear factor (as stated at the beginning of this section r has been limited 

to even values) . Thus

B. (p) = (1+Np-HJ p2 ) (1+N p+N p2 ) ...... (1+N p+N p2 ) (14N p) .
D 12 34 r-lr r+1

When similar techniques to those used to relate the a and M coefficients are applied, the following equations, valid 

for a=l,2, . . .'srf I are obtained:

r/2 
iyT 2~.. ....... 4»2i— " H 2J N 2k-l

C 3=> \ /fa-1 summation ' a-1 terms 1 term 
signs

1 ^2. ^2
(o-0): (23-D: ^= 

K
x a-3 summation'' ^23-1 summation''' va-3 terms x N 23-l terms 

signs signs

-l summation 2a-l terms 
signs

ifc)
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6-1
(a-6): (26-1) ! 3=1

summation 
signs

^26-1 summation' 
signs

-B terms

2)1-1

2B-1 terns

The same substitutions will be 

d= >ar+l. This leads to

used as before but in the present case the limits of the summations will be c=hr and

2o-l V1
23 -1 J v

In a similar way

2a -•—i ,
-j =1 1

23 -1 J u

3.2.2 Tabulation and application of the generalised equations.

The generalised equations discussed in the previous section are summarised in the following two tables.

Note I

Summations > with b<a are to be treated as non-existent.
a

Note XI

For the equations in table 3 relating the coefficients a to M and the coefficients b to N, none of the subscripts 

i,, i., ... i -„ , j,, 3 n » •>• 3oo , » 3« 0 Is allowed to assume an identical value with another subscript in the same
1 2 CX—p 1 Z Zp— 1 2p

multiplicative term. Thus

/ M_
V1 -2

= M2M4M5+M4M2M5=2M2M4M5

since terms like M-M.M, are not permitted because then i 2=j=2.

Table 2 Relationship between characteristic function K(p) and lattice impedances Z and Z

K(p)

2i

a2i-2^1b2j- a2jb2i-2j +l

a2i-2j+lb2j-l

1-0.1,2,. ..r (1)

(2)

a =O for t > r+1

case I : r even case II : r odd

r>r ,

"b b 1p+b.)p 3 -f ... -rtj p
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Table 3 Relationship between the coefficients M and a, N and b. 

The table should be read with notes I and II.

r
case I : r even

1 +£_ apj =lf

b.p = (1-fN IT u*21_lP*

case II : r odd

S(r-l) 

| |

, (HN2i_lP«2ip2 )

For 0=1,2,...e with q=a-£J ; u=26 ; v=2g-l :

c d d d
(1) a20-1 t~i q:v: i i =1

q
M M •

j v=l
" M2i M2j -1M2J -

q i 2

(3) b2«-l

c d d

V1 j
c c

*•"• i,-l i,=l i =1
d

ZL

V1

d
---.21 N N

j v=1 l 2

(4)
i =1
q

J u=1
N2i N2i

case I : r even case II : r odd

c 

»5(r-l)

d 

«j(r+l)

It may be noticed that equations (3) and (4) in the above table can be obtained from (1) and (2) respectively by replacing 

coefficients a by b and coefficients M by N, and taking the appropriate values for c, d and e.

To show the way in which the tables can be used in specific cases a filter of order n=9, i.e. r=4, will be considered.

From table 2, afc=O for t»5 and b =O for t»6. Substituting iO into (1) gives

O

j=l
k,=a -1

and i=2, yields

j5_ 2 .

When i=3 is substituted into equation (2) of table 2,

V2-ib2-f £ a7-2ib2-i-l
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Clearly these equations agree with the corresponding equations in (3.12) and (3.13), 

From table 2

Z =

1+b p2 +b p"

Vi

and from table 3, equation (1) ,

a2a-l= £jr _ •• •• M2i •' M2i M2j -1 •• M2j -
B=l q i =1 i =1 j =1 j =1 1 q : 1 3 v

1 q J l v

where q=a-3, u=23, v=23-l . 

With a=l,

-. <i-3>: (23-D: ~, -...-....-. — _ .-.-...-...- M ...... M2i M ....... M _
6=1 i.-l 1=1 3 =1 1=1 1 q J 1 J v=1 i =1 J 1=i j v=i j"i —q V 1 *

^1-3 summation^ 23-1 summation 1-3 terms ^23-1
signs signs

v1 2J1" ]
Since O!=l,

With 0=2,

3 o—r \.f-~ M/ • i*.p —->-y . ^—^ -j———^ j—^
6-1 1 2-3 3 1 J 23-l"

The second term is non-existent because three different values of the count are needed and there are only two

a =M M +M M3 2341

In equation (2) of table 3, a takes the values 1 and 2. As an example the expression for a? with a=l will be given,

V =1 V1 3 i=1 j u}1 \ LI yq 2v*- x 2/u" 1
1-3 summation/ ^23 summation 1-3 terms ^23 terms

signs signs

These equations agree with (3.9). Because the calculation with a=2 has no unexpected features, it is not given here. 

However it might be of interest to apply the formula (3) for b 2a-l °f table 3 - Taking the appropriate e, c, d values from 

the table gives a=l, 2, 3 and
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b2«-l

\a-B summation' 26-1 summation ^^26-1 summation' x a-6 terms'' 26-1 terms 
signs signs

When a=l ,

V ̂r g V

This agrees with equation (3.1O). 

For -o=3.

5 summation 
signs

No repetitions of the count values are allowed, i.e. the second and third terms cannot exist because in one case four different 

values of a count are required but there are only three values at most and in the other case five different are required from 

the three available. Therefore only the first term in the last equation exists which when expanded leads to

b^= L (N N N -H^NJO = N^N^N^ . 52245425 245

This agrees with equation (3.1O). The expressions for a and b. f i=2,3,4 can be found in a similar way.

- 43 -



4. Initial design application of Saraga's method.

Whereas all algebraic expressions given in this thesis (and 

also in ref.7) refer to symmetrical low pass filters in general, 

irrespective of the shape of the loss frequency curve, the practical 

design examples studied in this thesis refer to Cauer type low pass 

filters, i.e. to low-pass filters with equi-ripple behaviour in the 

pass band and equal loss minima in the stop band.

4.1. Previous investigations*

Saraga's method had already been investigated in different ways for 

a symmetrical filter of order 7(ref.7)*. Such investigations had been 

carried out, mostly by this researcher, before the work reported in

this thesis was started. In the investigations to be described in

N (p)
section 4.2, the starting point is a known function K(p) = —T£-T-D(p)

Now in the conventional design process the positions of the zeros of 

D(p)+ N (p) are not given but have to be found from K(p) , where 

N (p) and D(p) are considered as "accurate". In the process of 

finding the zeros of D(p)+N(p) the zeros would normally be obtained 

inaccurately (as discussed in detail in section 2) unless very special 

measures (such as double or triple length arithmetic and a great number 

of iterations) are taken. As explained before, in Saraga's method it

* The notation in that reference differs from that of section 3.2 

of this thesis. For n=7 in ref.7,

N+D=(l+M1p)(1+M p+M p 2 )(1-N p+N p2 )(1-N p+N p2 )

whereas in this thesis

N+D=(l+M.p+M0 p2 ) (1+M.p) (1-N p+N p 2 ) (1-N p+N p2 ) 
1 ^ o 12 34

i.e. the first two factors have been interchanged. This has been 

done because for the general algebra it is more convenient to write

the linear factor after the corresponding quadratic factors.
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is possible to work with fairly inaccurate zeros of D+N and to 

carry out any improvement that is necessary not on these zeros but

on the lattice impedences Z and Z , at a later stage of the design
a b

procedure. Therefore, in an investigation of Saraga's method 

"inaccurate zeros" of D+N are required as a starting point. It 

was thought that, rather than actually finding such "inaccurate zeros" 

for each investigation which would also imply that the inaccuracy had 

some random character, it would be more convenient 'and more useful 

to introduce defined inaccuracies. The first approach adopted was 

to start with "accurate" zeros. These were obtained by double or 

triple-length arithmetic including a large number of iterations

(later, during the work for this thesis they were obtained from 

ref.ll). Then these zeros were artificially deteriorated by 

multiplying the real part and the urxontnoru part of each zero, by a

factor TI . At the beginning of the investigation Ti=l.l was used.

Therefore the investigation described in ref.7 started with

N(p) 
D(p)
N (p) 

an accurately known function K(p)= * and a set of zeros of N+D

with exactly defined inaccuracies.

Four of the ways in which Saraga's method can be studied 

are shown in fig.l and defined as "options" 1 to 4 in fig.2. Also 

the techniques used in the steps in fig.l are indicated in fig.2. 

Options 1 and 2 can be used to investigate the method i.e. the 

performance (loss/frequency values) is calculated after some of 

the parameters have been changed. Options 3 and 4 can be used to
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Fig.1. Steps in the investigation of Saraga's method.

N(p)Given K(p) = D(p)

and a set of zeros of D(p)+N(p) with exactly defined inaccuracies.

Find the linear and quadratic factors of D(p)4N(p) from the 
inaccurate set of zeros (deteriorated factors).

(2.
Calculate the incompatible impedances Z 1 , Z'

ax D
from the deteriorated factors of D(p)+N(p).

"Oth iteration"

Record Z' and Z' 
ai

Alter some parameters to form the compatible Impedances Z 1 , Z' .1•

,Record values of Z' . Z*ac bi

Calculate K'(p)=K:(p), say, from ZV , Z' 
i- ai bi

; Calculate K'(p)=K' lp) say from Z 1 , Z'
i_ _ __ _ _ _ c ac JDC

) "jth iteration"

YES.
Inspection by•

Change the linear and quadratic 
factors of D(p)+N(p) by means 
of the improvement process 
described in section 2 to give
new values of Z' and Z' .ai bi ___

designc

IT
Calculate loss/frequency 
values from K!(p) and from 
K 1 (p) for all1 iterations 
tnouqht to be of interest.

Plot the loss/frequency
values calculated 
from some of the 
K(p) and KMp).

Alter some 
parameters to 
form the 
compatible
impedances Z 1 ,Z'e _____ac be

Calculate K'(p)=K'(p)

Calculate loss/frequency 
values from K'(p) (and 
also from K'(p)) .

Calculate Z and Y

from Z' amd Z' 
______ ac be

See fig.2 for notes concerning this figure.

Calculate element values 
by a conventional 
realisation process 
from Z and Y

Take latest linear 
and quadratic 
factors of D(p)+N(p) 
and repeat process 
with limit in step 
8 changed to a 
smaller value . _

Calculate loss from element 
____ values.
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Fig. 2 Notes for fig.l

Note 1 Symbols such as and mean connect to

Note 2 Double length arithmetic instead of single length arithmetic 

or lower accuracy, was used in step 18 only i.e. for the 

conventional realisation method which was used to find the 

element values.

Note 3 Different forms of Saraga's method are defined in the 

following way:

Option 1 The steps in blocks 1 to 12. 

Option 2 The steps in blocks 1 to 9 and 13 to 15, but

excluding 3,4,5,7,10 the blocks with broken line

borders. 

Option 3 As Option 1 but with steps 16 to 2O in addition

which are enclosed in blocks with double borders. 

Option 4 As Option 2 but with steps 16 to 2O in addition. 

Note 4 In the following table those equation numbers and section numbers 

which refer to the detailed description of the method for a 

filter of order n=9 are enclosed in square brackets [ ] 

whereas those which refer to the general description are enclosed 

in "curly" brackets { }.

Block number (s) (Equations and sections used)

2

4, 13

6

7, 14

9
11, 15

17

{ (2.14) ,(2.15)} ; [(3. 2)-(3.11)].

{Last 2 paragraphs of section 2); [find a 1 to a' from (3.18)]

{(2.20)}

{(2.20)}

{Near end of section 2};[section 3.1 after equation (3.16)].

{(2.19)}
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design a filter i.e. the element values are found (as well as 

the performance). Options 1 and 3 are similar because when they 

are used, many calculations are carried out and many results are 

obtained, and this means that the method can be studied in detail. 

On the other hand options 2 and 4 are more efficient because when 

they are used only the necessary calculations are performed.

As mentioned in blocks 4 and 13 of fig.l, some of the

parameters are altered to give a pair of impedances Z 1 , Z'ac be

which will produce the required poles in the loss function, i.e. 

Z 1 , Z' are forced to be "compatible" with the frequencies of 

the poles of the original K(p) function. Referring now to block 8, 

the value O.OOO1 was chosen for the test so that a great deal would

be learnt when option 1 was used: all the functions K 1 (p) thatc

could be of interest are calculated and by the time the test is 

satisfied the differences in the loss/frequency values calculated 

from the original K(p) and from K| (p) and K 1 (p) are negligible. 

However when option 2 is used, another larger value such as O.O1 

might be more useful because it is only required that the loss 

calculated from Kf<p) should satisfy the specification 

(involving lower and/or upper limits) it need not be near to the 

loss calculated from the original K(p).

The count j (set after block 3 and incremented after block 9) 

is used to indicate the number of times block 9 has been used to 

improve the incompatible impedances Z 1 . and zi-t i.e. the number 

of iterations performed to produce the particular Z 1 ., Z' , the
3.1 Dl

associated Z 1 Z 1 calculated in block 4 and the corresponding 
ac be

K' , K 1 calculated in blocks 6 and 7. 
i e
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As indicated in blocks 11 and 12 of fig.l, some sets of loss/ 

frequency values calculated from the K!(p) and K 1 (p) (of
J- \^

later iterations) were not plotted. This was because such loss/ 

frequency values were almost indistinguishable from the "original" 

loss/frequency values calculated from K(p) on a scale in the 

pass band of O.O2 dB/cm and in the stopband of 5 dB/cm against 

a normalised frequency scale of O.I/cm (the normalisation being 

such that the passband ends at unity).

Higher precision arithmetic is used for the realisation of the

element values by a conventional realisation process (block 18

of fig.l) as mentioned in note 2 of fig.2. This ensures that

the differences between the results calculated from the "compatible"

and "incompatible" values are meaningful and not attributable to

rounding errors.
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When the compatible impedances Z 1 and Z' were used, btacjc IS——•*-————— ac be
loiiK tliost -from. Llock 1°) of option 4- 

options 2 and 4 of Saraga's method gave identical results^for the

loss/frequency values for a given iteration (to recall: in bt&ck IS 

the loss is computed from K (p) and in hl&ck /9 from the element

values). In view of this agreement it was tentatively inferred 

that the loss could be predicted using option 2 by itself and this 

option has the advantage of being far shorter than option 4. In 

fact instead of option 2, option 1 was used because it gives much 

more information which was useful for the study as a whole but for 

practical purposes it is often justified to consider the comparison 

as if it were between options 2 and 4. Therefore it was regarded 

as appropriate strategy to investigate Saraga's method by option 1 

alone in the expectation that if the loss calculated from K 1 (p)
C

(i.e. from Z 1 and Z' ) satisfied the design requirements, the ac be 3-a

element values of a filter with the same performance could be obtained 

using option 4 of Saraga's method.

It is of interest to find that when the incompatible impedances 

were used blocks /5 and/9 gave different results (i.e. different loss/ 

frequency values); therefore the performance of the final filter 

could not be assessed by inspection of the results of option 2. The 

reason that the results from b(xsck 19 differ from those of biock 

(in the case of incompatible impedances) is that, as mentioned

earlier, it is required that Z' = Z' at the frequencies of thea JD

attenuation poles (i.e. where K(p) •> °°) ; this relationship is
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not satisfied for the incompatible impedances Z 1 . and Z,1 .ai bi

at the nominal pole frequencies of K(p) which were used for 

the realisation.*

4.2. Present investigations.

4.2.1. n=7

Before the work for this thesis began, investigations had been 

carried out (as mentioned in Section 4.1) using option 1 fig.l 

of Saraga's method. In this case all the zeros of D(p)+N(p)

i.e. the zeros of B (p) and of B (-p) (see equation (1.6))
a JD

had been increased by a factor of 1.1. The work for this thesis 

started with further investigations using option 1 but with the 

real and imaginary parts of these zeros altered in various ways 

by factors of 1.1 and O.9 The zeros of B (p) are -a +j3 , -a
3. \. L 2.

and those of Bb (p) are -a 3 ± j3 3/ -a ± jB ** and the inaccurate

zeros, i.e. the zeros of B 1 (p), B'(p) (which are taken as
a L>

initial data for the cases studied using option 1 fig.l of Saraga's

method) are given in Table 4 in terms of the a. and 3.. The

attenuation poles are ft , ft and ft .

* Alternatively, if agreement between the loss frequency values obtained 

•Jrwn biocks /5 and /? were required, an equation in p2 obtained from

Z 1 = Z'. could be solved (of comparatively low order, namely, ^(n-l)). 
ai bi

The p-values thus obtained could then be used in the conventional 

realisation process as the frequencies of the loss poles, provided they 

all were purely imaginary. The loss/frequency values found by analysing 

the element values obtained in this way should then agree with the results 

of btock 15 but would not agree with those of bkxJc H .

** Note that these are the zeros of Bb (p) and not °f Bh (~p)«
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Table 4. Filter type CQ715 7 6=56.*

ft, = 1.206218, ft = 1.402707, ft = 2.248546.

^X^Iteration
^X^n umber 

Case ^x.

(i)

(ii)

(iii)

(iv)

(v)

B'(p) 
a B;(p)

———————— - ————————————————————— >

-0.9aj ij0.93 1 

-0.9a2

-I.la1 ±jl.lg 1 

-I.la2

-I.la 1 ±j0.93 1

-l.la 2

-I.la 1 ±j0.93 1 

-I.la2

-l.lajijl.13 

-1.1«2

-O.9a 3 +J0.93 3

-o.ga^ijo.ga^**

-0.9a ijO.93

-O.9a ijO.93 ** 
4 4

-I.la 3 +J0.93 3 

-l.la ijO.93 **

-0.9a 3 +jl.l33 

-0.9a4ljl.l3 4

-I.la 3±j 1.13 3 

-0.9a ijO.93^**

Fig. numbers for plots 
of loss/frequency values

O

-

5

9

13

16

1

3

6

10

14

17

2

4

7

11

15

18

3

-

8

12

-

19

-a1 ±j3 1 = - .1631560004 ±j . 9274774275 - Ct 3 ±^ 3 = ~ .O4176841557±jl. 0249489572 

-a2 = -. 5179729584 -a^ijB^ = - . 37179751891 j . 62435O288

* In this table and table 5 the type number is that used by Saal (ref.lO)

** The value for O.93. was incorrectly used as O.56195259 instead of

O.5619 1_ 5259 but as the error was less than O.O1% it was decided not 

to repeat the calculations.
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The loss/frequency values calculated from the accurate K(p) 

functions are called "ideal" and shown in f^S. 3 orut l^ . The 

loss/frequency curves for the incompatible and compatible parameters 

are shown in figs.3 to 19 as indicated in table 4.

In case (i) all zeros of D+N are multiplied by a common 

factor O.9. This is equivalent to changing the frequency scale.* 

However, this applies only to the Oth iteration, because during 

the improvement process the coefficients in the inaccurate K 1 (p) 

are compared with the coefficients in the original K(p) which 

is ideal with reference to the original frequency scale.

A general conclusion is that the stop bands are much better 

for "compatible" than for "incompatible" cases, but the passbands 

are mostly slightly worse (although some were improved); this is

understandable since the operation of making Z'. and Z'
ai bi

compatible is concerned with the stopband behaviour. It also 

appeared that in the "compatible" case an acceptable filter can 

be obtained after fewer iterations.

These encouraging results led to the method being investigated 

for a filter of order 9.

* This was foreseen and the results were used as a check.
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4.2.2. n=9

Saraga's method was investigated further, a filter of order 9 

being used. Once again only option 1 fig.l of Saraga's method 

was employed. The values of p at which the zeros of 

D (p) +N (p) occur were taken from published tables (ref.ll) - 

where they are tabulated in the form of zeros of H(p) - and 

inaccuracies were introduced by multiplying, in turn, each zero by 

1.O1 and 1.1, i.e. by adding 1% and 1O% to each. The case of 

1% inaccuracies revealed after a single iteration that the errors 

were too small to be of interest. The case of 1O% , on the other 

hand, required more than 11 iterations, and two zeros were 

interchanged, showing the error was too large and therefore 

unsuitable as an initial error. For these reasons the process 

was repeated with the more realistic multiplication factors of 

0.95 and 1.O5. 

Table 5 gives :-

(a) the accurate values of the zeros of B (p) , -a ±j3, anda J. J.

-a2±j$ 2 , and the zeros of Bb / 

and -a ;

(b) the new starting values, i.e. the above zeros modified by 

factors O.95 and 1.O5 ;

(c) the numbers of the figures showing the corresponding loss 

frequency plots ;

(d) the values of the attenuation poles ft , ft , ft- and ft.
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Table 5. - Filter type CQ915, 6=7O.

! = 1.0691285656, ft = 1.11931685O8, 1.3023470398, ft = 2.0944721998,

">v->v>>s l te r at ion 

Case ^^*-\^^

(i)

(ii)

(iii)

(±^)

B 1 (p) 
a 1»

'Wr

-l.OSa ±jl.05B 1

-l.OSa ±jl. 053

-0.95a ±J0.953 1

-0.95a2±j0.9532

-0.95a +J0.95B,

-l.OSa ±jl.05B 2

-l.OSa ±jl. 053

-0.95a +J0.95B

-l.OSa ±jl.05B.
0 O

-l.OSa ±jl.053

-l.OSa
O

-0.95a ±jO.953_
O O

-O.95a, ±j0.953 4 4

-0.95a
O

-O.95a ±j0.953 3

-l.OSa ijl.OSB^

-0.95a

-l.OSa ijl.OSB,
•3 0

-0.95a, ±j0.953,
LL LL

-1.05a 5

-a1 +jB 1 =-0. 3519690945±jO. 59O7712658

_a2 +j3 2 = -0.0573133222±jO. 9781899505

Fig. numbers for plots of 
loss/frequency values for:

Incompatible 
parameters

O to 2

20

24

28

32

3,4

21

25

29

33

Compatible 
parameters

O to 2

22

26

30

34**

3,4

23*

27

31

35

-a 3±j3 3 = -0.1586637177±jO. 8776774257

-a^ljS = -0.01 377930111 j 1.00849 30 305

-a = -0.4905954745

The "ideal" loss/frequency values, calculated from the function K(p), are 

shown in each figure.

* The loss/frequency values for iteration number 5 are also plotted in fig.23,

** Loss/frequency values for iteration O, compatible parameters case (iv) wore 
not plotted.
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The loss/frequency points for a filter of order n=9 were 

plotted automatically, by means of a "Kingmatic Drafting Machine" 

at Imperial College (instead of by hand, as for n=7) but the 

curves which connected the points were drawn by hand so that, 

if necessary, extra points could be entered later in areas of 

particular interest.

Again a general conclusion was that most of the passbands 

are slightly worse and the stopbands are much better for the 

"compatible" than for the "incompatible" case. These results 

gave further encouragement for the use of the method and it was 

decided to test it under more realistic circumstances and compare 

the results with established filter-design methods.
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5. Comparison with -other design methods.

Since the main purpose of the study of Saraga's method was 

to assess its practical value in filter design in relation to the 

existing methods, a comparison of the various methods had to be 

the conclusion of the present investigation. It was decided that, 

after the results described in section 3 and in section 4.2 had 

been obtained, a stage had been reached where such a comparison 

should be attempted, in preference to further developing or 

generalising the method. Initially a discussion of both the 

possible criteria and possible methods of comparison is required.

5.1. Choice of criteria for comparison.

5.1.1. Computing accuracy

The most important comparison is that of the

accuracy of the element values, because inaccuracy can reach a 

level where the values are useless and then either higher-accuracy 

arithmetic is necessary for the computations involved in the design, 

or a different, "better", method of design has to be used, if one 

exists. As stated earlier, 2O, 3O or more significant figures 

were often required when a filter was designed by the conventional 

method in order to produce element values accurate to only 4 

significant figures, and the later method by Szentirmai/Bingham 

reduced the accuracy needs: only single length arithmetic had to 

be used, for instance 7-8 significant decimal figures on a Ferranti 

Mercury computer. Later the ICL 19O2A was used and in its case 

single-length arithmetic (Fortran) means 11-12 significant figures 

which was more than that required for the Szentirmai/Bingham method.

In this investigation of the comparative accuracy of different 

design methods, these different methods are applied to the same
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filter function and to the same performance specification. If 

all methods produce satisfactory element values, two approaches 

are possible:-

(i) reduce the accuracy of working, and redesign by all the 

methods; repeat this until at least one method gives results 

which are inadequate.

(ii) Choose a more "exacting" filter specification using 

either (a) a filter of the same order but with, for instance, a steeper

transition band and smaller maximum passband loss*, 

or (b) a higher-order filter,

and then, employing the same constant accuracy throughout, repeat 

the process (several times if necessary) until at least one method 

gives unsatisfactory results.

The particular choice of the criteria for the comparison was 

affected by the stage reached in the development of Saraga's method. 

Filters of order n=7, 9 had been investigated (section 4.1 and 

4.2), also filters of order n=7 had been designed and with a 

little more (programming) work filters of order n=9 could also 

be designed. Furthermore, for the first part of Saraga's method 

general equations and expressions had been prepared for filters 

of any order (see section 3.2), but no attempt had been made to 

prepare general expressions for the later part of the method 

(see section 3.1 for filter of order n=9) . Moreover,when some

* For a given n-value, only two of the three parameters, maximum 

passband loss, minimum stopband loss, and the steepness of the 

transition band,can be chosen independently.
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programs had to be redeveloped (as described in section 6) the 

advantage of a facility for choosing the number of significant 

digits that should be used for the arithmetic in each design 

investigation was pointed out to me, and it proved possible to 

provide such a facility; all the later-written programs depended 

on it*.

The advantage of using approach (i) was that a stage would 

be reached when at least one method failed whatever order of 

filter was used. For convenience a filter of order n=9 could 

be chosen for the tests. The disadvantage in following approach 

(ii)(a) was that there was no certainty that it would have been 

possible to choose a filter of order 9 (or lower) with a sufficiently 

steep transition band and small passband loss so that at least one 

method failed and yet all the element values were positive. If 

approach. Ciil (b) is used and If, for example, it had been proved to 

be necessary to choose a filter of order 11 or higher for the 

comparison of the methods, the algebra and new programs would have 

had to be prepared for Saraga's method although no extra preparations 

would have been necessary for the established methods as the programs 

for them had been written generally for any odd order of filter. 

For these reasons it was decided that approach (i) should be used.

Approach (i) would indicate the best method (if any) for the 

given ninth order filter with "low accuracy" arithmetic i.e.

*This was suggested by my supervisor Dr.W. Saraga.

- 92 -



arithmetic in which only a few significant digits were used. 

Further it was hoped that the following inference would be valid, 

namely, the method indicated as best in the above circumstances 

would with higher accuracy arithmetic, i.e. using more significant 

digits in the arithmetic calculations, also be the "best 

method" for a higher order filter.

5.1.2. Computer time.

Other criteria for the comparison between the methods were 

also considered, for instance, instead of the accuracy of the 

methods, the computer time taken for the different methods could 

form the basis of the comparison. Although the computer times 

were small for all the methods, it is of interest to consider 

some of the work which would be involved in ensuring that such 

a comparison was fair. It would be necessary to rewrite the 

programs in very restricted forms so that the essential parts 

of the processes were compared and not lost among the inessential 

parts. Thus the final numerical answers only should be printed 

i.e. without any text to annotate the results and without . 

printing the data or intermediate results; this, under normal 

conditions, would be inadvisable as such values are useful as 

checks. To make the program as efficient as possible with 

respect to time, flexibility has to be avoided. A flexible 

program might, for instance, require an extra parameter to be 

read and tested by the computer so as to determine which one of 

the three interrelated parameters, maximum reflection factor,
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maximum passband loss or worst return loss*, is given as datum 

whereas a restricted program would not allow for a choice of 

parameters. Moreover as it takes longer to change from one 

subroutine to another than to use instructions consecutively, 

subroutines would have to be avoided and consequently inelegant 

programs with many repetitions of similar instructions would be 

needed. Furthermore the results would depend on the computer 

and the compiler used and whether only a machine version of 

the program was used or whether the time of compilation was 

also included.

5.1.3. Computer"Storage.

The methods might be compared with respect to the amount of 

computer storage that is required by the programs and data. In 

this case restricted, inflexible programs would again be required. 

However subroutines should be used as much as possible and 

repetitions of instructions should be avoided so that the programs 

are as short as possible. As the storage used for all the methods 

is small,, this comparison is not important either.

* The maximum reflection factor p, maximum passband loss A and worst 

return loss A are related by the equations

V lologio (l

v 201ogio ir
Therefore once a value is given for one of the parameters, AD/ A^, p 

the other two (ignoring the sign of p) can be calculated, if required,
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5.1.4. Miscellaneous.

Another basis of comparison could be the ease of learning, 

understanding and applying the methods but it would be difficult 

to pursue this meaningfully because there are too many different 

circumstances which could affect the results. For instance, they 

would depend on who is to use the method (e.g. filter designer, 

programmer, mathematician, trainee, etc.) and on whether the 

program or only the data had to be prepared.

5.2. Methods which could be compared.

Basically, there are four methods to be compared: 

(1) The conventional filter design method; it starts from 

K=N/D ; then D2-N2 or D+N or D-N

is factorised and H is found using some or all of these 

factors (in some of them p may be replaced by -p) ; from 

H and K the impedances Z , Z are found, and the
O o

filter is realised from Z and/or Z . All the computations
\J O

are carried out in the p-plane* (Saal). 

(2a) Orchard's method. Similar to (1) , but with the p-plane partly

replaced by the z-plane (the factorisation is performed in

the z-plane). 

(2b) Szentirmai's/Bingham*s method. Similar to (1), but with the

p-plane fully replaced by the z-plane. 

(3) Mus s on's/Norek's me thod . Similar to (1), but the polynomials

instead of being used in summation form are used in factor

form. It would also be possible to apply this technique to

methods (2a) and (2b).

* It is worth mentioning that graphical curve approximation by means 
of templates is always performed in the z-plane.
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(4) Saraga's metho'd. This method proceeds from K via

factorisation of D+N to lattice impedances Z and Z ,a b

then to Z , Z . From this stage onwards one of the
O D

realisation techniques mentioned above has to be used. This 

method has so far only been used in the p-plane but it 

could in principle also be carried out in the z-plane. 

Furthermore the computational technique of method (3) 

could be incorporated.

As far as this thesis is concerned it was decided to restrict the 

investigation to a comparison of Saraga's method with (1) and (2), 

i.e. without using the Musson/Norek technique.

\

The fact that Saraga's method does not contain a realisation 

procedure of its own, might suggest that only the design procedure 

from the start (with K) to the stage when Z , Z are obtained
O O

should be compared. Unfortunately, from a practical engineering

point of view a meaningful comparison of slightly different expressions

for Z (and/or Z ) obtained by different methods is not feasible; 
O S

the significance of such differences can be assessed only by 

comparing the final filter element values. Thus it is necessary 

to include network realisation in the comparison and the question 

arises, whether the realisation for two different methods should 

be carried out for both methods by the same procedure or whether 

the realisation should be carried out "in the style" of the design 

method under consideration i.e. in Saal's, Orchard's and Saraga's 

method in the p-plane, but in the Bingham/Szentirmai method in the 

z-plane.

Ideally the Saraga method should be compared with method (1) 

and both versions of method (2). It is possible to take either of

the following two extreme views (or any intermediate position):
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(a) Conventional filter design methods were originally developed 

in the p-plane. In order to overcome the accuracy problems 

discussed above, the z-plane methods (methods (2a) and (2b)) 

were - successfully - introduced. Saraga's method constitutes 

an attempt to overcome the accuracy problems in a completely 

different way, by using network functions different from 

those used in the conventional p-plane method. Therefore it 

could be argued that the basic test of Saraga's method should 

be, in the p-plane, to determine whether or not Saraga's 

method is better than the conventional p-plane method, i.e. 

method 1. In this comparison the same-length-arithmetic 

e.g. "single-length"* or less accurate arithmetic should be 

used for both methods.

(b) In contrast to the view taken in (a), it could be argued

that, because at present most engineers use the Szentirmai/

Bingham method (i.e. the z-plane), Saraga's method (either

** 
in the p-plane or converted to the z-plane) should be

compared with the Szentirmai/Bingham method. Again the 

same-length-arithmetic should be used for both methods.

It will be realised that the comparison suggested under (b) constitutes 

a much more difficult test for Saraga's method than the comparison 

suggested under (a).

* In this context "single-length" arithmetic may mean for example 
11-12 significant figures or 7-8 significant figures depending 
on the computer or calculator used; here it will be assumed that 
11-12 significant figures are used.

** The conversion of Saraga's method from the p-plane to the z-plane
has never been attempted and might turn out to be a major undertaking.
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This short survey indicates the large variety of comparisons 

that could be made. However, bearing in mind the duration of a 

C.N.A.A. registration period and the time that had passed up to 

this stage, it was decided for the immediate purposes of this 

thesis to include only limited comparisons that had already been 

completed. These are between Saraga's method in the p-plane and 

Orchard's method (method (2a)) and Szentirmai 1 s/Bingham 1 s method 

(method (2b)). Had more time been available other comparisons 

would have been explored and embodied in this thesis. In particular, 

a comparison between Saraga's method and Saal's method,- which, as 

mentioned above, could be considered as the basic test to prove 

the practical value of Saraga's method - has not been carried out, 

as part of the work for the thesis. However, some of the work 

reported in ref.7 does in fact constitute such a comparison, which 

clearly showed the advantages of the new method.

5.3. Starting points for the methods actually compared.

The original investigations concerning some aspects of Saraga's 

method were based on the following argument. In the conventional 

insertion loss filter design method, the zeros of D(p)+N(p) have

to be found so accurately that the incompatibility between H 1 (p)

N (p) 
(derived from these zeros) and the original K(p) = .y . is

negligibly small so as not to affect the usability, for the ultimate 

element realisation, of ZQ1 , ZQ2 and Z , Z g2 derived from 

H 1 (p) and K(p). In contrast to this, Saraga claims that with his 

method fairly inaccurate zeros of D+N are acceptable because 

compatibility between all relevant parameters is enforced. Therefore, 

if this argument is correct, Saraga's method should lead to satisfactory
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results, even if fairly inaccurate zeros are used.

As mentioned in section 4.2.2., for a ninth order filter 

such inaccurate zeros were roughly simulated by inserting an 

artificial inaccuracy of 5% in the frequencies of the zeros of 

D(p)+N(p) or rather in the zeros of H(p) (which are related to 

those of D(p)+N(p)} taken from the Christian and Eisenmann tables 

ref.ll.* Having shown that the method worked satisfactorily under 

such conditions, it had to be investigated under less artificial 

conditions and compared with some of the established methods listed 

in section 5.2.

Saraga's method was compared with the methods (2a) and (2b) 

of section 5.2, as mentioned before. Methods (2a) and (2b) are 

applied to filters with equi-ripple loss in the passbands and can

be used if either the maximum passband loss A or the reflectionD

coefficient p has been chosen and all the frequencies of the loss 

poles which are also the frequencies of the poles of function K(p), 

have been found by one of the approximation methods mentioned in 

section 1.3. The relationship between A and p is (see also 

footnote, section 5.1^) A = 1O log ( -. _ 2 ) • Sometimes also

the parameter t = , . is used. All design methods can in principle/1-p 2

be applied to any specified rational function K(p) which for 

symmetrical filters has to be an odd function: however Orchard's 

method and Szentirmai's/Bingham 1 s method are usually used only for

* These Tables give primarily the zeros of H (p), all of which lie 
in the left half p-plane, but it is known, and indicated in these 
Tables, that, if alternate zeros (considering their imaginary parts) 
are replaced by their mirror images in the imaginary axis (of the 
p-plane) then the zeros of D+N are obtained.

- 99 -



equi-ripple cases and the programs used in this thesis are restricted 

to those cases. The program for Saraga's method was written in a 

more general way so that it accepts any odd rational function K(p) 

and not only those K(p) functions which give an equi-ripple loss 

in the passband. It is therefore necessary in this case to specify

the frequencies ft . , 1=1,2,..4 of the zeros and ft . , i=l,2,..4
01

of the poles and the multiplicative constant C, thus

The Christian and Eisenmann tables (see ref.ll) were extremely useful 

as they gave all the data required for each of the methods. It was 

assumed that the data were "equally accurate" for all the methods. 

The data and configuration of the filter used to compare the methods 

are shown in fig.36.

5.4. Results.

5.4.1. Arrangement of results.

As explained in the previous section, different data were taken 

for the different filter design methods. The data shown in fig.37 

were taken for both Orchard's design method and for Szentirmai 1 s/ 

Bingham's method whereas the data in fig.38 were taken for Saraga's 

method.

For the last part of each method, i.e. the realisation, the 

impedances Z , Z , Z and Zg2 are used. The filter can be 

realised from each impedance separately (except the input and output 

shunt capacitors: the input shunt capacitor cannot be realised from 

the output short-circuit impedance, and vice versa). Thus, for each 

method four values are obtained for every circuit element (apart
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Fig.36. Data and configuration of filter CO915 9=70

Loss
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Fig.37. Data used for Orchard's method and Szentirmai's/Bingham 1 s method.

p = 15%

1 1.0691285656

1.1193168508

3 1.3023470398

2.0944721998

Fig.38. Data used for Saraga's method.

C = 59.113259
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0.950739 
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2.0944721998
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from the end shunt capacitors for which only three values are 

obtained) . For each element the results are given in two rows , 

the higher row containing the element values realised from

port 1, i.e. from the impedances Z and Z , and the lower
Ol SI

row containing the element values realised from port 2, i.e. 

from impedances Z z c o* Moreover for each method the values
i & 2.

realised from the open-circuit impedances are given in the left- 

hand column and those from the short-circuit impedances are given 

in the right-hand column. This is all indicated by the positioning

of the symbols for the impedances, Z / Z , Z , Z , at the top
Ol Si. (J2.

of the columns. The inductor values are not shown because the errors 

in their values are of the same order as those for the associated 

capacitors with which they resonate at accurately known frequencies.

The element values obtained when using "single-length" arithmetic 

(11-12 significant figures) are shown in table 6, and those obtained 

when the results of each arithmetic operation are truncated to 8 

significant figures are shown in table 7. For the "single-length" 

calculations three sets of results were obtained for Saraga's method 

for the case in which the values are compatible. The reason for 

three sets of results occurring is rather accidental but it illustrates 

the effect of small numerical inaccuracies. Therefore all the 

columns have been retained and a detailed explanation is given in 

appendix 5.
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5.4.2. Discussion of the results.

5.4.2.1. General discussion.

On comparing the results, it is evident that those obtained by 

Szentirmai's/Bingham's method are better than those obtained by means 

of either Orchard's or Saraga 1 s method. This was to a certain extent 

expected (as discussed above) because Szentirmai's/Bingham's method 

uses the z-plane not only in that part of the design method where 

Saraga's method tries a different approach to overcome the inaccuracy 

problem but in the realisation part whereas the same network 

realisation in the p-plane was used in the investigation of both 

Orchard's and Saraga's methods. Therefore the Szentirmai/Bingham 

results will not be considered for the main comparisons which will 

consist of comparisons of the results from Orchard's and Saraga's 

methods. Nevertheless a few comments will be made on some aspects 

of the results obtained by Szentirmai's/Bingham's method.

For the comparisons of Saraga's and Orchard's method the network 

element values are obtained by identical realisation techniques in 

the p-plane from Z , Z . Consequently the comparison concerns the
\J O

relative advantages of the use of the z-plane for part of the design 

procedure (Orchard's method) and "incompatibility-avoidance" (Saraga' s 

method).

This comparison however reveals no decisive differences for the 

particular example presented in tables 6 and 7. Therefore it would 

appear that following the discussion in section 5.1.1., an attempt 

should be made to produce more significant differences by either 

designing a more difficult filter or by further reducing the accuracy 

(however the comparison of the results of single length and 8 figure
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arithmetic is disappointing in this respect as no clear tendency

can be discerned). The lack of significance of the differences

between the results obtained by Saraga's and Orchard's methods (and

also some unexplained obscurities in the results obtained by Szentirmai 1 s/

Bingham's method) will be discussed in the following section.

It is of course possible that a different example might have 

given much more decisive results. However in the absence of such 

further examples and as a result of the knowledge acquired from a 

consideration of the investigations as a whole it seems imperative 

for any future work to compare first of all Saraga's and Saal's method. 

In this way it would be possible to establish without any doubt whether 

or not Saraga's method constitutes an improvement on Saal's method 

in terms of the comparison criteria discussed above. Only if the 

answer is definite and positive, does it become meaningful to compare 

Saraga's method with Orchard's and Szentirmai's/Bingham's method.

5.4.2.2. Detailed comparisons.

5.4.2.2.1. Numerical techniques.

In the preceding section a "global" assessment has been given 

of the results obtained by designing the filter of fig.36. Before 

it is possible to give a detailed comparison, it is necessary to 

define the three versions of the numerical techniques used for the 

different comparisons. The reason, for not using throughout the 

technique that was the quickest to apply, will also be explained.

The three techniques for the comparison of two associated 

values consisted of finding
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(i) the maximum number of significant figures which agreed when 

the numbers were rounded,

(ii) the difference between them,

(iii) the "relative difference" between them. In this case the 

difference itself (and not the absolute difference)* was 

divided by the number that was likely to be the element 

value (usually taken to 4 significant figures and judged 

by looking at all the values of the particular element 

calculated by all the methods including Szentirmai 1 s/Bingham 1 s 

from all the impedances).

As an example of the manner in which these techniques were applied

consider the values of C , obtained from Z , , Z using Orchard'sD Ol O2

method, which are given in table 6. These are 1.7146367717

and 1.715O142157 respectively.

The application of technique (i) gives a maximum agreement of 4 

significant figures as both figures become 1.715 (when rounded). When 

the comparison is between the values obtained from Z , Z (in this 

sequence) the difference by technique (ii) is taken as -3.77444xlO~^ 

since the second value (i.e. that calculated from Z ) is subtracted 

from the first value (i.e. that calculated from Z ). The "relative 

difference" by technique (iii) is taken as

-3^77144x10-* „ _ 2 . 201xlo-* .

*The difference itself was chosen instead of the absolute difference 
as it is interesting to see whether the error is in the same direction 
all the time or whether it changes its direction.
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The numerical technique (i) is quickest to apply, and is useful 

if the results agree to a large number of figures for one method 

(Szentirmai/Bingham) and to fewer figures for the others, but not 

useful when the comparison values are close. It also has to be used 

with great care; consider the values for C , calculated from Z ,
O v-/J-

Z by Szentirmai 1 s/Bingham's method and given in table 6, which are

0.8402524468401....

0.8402524519406....

When these are rounded to 8 significant figures they both become 

O.84O25245; when rounded to 7 significant figures they become 

O.84O2524 and O.84O2525 respectively; when these values given in 

the table are rounded directly to 6 significant figures they both 

become O.84O252. This is somewhat unsatisfactory as they can be said 

to agree when rounded either to 6 or to 8 significant figures but 

not when rounded to 7 significant figures. In this case the figures 

are said (by me) to agree to 8 significant figures.

Another example of the way in which comparisons by technique (i) 

can be misleading is seen when 1.516 and 1.517 are compared with each 

other and when 1.514 and 1.515 are compared. The former pair is said 

to agree to 3 significant figures (1.52) but the latter pair is said 

to agree to only 2 significant figures (1.5) although in both cases 

the differences are -O.OO1, i.e. the inaccuracies are about the same size.

Comparisons using techniques (ii) and (iii) are more useful but 

take longer to perform.

5.4.2.2.2. Some comparisons in terms of technique (i).

The results for the Szentirmai/Bingham method are so much better
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than the others that, as mentioned earlier, they are excluded from 

the later detailed comparisons. The four values given for each element 

in table 6 ("single-length" arithmetic) for the Szentirmai/Bingham 

method agree to 7 significant figures whilst for the other methods 

there is about 6 figure agreement for the elements calculated from

Z and Z but some elements calculated from Z and Z agree
Ol O2

to only 2 significant figures. The corresponding results for Szentirmai ' s/ 

Bingham's method in table 7 ("8- figure" arithmetic) agree to at least 

3 significant figures with the exception of the 2 figure agreement of 

the values for element C . However there is no agreement for some of 

the element values calculated from Z and Z by the other methods 

with "8-figure" arithmetic (although the values calculated from Z 

and Z agree to at least 2 significant figures) .

Usually the lower order impedances give better results: this

effect is confirmed in the given example, in which the Z and Z
Si. S 2.

impedances are of lower order than Z and Z , for the p-plane 

methods but not for the z-plane method.

On applying technique (i) to tables 6 and 7, it is seen that the 

results in table 6 (where "single-length" arithmetic i.e. 11/12 

significant figures were used for the calculations) are about 3 

significant figures better than those in table 7 (where 8 significant figures 

were used in the calculations), and this seems reasonable.

Some of the results are unexpected and one of the most surprising 

is the inconsistency in the rates of losing accuracy in calculating 

the element values from the different impedances. Before this can be 

demonstrated, it is necessary to recall the realisation process. The
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element values are calculated from Z in the sequence

C, ,C 0 ,C 0 , . . .C 0 ,CQ ; i.e. the value of C is calculated first, then i z 3 o y i

the element C. is removed from Z (actually from the admittance 

Y = 1/z ) and the resulting impedance Z , say, is less accurate 

than Z . The next element C is found from this, then the resonant 

elements C ,L are removed from Z to yield a new impedance which 

is less accurate still and the process is repeated until all the 

elements have been found. When impedance Z instead of Z is 

used, the elements are calculated in the opposite sequence i.e.

C first, then C , and so on until C n has been found: therefore 
y 8 J-

C is more accurate than C 0 and C 0 than C , etc. As an example 
9 o 8 7

of the surprising result that the set of element values calculated 

from Z are better overall than those calculated from Z , consider 

the comparison of the results from Saraga's compatible method with the 

results from Szentirmai 1 s/Bingham 1 s method when "8-figure" arithmetic 

is used (in this comparison the Szentirmai/Bingham results can be 

regarded as "accurate"). For Z the elements C ,C agree to 5

significant figures; C to 3; C to 2; C ,C to O; C to 1 (only
3 4 56 7

just: 1.O1... and .69...); C to O; C to 1 (only just: .68... and
8 9

1.14...), whereas for Z , elements C and C_ agree to 4 significanty 8
figures; C to 5; C to 4; C to 2; C to 3; C to 2; C to 4; 

and C to 3 significant figures. Similar observations can be made 

for the other p-plane methods. The different rates of losing accuracy 

when the elements are calculated from Z and from Z is not yet 

understood, but this point will not be pursued here.

Surprise is also caused by the greater similarity between the 

element values, of a particular element, calculated by the different 

p-plane methods from the same impedance than between the element values
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calculated by the same method from the four different impedances when 

8 figure arithmetic is used for the calculations. Such similarities 

of element values are particularly noticeable when the values are "wrong" , 

for instance when Z is used; this is demonstrated in table 8. The 

table consists of some values taken from table 7 but with the figures 

rounded to 4 decimal places. The entries for the column headed "rough 

approximation to correct value" are obtained by comparing the results 

calculated from Z , Z , Z for all the p-plane methods and talcingoj_ o^ Oz

a value (to 2 decimal places) near to most of them.

Table 8 Element values calculated with 8-figure arithmetic from Z —————— Ol

^x£Jethod 

ElemenrX^

C 5

C 6

C
7

C 8

Orchard

0.6556

4.7151

0.7241

0.6229

Saraga

incompatible

0.7890

2.8272

0.7053

0.7O03

compatible

0.6996

4.1989

0.6965

0.6369

Rough approximation u * to correct value
(token f vow*, tcxtta 6>) '

0.84

1.72

1.01

0.74

These results are surprising because it was thought that results 

which are so far from the correct values are random numbers, for the 

following reason: the repeated loss of accuracy at so many steps in 

the realisation process has already been mentioned and leads to the 

assumption that all accuracy has been lost by the time that the input 

impedance Z has been obtained by the removal of the elements nearer 

to port 1, i.e. C to C , from Z . It was therefore expected

that the results would be random. However the values for C are
b

all greater than the "correct" value and furthermore the values 

4.198.. and 4.715.. are surprisingly near to each other (for random
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numbers)

The above comment also applies to the elements C ,C ,C
578

because for each of them the values change in the same direction 

and are, for each element, much closer to each other than to the 

"correct" value. This makes it appear that there is a systematic 

reason for these errors which is independent of the method used, but 

no explanation has so far been found.

to a rviuch. cLJv-u/us/Tje-cL 
The same effect^ can be seen with respect to the element values

calculated from , Zg2 , i.e. the values from Z for all the

p-plane methods are closer to each other than to those from Z for
O ̂

each particular method. (A similar comment is true for the element 

values calculated from Z for all the p-plane methods) . As an example

of this effect the various results for element C are given in table 9,k '

the values being picked out from table 7 but rounded to 6 decimal 

figures. Similar remarks can be made for most of the other element 

values.

Table 9. Values for element C, calculated with 8-figure arithmetic from Z ,Z 
—————— •* SI 7 S2

Method Value when C. is calculated from

SI S2

Differences between values
from Z £
same method.

and Z for the 
o 2,

Orchard

Saraga
11 incompatible"

Saraga 
"compatible"

1.189659

1.189037

1.188728

1.191980

1.192008

1.192121

-0.0023

-O.O030

-O.OO34

Maximum 
difference for 
values from the 
same impedance

O.OO09 O.OOO1

Range (1.1887,1.1897) (1.1919,1.1922
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These results seem even more peculiar when it is remembered

that because Z = Z , z 0 i =Zeo ^or a symmetrical filter, the
Ol \j2. oJ. o ̂

same numerical expressions are taken for Z and Z and also for

Z and Z but different ones are taken for each method. It 

therefore seemed reasonable to expect that the results would be more 

similar for the same method with different impedances than for the 

different methods with the same kind of impedance. However these 

effects are not apparent in the case of the element values calculated 

using single-length arithmetic; again, the reason for this is not 

understood.

5.4.2.2.3. Comparisons in terms of techniques (ii) and (iii) .

The differences and relative differences have been calculated 

for the element values found from Z and Z for all the p-plane 

methods and are shown in appendix 6 in table 6.1 (elements found with 

single-length arithmetic) and in table 6.2 (elements found with 

8- figure arithmetic) . Similarly, differences have been calculated 

between the results from Z and Z , between those from Z
o J- o 2. o J.

and Z and also between those from Z and Z and are given 
O.L

in tables 6.3 to 6 . 8 (appendix 6 ) . The maximum of the relative errors 

with respect to the elements found by each method is noted for each 

of the comparisons. Comments summarising the numerical information 

in the tables of appendix 6 are given here in table 1O. The three 

sets of results (described in section 5.4.1. and appendix 5) for 

Saraga 1 s compatible method are called the results of (a), (b) , (c) 

of Saraga 1 s compatible methods where

(a) consists of the results in columns (vii) and (ix) of table 6,

(b) consists of the results in columns (viii) and (ix) of table 6, 

and (c) consists of the results in columns (x) and (xi) of table 6.

- 114 -



Table 10. Remarks based on study of differences and relative 
differences for element values of tables 6 and 7.

Comparison between 
results calculated 
from

Remarks for calculations involving

single-length" arithmetic "8-figure" arithmetic

Z01' Z02

See table 6.1.
he results (c) of Saraga's 
'compatible" method are best 
at end 2 where the relative 
differences are largest

ich is valuable, but worst 
at end 1.
Orchard's method giyes the 
Dest results at end 1 and 
not too bad results at end 2

See table 6.2.
Saraga's "compatible" method
gives some of the elements with
smallest relative differences.
Saraga's "incompatible" method
gives the best elements for the
elements nearest end 2 but the
worst nearest end 1. It gives
the best i.e. smallest maximum
differences.
Orchard's method gives a mixture
of the best and worst element
values.

ZS1' ZS2

See table 6.3.
The results (a) (or(b)) for 
Saraga's "compatible" method 
are best.
Orchard's method gives the 
worst results.

See table 6.4.
Saraga's "incompatible" method 
gives good results; however, the 
"compatible" results are least 
good. Orchard's method gives 
a mixture of the best and worst 
results together with the best 
maximum relative difference.

Z01' ZS1

See table 6.5.
The results (c) of Saraga's 
"compatible" method are best 
both because it has more of 
the best values and the 
smallest maximum relative 
difference, but the results 
(a) are overall worse than 
any of the results of the 
other methods.

See table 6.6. 
The results for Saraga's 
"incompatible" method are best 
for all the elements except
C and C , and the maximum 
2 7

relative difference is also the 
best.
The maximum relative difference 
is worst for the results of 
Orchard's method but otherwise 
there is little to choose 
between the results of Saraga's 
"compatible" and Orchard's 
methods.

Z02' ZS2

See table 6.7.
Orchard's method gives the 
best results and the best 
maximum relative difference. 
The results (c) of Saraga's
compatible" method are 

worst.

See table 6.8. 
The results of Saraga's 
"compatible" method are best 
for six of the eojkt teixxttue. 
dtffieKrtcas listed and worst for 
one element but the maximum 
relative difference is smallest. 
The results of Saraga's 
"incompatible" method are worst
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5.4.2.3. Summary of discussion of results.

From the above discussion, it is obvious that the comparison 

tests completed so far are quite insufficient to reach any final 

conclusions. These tests can only be used as a basis for further 

investigations and for modifications of the comparisons carried 

out so far.
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Development of programs.

Whilst the programming development work for this research is 

described, no attempt is made to produce users' manuals for the 

various programs. The material is treated in varying depth mainly 

according to its interest and not to the effort involved.

6.1. Conversion of programs written in Mercury Autocode

Programs already existed (written mainly by this researcher) 

for the analysis of ladder networks and also for the design of 

low-pass filters by each of the following three methods; the Orchard 

version of the conventional method, the Bingham method (both of 

these for filters of any order) and the Saraga method (limited to 

filters of order n=7). Unfortunately the programs had been written 

in Mercury Autocode for use on the now obsolete Mercury computers 

manufactured by Ferranti and therefore they had to be changed for 

use on a present day computer, in particular, the Thames Polytechnic 

19O2A computer. Some programs were converted into Extended Mercury 

Autocode (EMA) and others into Fortran.

6.1.1. Conversion to Extended Mercury Autocode.

Moreover as the programs were on the outdated 5-hole paper 

tape they had to be read into the computer and either the output 

had to be punched using 8-hole paper tape for editing on a tele 

printer or edited direct on the computer. The latter method was 

chosen as it should be quicker and more accurate, although at 

least 3 computer runs were necessary. The first two runs use 

the XMED editor program and in the first the instructions are 

listed and numbered. In the second the instructions are altered 

by means of editing instructions and new EMA instructions fed into
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the computer from punched cards. The third run is needed to test 

the program and the EMA compiler has to be loaded into the computer 

before the altered program can be "executed". If the results 

are wrong, or there are any error messages/ the second and third 

runs have to be repeated.

Two examples of the kind of Mercury Autocode instructions 

that had to be changed to convert the programs to EMA will now be 

discussed. Some changes were necessary because in Mercury Autocode 

for the extra accurate (double-length) numbers to be read and 

printed by means of a library program the "backing" store had 

to be used whereas in EMA there were instructions for reading 

and printing the numbers directly, and consequently library 

programs were not provided. Therefore the many pieces of program 

dealing with reading and printing had to be rewritten for the

design programs because they all used double-length numbers.

/p\
For example the Mercury Autocode instructions to print I ^ )

double-length numbers, stored in the pairs of locations, 

c c • c f c r
\** f \-f » \*f § \*r f * • • ^ / V^ f

L L+l L+2 L+3 L+p-2' L+p-1 

were: 07 (1OO)CL,P

A 1 = 100

M = 1O

N = 2O

U = 1

TT2 = P/2 + 0.05

V = 0INT PT (7T2)

PRESERVE

DOWN 2/1-512

RESTORE
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and became, for the EMA version of the program:

N = L+P-2 

M = L(2)N

NEWLINE

PRINT ['((CM, C(M+l)))]lO,20

REPEAT

Other changes to the programs were required because the EMA 

language does not include the powerful RMP instruction (read more 

program) of the Mercury Autocode Language. Therefore each of the 

numerous RMP instructions had to be changed to END.

The above examples indicate the nature of the work involved; 

it was very tedious and needed much care and attention. Moreover 

the resulting programs have two major disadvantages. One is that 

on each occasion EMA programs are to be used, the EMA compiler 

has to be loaded first. The time taken to do this is non-productive 

and as no one else is likely to need the EMA language, computer 

runs on such programs had to be given a low priority. This proved 

to be very inconvenient, both when altering and testing the 

resulting program and when actually using the programs for investigations; 

moreso as the results of one computer run often gave results which 

then had to be used to select the data for the next run. The 

second disadvantage is that as the Mercury Autocode language was 

not of interest to anyone else at the Thames Centre, it could not 

be supported i.e. no help could be obtained when unexplained errors 

arose, other than those which were"obviously" operating ones. 

This meant that when warning messages such as "unexpected cue 

found - EIVS" arose and when one element value in a design program
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was not printed and the causes could not be found from a 

programming point of view, the matter had to be left unresolved. 

More seriously still it cast doubts on results obtained for 

new data. There could even be undiscovered faults in the compiler,

The general analysis program for a ladder filter program of 

any order and two programs for part of the Saraga method for a 

filter of order 7 appeared to be satisfactory: not only did the 

results agree with those obtained previously on a Mercury computer 

but also no unexplained messages arose. It was confidently 

expected that results of future runs on these programs would 

be equally reliable. However the other programs, some of which 

had been converted to EMA and given rise to unexplained error 

messages, were rewritten in Fortran, despite the work involved.

6.1.2. Conversion to Fortran.

The conversion of large and complicated programs from Mercury 

Autocode to Fortran is not straightforward. To understand the 

reasons for this it is necessary to first appreciate some of the 

limitations of Mercury Autocode used on a Mercury computer.

One of the most important limitations is that programs are 

split up into chapters (similar to subroutines) of one standard 

size. If there are too few instructions in a chapter, the 

program is inefficient with respect to machine storage, for the 

rest of the chapter is wasted. It is inefficient with respect
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to machine time to change the chapters* too often because the time 

to do so is large compared with the time of executing arithmetical 

instructions. If there are too many instructions in a chapter it 

has to be split and in some cases this presents a difficult 

problem. In theory it is possible to jump from one chapter to 

a particular instruction in another, by an "Across instruction", 

but the use of too many across instructions in a program leads 

to "execution" faults. It is possible to avoid the use of an 

excess of "across instructions" because all- of those used to 

change from (different parts of) a particular chapter, say 1O, to 

(different parts of) the same other chapter, say 7, can be replaced 

by one "across instruction". Three modifications are then needed 

for each of the original "across instructions" : (1) a parameter 

has to be set in Chapter 1O, (2) a jump instruction has to be 

inserted in Chapter 1O so that the one "across instruction", which 

arranges for the change to Chapter 7, is reached, (3) a special, 

kind of jump instruction has to be inserted in Chapter 7; it tests 

the parameter and then arranges that the appropriate instruction 

is reached. Programs relying on such clumsy techniques are difficult 

to follow and cannot be translated into Fortran blindly one 

instruction at a time,without making the Fortran program equally 

clumsy and inefficient. Therefore the program has to be studied

* Most instructions were executed (obeyed) in the sequence in which 

they were written but jump instructions could be used to tell the 

computer which instruction to obey next, provided it was in the same 

chapter. However if the next instruction to be obeyed was in a different 

chapter, an "across instruction" was used and the "chapter had to be 

changed" i.e. the chapter containing the next instruction had to be 

brought to the "working store".
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in depth and the algebra rewritten for at least some parts.

The need to rewrite the programs gave the opportunity for 

introducing a new facility (suggested by Dr.Saraga, see second 

footnote in section 5.1) namely,that of variable length arithmetic. 

He foresaw that it would be of interest to study filter design 

methods using arithmetic of different accuracy in the calculations 

e.g. 1O-figure arithmetic, 8-figure arithmetic. Accordingly a 

subroutine R(A), described in section £.3, was devised and written 

by this researcher and used in the Fortran versions of the programs. 

The penalties paid for this facility are that the Fortran statements 

(instructions) are clumsier and the programs less efficient with 

respect to computer time and storage than they would otherwise be. 

Expressions such as:

bj = "9 Vl " h bj+2 + aj 

can be written in ordinary Fortran as:

B(J) = -G * B(J+1) - H * B(J+2) + A(J) 

but using the subroutine are written as:

B(J) = R(R(R(-G * B(J+1))-R(H * B (J+2) ) ) + A(J)).

Lengthier expressions are even more intricate. No attempt was made 

to ensure that the arithmetic in the individual instructions was

carried out in the same sequence in these Fortran programs as in 

the earlier Mercury Autocode programs.

Testing and debugging programs is often a time consuming task. 

The Fortran programs were produced under pressure, due to shortage 

of time and were not tested as thoroughly as the original Mercury 

Autocode programs: although the programs were meant to be used 

to design passive ladder filters of many different configurations
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they were mainly tested for the configurations of the filters that 

were to be studied. The tests gave results which agreed, within 

small rounding errors, with those obtained earlier from the 

Mercury Autocode programs. The need to get the numerical results 

as quickly as possible meant that no attempt was made to improve 

the programs or to present the results in an elegant form.

6.2. New programs for filters of order n=9.

A few details will now be given of the programs written to 

investigate Saraga's design method for ninth order filters; they 

were all written in Fortran by this researcher. The later programs 

used the variable length arithmetic facility developed previously 

(see section 6.1.2).

The programming work which was required to prepare the results 

described in section 4.2.2 had to be split between two programs 

because the Thames computer was to be used for the main calculations, 

but the Imperial College Kingmatic plotter was to be used to prepare 

the graphs automatically. To use the plotter the results had to be 

placed on magnetic tape in a particular way. This was effected 

with the aid of some Imperial College subroutines. The reasons 

for the way the work was split between the two programs will be 

explained later after the programs have been briefly described.

One of the programs used the improvement method and algebra 

described in section 3.1 and most of the option 1 defined in 

section 4.1 i.e. the steps shown in blocks 1 to 9 of fig.l. 

Summarising the essential points: the program makes the computer 

calculate and print the values of the inaccurate "incompatible"
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lattice impedances Z 1 ., Z' obtained in each, iteration of the
bi

improvement method, and the coefficients of the inaccurate 

"incompatible" function K 1 (p) obtained from them. The improvement 

method was applied to the incompatible parameters only, but after 

each iteration the associated "compatible" parameters were 

calculated and they, together with the "compatible" K 1 (p) found 

from them, were printed.

This program was used in two different ways : the one used 

most frequently will be described first. The first part of the 

input data consists of one set of the variously artificially 

deteriorated zeros of D(p)+N(p)* given in section 4.2.2. The 

coefficients of the numerator and denominator polynomials of the 

accurate function K(p) (it will be explained later how these 

were obtained) completed the input data required by the program. 

The improvement method was then used repeatedly until the square 

of the difference between the coefficients of K 1 (p) , calculated 

in the latest iteration, and the corresponding coefficients of the 

accurate K(p) was less than O.OOOOOO01 for all the coefficients.**

The accurate K(p) function was required Cas. mentioned before) and 

rather than writing an extra program to calculate it, the program 

already described was applied in a special way, the. second

* The accurate zeros of H (p) are taken from the Christian and 
Eisenmann tables (ref.ll) and it is possible to identify which 
of these zeros belong to the set of zeros of D(p)+N(p). The 
others belong to D(p)-N(p) and their mirror images in the 
imaginary p-axis complete the set of zeros of D(p)+N(p).

** This was not the best possible test (because absolute errors 
rather than relative errors were assessed) but was satisfactory 
as the size of the coefficients of K(p) were known to be near 1 
in value.
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of the two ways mentioned above/ which will now be delineated: 

the exact zeros of D(p)+N(p) were given as data. Usually the 

coefficients of the K(p) function were also given as data but 

being unknown in this case, zero values were given instead. Only 

the first part of the program had to be used and the values of the 

accurate K(p) function were then calculated and printed instead 

of the inaccurate "incompatible" function K 1 (p) .

The second of the programs used the various K 1 (p) functions 

obtained in the first program and made the computer calculate the 

loss values for the specified frequency values and stored them 

on magnetic tape in the way needed for later use on the Kingmatic 

plotter at Imperial College. The program included some Imperial 

College subroutines and arranged for the setting of parameters 

needed in the use of the Kingmatic plotter. The parameters were 

used to determine the positions of the axes, their scales, the 

colour of the pen and the symbols to be used to plot the loss/ 

frequency points of the different functions K 1 (p) on the different 

scales.

Usually between 1OO and 150 points were plotted for each 

K 1 (p) function. Therefore, if the first program had been used instead 

of the second for the calculation of the loss/frequency values, 

1OO-15O loss values, accurate to at least 4 significant figures, 

would have had to be punched instead of the 1O coefficients of K(p) , 

to single-length accuracy (11-12 significant figures) .

Another method of transferring the data was considered, namely 

to store the results on magnetic tape using the ICL 1902A at Thames

- 125.-



and then use the magnetic tape via Imperial College on the 

ULCC 66OO. However the amount of data was insufficient to justify 

the work that member(s) of the Thames Computer Centre would have 

had to do to make such a procedure possible.

A short description follows of the new programs that had to 

be written before Saraga's method could be compared with established 

methods and the results described in Section 5.4- obtained. As 

mentioned in section 5.3 the design had to be started at an earlier 

stage than for the preceding investigations. The zeros and poles 

of the rational function K(p) = N(p)/D(p) were given and the roots 

of the polynomial equation N(p)+D(p) = O had to be found instead of 

being given as for the earlier investigations. To do this Bairstow's 

root-finding method was used. A program was therefore written to 

calculate N(p) and D(p) from the zeros and poles of K(p) and 

to find the roots of N(p)+D(p) = O. For the comparison of the design 

methods the element values of the ladder network were required, 

whereas in the early investigations the loss/frequency values were 

required. Therefore a small program had to be written to calculate 

the open-and short-circuit impedances from the lattice impedances. 

The circuit was then designed by the same realisation program as for 

the conventional design methods. Furthermore the main program used 

in the investigation of Saraga's method (for a filter of order 9) 

had to be rewritten using the "variable accuracy" subroutine R(A) 

mentioned earlier, because the results were to be compared (for all 

the design methods) when specified numbers of significant figures 

were used in all the computations.

Rewriting the programs using the "variable accuracy" subroutine
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was not straightforward because the earlier program N9B (see table 11) 

uses a library program (as a "subprogram") to solve linear simultaneous 

equations. Unfortunately the library program is written in PLAN, a 

"lower level" language and therefore this library program could not 

be used with variable accuracy arithmetic, unless a special subroutine 

were written in PLAN and the library program were altered extensively 

(an enormous amount of work even if the author were familiar with 

the PLAN language and if ICL were willing to let us have the details 

of the program).

Table 11 Programs on main part of Saraga's method.

Program 
name

Means of solving 
the linear equations

arithmetic
filter element values shown 
in section 5.4.1.__________
11 incompatible" "compatible"

N9B Library program (PLAN) single-length only Table 6
columns (v),(vi)

Table 6 columns 
<vii),(viii),(ix

N9G "Subprogram 1" (Fortran) 
(existed previously)

single-length only Table 6
columns (x),(xi)

N9GR "Subprogram 2" (Fortran) 
same algebra as "sub 
program 1" but different 
sequences of 
arithmetical operations 
for some intermediate 
calculations

variable-length Table 7
columns (v),(vi)

Table 7 
columns (vii), 
(viii)

N9GR2 "Subprogram 3" (Fortran) 
same algebra as 
"subprogram 1" and same 
sequences of 
arithmetical operations 
for all intermediate 
calculations

variable-length

Other library programs could not be used either, because even those 

written in Fortran relied on subroutines written in PLAN. Therefore 

a new subprogram for solving linear simultaneous equations had to be 

developed using the "variable accuracy" subroutine R(A)*. As the 

library program was based on Gauss' method with partial pivotting 

and as it worked satisfactorily, the same numerical method was used

* Details of subroutine R(A) are given in section 6.3.
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for the new Fortran program. Previously a program (subprogram 1, 

table 11) which later formed part of program N9G, had been developed 

by the writer for other purposes and used single-length arithmetic. 

A new Fortran program N9GR was developed using variable accuracy 

arithmetic and included subprogram 2 (also new) for solving 

the linear simultaneous equations. To test this new program (N9GR) 

a "dummy" subroutine R(A) (see later) was used to produce single- 

length arithmetic in the calculations so that the results could be 

checked against results from program N9G. However the results were 

not identical because the internal sequences of the calculations 

were sometimes different and had an effect on the rounding errors. 

Later, out of interest, another version of the program N9GR2, was 

written. In writing it, care was taken to ensure that the same 

sequences of calculations were reproduced as in the earlier program 

N9G. The limited time available prevented filters being designed 

with the aid of the latest version (N9GR2) of the program. Table 11 

not only contains a summary of the programs existing for the main 

part of Saraga's method but indicates the position of the results 

obtained by means of the various programs.

6.3. New facilities for reducing computational accuracy to a

chosen number of significant digits. 

6.3.1. General.

Using Fortran on the ICL 19O2A computer, it is easy to arrange 

for the arithmetic to be performed with 11-12 significant figures 

(i.e. 37 bits) by using single-length arithmetic or with 22-33 

significant figures (i.e. 74 bits) by using double-length arithmetic*,

* These details are taken from ref.12: single-length arithmetic for 
Fortran uses "double-length" arithmetic, and double-length arithmetic 
for Fortran uses "quadruple-length" arithmetic in the computer.
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To achieve other accuracies for the arithmetical operations, a 

subroutine R(A) was written to reduce the accuracy of the numbers by 

rounding them to a required number of significant digits. This 

subroutine was applied to the data and also after every single 

arithmetical operation of addition, subtraction, multiplication 

and division. An example of a statement using the subroutine has 

been given in section 6.1.2. The subroutine will be described in 

detail in the next section.

For the ordinary arithmetical operations the subroutine R(A) 

can be used but for "macro" Fortran instructions, in which several 

arithmetical operations are done automatically,e.g. for a square 

root, it is not possible to use R(A) because the intermediate 

operations would be calculated too accurately and consequently 

the value of the square root would be too accurate. Therefore 

a special subroutine had to be written to obtain the square roots 

with the required reduced accuracy: details of it are given in 

appendix 7.

6.3.2. Subroutine R (A) .

The subroutine R(A) was written, as mentioned above, so that 

numbers could be rounded to a required number of digits: it rounds 

the number A to its N most significant digits. A general description 

of the three steps, on which it depends, is illustrated with 

numerical examples.

(1) This step is based on the relationship between the

characteristic of the common logarithm of a number A. Either 

let M be the number of digits in A before its decimal point 

when A ^ 1 and A ̂  -1 or let -M be the number of leading 

zeros after the decimal point when -1 < A < 1. Thus
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M = int.pt. 

for all A ^ 1 and A « -1, or

M = int.pt. 

for -1 < A < 1.

When A = -9O85, equation (6.1) yields

M = int.pt. |log|-9085 J +1=4

and when A = O.OOO2, then log ^A= 4. 3O1O = -3.699O, and 

so equation (6.2) yields M = -3.

(2) In this step the number A is multiplied by 1O to give 

a modified number with exactly N digits before its decimal 

point.

(3) This modified number is then rounded to the nearest whole 

number and multiplied by 1O in order to give the original 

number rounded to the N required digits.

To illustrate these steps, consider the following examples 

in which the numbers 19378547.5, 3.976294 and O.OO1568364 are to 

be rounded to 4 significant figures. Then N = 4 for all the 

numbers and M takes the values

8 f 1 (by equation 6.1) and -2 (by equation (6.2)) respectively. 

In step (2) the multiplication factors 1O are ICT 4 , 1O 3 and 1O5

and lead to the modified numbers

1937.85475, 3976.294 and 1568.364, respectively. In step 

(3) these modified numbers are rounded to 1938, 3976, 1568 and then

M— N li _ "3 C
multiplied by the factor 1O , i.e. 1O H , 1O~*, lO~ b , to yield 

1938OOOO, 3.976, O.OO1568. Clearly, the original numbers have been 

successfully rounded to 4 significant digits.
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39 Flow diagram for subroutine R(A)

Enter

t G

B=A

M=log B tvurtcatedL to intent

Return
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In the flow diagram of this subroutine (see fig. 39) B= |A 

(unless A=O) and blocks 3 and 4 together with the test in the 

diamond shaped box near them lead to the appropriate M value 

(which agrees with that given by equation (6.1) or (6.2) of 

step 1). Block 5 covers steps 2 and 3*.

When programs had to be used with true single-length working, 

the programs were run with a 'dummy 1 subroutine R (A) , which 

consisted only of the statement R=A (apart from the control 

statements).

* The actual subroutine used to produce the results in section 5.4 
calculated with "8-figure" arithmetic was slightly different. A 
parameter, NA was introduced to cater for positive and negative 
numbers, but it is now realised that it was unnecessary and can be 
avoided by writing block 5 in the form given in fig.39.



Scope for further research.

As discussed in section 5.4.2., the work reported in this 

thesis does not constitute a full assessment of Saraga's method, and 

therefore conclusions regarding its practical value when compared 

with the established methods cannot be drawn. On the basis of the 

results obtained so far, it would appear that in order to reach such 

conclusions it would be desirable to carry out the following 

investigations.

One of the serious limitations of the present investigations 

has been mentioned in section 5.2. and concerns the comparison of 

Saraga's method with other methods. The results were by no means 

conclusive and indicated different and sometimes conflicting trends. 

Consequently the following basic test needs to be performed. Saal's 

method should be used to design a filter based on the data given in 

fig.38. The resulting filter should be compared with the filters 

already designed by means of both versions ("compatible" and "incompatible") 

of Saraga's method. Such a test is important because both methods 

use the p-plane only and the later steps in the design procedure 

(realisation), which are not part of Saraga'a method, are performed 

by means of exactly the same techniques for both methods. Therefore 

any improvement (or otherwise) in the results should be directly 

attributable to Saraga's method.

Another starting point for further work concerns section 5. 

The writer feels that since some of the results seem to be difficult 

to explain, further tests are imperative. Furthermore many of the 

numerical results should be checked yet again before any final 

interpretation is attempted. Thus it would be useful to obtain 

further results which might reveal inconsistencies (if they exist) 

and/or confirm the tendencies noticed in the present results.
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One of the checks could be to use a different program for the main 

part of Saraga's method. In section 6 it was mentioned that the 

program N9GR (which allowed for variable length arithmetic) did 

not give exactly the same results when single length arithmetic 

was used as the program N9G (which allowed for single length arithmetic 

only). It was also mentioned that the results were different because 

the sequences of the arithmetical operations were different in the 

two programs and that a program N9GR2 (which allowed for variable 

length arithmetic) was written later and gave identical results 

(when single length arithmetic was used) with those of program N9G. 

It would therefore be very interesting to see the filter element 

values when program N9GR2 instead of N9GR was used with 8 figure 

arithmetic and the programs for the rest of the design process were 

the same as in the earlier designs. Furthermore if all the design 

methods were used with 6 figure arithmetic, the results could be 

compared and inspected to see if the same tendencies were displayed 

by them as by the results (obtained with 8-figure arithmetic) shown 

in table 7 of section 5.

It is thought that Saraga's method might lead to noticeably 

better results compared with most of the comparison methods of 

section 5.3 if more "difficult" data than those of fig.36 were 

taken, i.e. data for a more "difficult" filter with a steeper 

transition band and smaller maximum passband loss than the filter 

€09156=70 of fig.36. The data would need to be chosen carefully 

if taken from ref.ll as some data given there lead to negative 

element values which are not of interest in this context. The 

reasons for suggesting that the results might be more favourable 

will now be indicated. In filter design (section 2) the p values
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of the zeros of the polynomial D(p) + N(p) have to be found and 

the more "difficult" the filter, the closer together some of the 

zeros will be (i.e. "clustering" effect) and the more inaccurate 

are the values that are found likely to be. At a later stage in 

the design, "compatibility" has to be enforced by altering certain 

a and b. parameters and the alterations should be much larger 

than for the filters already investigated (based on the data of fig.36) 

where the changes were only of the size of rounding errors. It is 

to be hoped in such a more "difficult" filter that the advantage 

of enforcing compatibility between the parameters will be clearly 

seen in the results and not lost amongst the rounding errors as 

"appears to happen in the case of the investigations described in 

this thesis.

It would be advantageous to modify the programs in some respects, 

for instance, to reduce the amount of data that have to be punched 

into cards from the printed output of the "earlier" programs in order 

to use the "later" programs. It is desirable to make the computer 

read and print either a title for the data or a parameter so as to 

avoid the risk of sets of data being run in a different sequence 

from that expected and this remaining undetected.

The investigations and modifications suggested above are of 

a routine character and should be almost straightforward but would 

be time consuming. The following investigations would be of quite 

a different character and would be of much greater interest from a 

mathematical point of view. As mentioned in section 1 Saraga points 

out that it should be possible to apply the principles of his method
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in the z-plane (i.e. to combine his method with that of Szentirmai/ 

Bingham). Furthermore the techniques of Musson 1 s/Norek 1 s method 

could also be included. The value of such steps is not known 

because both (or either) Szentimai 1 s/Bingham 1 s and Musson 1 s/Norek 1 s 

methods, might lead to such accurate values that the benefits of 

enforcing compatibility might be lost amongst the rounding errors.

It would be desirable and interesting from a mathematical 

point of view to continue the work of section 3.2.1., i.e. to obtain 

general mathematical expressions, for any n, for the second part 

of Saraga's method (such expressions for the first part are given 

in section 3.2.). However, the reasons for completing this would 

be stronger if the method were shown to be of practical value.
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8. Conclusion

8.1. Background.

Saraga's method was completely new from a 'philosophical 1 

point of view: Szentirmai 1 s/Bingham 1 s method is based on an 

appropriate choice of the independent variable (z instead of p) . 

In this way the clustering of the poles and zeros of the relevant 

network functions, which occurs in the p-plane but not in the 

z-plane, is avoided. Musson and Norek deal with the rules of 

calculation: preference being given to multiplication rather than 

addition. In contrast, in Saraga's method network functions, i.e. 

the dependent variables are chosen in such a way, that even when 

inaccuracies occur, these do not lead to incompatibilities (or 

where they occur, they can be removed).

Early investigations (ref.7) showed the new method to be 

attractive and it was decided that it should be investigated more 

thoroughly. The initial aims were to develop the theory for higher 

values of n and to apply it in the same - somewhat artificial - 

way (artificial deterioration in the zeros of 1 + K(p) or N(p) + D(p)) 

in which it was applied in the case of the earlier investigations 

with lower n values (n=7) . It was planned to apply the design 

method afterwards in a more realistic situation.

8.2. Investigations on and extensions of Saraga's method.

Investigations for filters of order n=5 and n=7 were reported
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Cref.7) before the beginning of the work for this thesis, and as 

a first step the investigations on the filter of order n=7 were 

continued (the results are shown in fig.3 to 19), then the method 

was extended to filters of order n=9 and a filter of such an order 

was investigated (the results are shown in fig.2o to 35). The results 

°f all these investigations which started from the artificially 

deteriorated zeros of l+K(p) were favourable. Furthermore it proved 

possible to generalise the first part of the methods to symmetrical 

filters of any order.

8.3 Later investigations.

As all the earlier investigations gave encouraging results, 

it was decided that Saraga's method should be tested in a more practical 

situation, i.e. as if the filters were to be designed for practical 

use. Therefore instead of artificially deteriorating the zeros of 

l+K(p) (the accurate values of which were obtained from tables), in 

the later investigations the zeros were regarded as unknown and were 

obtained by a normal iteration procedure.

Furthermore, a difficulty concerning the formulation of a 

comparison in a "practical" context arose from the fact that Saraga's 

method is concerned only with that part of the filter design method 

which starts with a chosen K(p) and obtains the short-circuit and 

open-circuit immittances of the filter. In a practical context the
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required final result of the design procedure is the set of element 

values. However, the circuit realisation, i.e. the computation of 

the element values from the filter immittances, is beset with a 

similar accuracy problem to that in the first part of the design 

procedure. Therefore the question arises of which method should 

be used for the realisation of the filter immittances in the case 

of Saraga's method. In the work for this thesis, for Saraga's 

filters, the conventional p-plane method was employed, with the 

same arithmetical accuracy as that used for the first part of the 

design. Therefore the comparison with Szentirmai's/Bingham 1 s method 

is rather unfair on Saraga's method as Szentirmai's/Bingham's method 

uses the "less-accuracy-requiring" z-plane method not only for the 

first part of the design procedure (with reference to which various 

methods were compared) but also for the realisation part where 

Saraga's method, is unduly handicapped in these comparisons by the 

use of the p-plane.*

* The comparison was carried out in this way in spite of this "unfairness", 
because two apparently obvious ways for overcoming the unfairness, 
namely to realise either Szentirmai 1 s/Bingham 1 s filter in the p-plane 
or Saraga's filter in the z-plane are neither straightforward in 
practice nor conceptually fully acceptable. In view of the original 
optimism about Saraga's method (see section 4.2.1 page 53 anc^ 
section 4.2.2 page 73 it was thought that the comparison which 
had actually been carried out would be justified in spite of its 
lack of fairness.
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In section 5 a number of different possible comparisons are 

discussed. But only a limited number could be undertaken/ and 

since the early results from Saraga's method looked so attractive 

an optimistic attitude was taken and the most ambitious comparison 

was carried out; a comparison of Saraga's method with Szentirmai 1 s/ 

Bingham's, in spite of the "unfairness" mentioned above.

Different choices of criteria for the comparison were considered 

Obviously, accuracy of computation and accuracy of results were the main 

criterion, since a reduction of the computing accuracy required to obtain 

the element values to an acceptable accuracy was the main aim of Saraga's 

method. Specifically the accuracy of the element values produced by the 

different design methods when a predetermined number of significant digits 

were used in the calculations, were compared.

Basically the same filter data (see fig.36-38) were used for 

the different design methods (Orchard's, Szentirmai's/Bingham 1 s, 

and several versions of Saraga's compatible and incompatible methods). 

The results were tabulated (see tables 6 and 7 and appendix w) and 

were studied in detail. They were found to be inconclusive, and a 

number of possible reasons for this outcome are mentioned in the 

thesis; some of these reasons seem probable although others are only 

tentative. Some comments on further tests and investigations which 

should be performed are given in sections 5 and 7. It is very much 

regretted that it has not been possible to complete a thorough 

assessment nor to reach a conclusion. As mentioned in section 7, 

the writer thinks that a more "difficult" example should be chosen, 

that Saal's method should be included in the comparisons and further 

that the calculations should be performed with other numbers of significant
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digits.

8.4. Computer programs.

Existing programs for Saraga's method (for filters of order 7) 

and for "comparison" methods by Orchard and Szentirmai/Bingham had 

to be converted from the Mercury Autocode language for the obsolete 

Mercury computer to a form that could be used on a present-day computer. 

At first an attempt was made to convert the programs to Extended 

Mercury Autocode (EMA) for use on the Thames ICL 19O2A computer but 

the use of the EMA programs was not to be encouraged for the various 

reasons given in chapter 6. Therefore the programs mentioned above were 

rewritten in Fortran and new programs were written for Saraga's method 

for filters of order n=9. Also a Fortran program was written to use 

the automatic graph plotting routines and fig.2O to 35 (n=9) were 

prepared automatically on a "Kingmatic" plotter. Before the rewriting 

was commenced a subroutine (used in all the later programs) was 

written to round numbers to a predetermined number of significant 

figures so that the calculations could be performed with "any" 

arithmetical accuracy.
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Appendix 1

Comment on factorisation of D2 (p) - N2 (p) . 

The factorisation of D2 (p) - N2 (p) into the product 

B(p)B(-p) where B(p) is assumed to be a "strictly" Hurwitz 

polynomial (which is defined here as having no zeros on the 

imaginary axis) , presupposes that the real polynomial (in p) 

D (p) - N2 (p) does not contain conjugate pairs of zeros on the 

imaginary axis one zero of each pair being associated with B (p) 

and the other with B(-p). The occurrence of such zeros of

r\ r*

D*- (p) - N^ (p) i.e. of H(p)H(-p) would be inadmissible for passive 

resist! vely terminated networks since the zeros of H(p) are 

transfer -function poles which must lie in the (restricted) left 

half of the p-plane.

This same point can also be shown by the following argument. 

Since K(p) is an odd function of p,

K(p) = pA(p2 ) 

where A(p2 ) is a function in p2 . When p = ju),

which is purely imaginary and therefore

K(jo)) * ± 1, for any u> . (1)

Consideration of equation (1.3) shows that where 

H(p)H(-p) = O, K(p) = ± 1. Since from (1) 

={= ± I/ H(j<o)H(-ju)) £ O for any a) .
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Appendix 2

Proof that D(p) + N(p) can be factorised into the product of a

Hurwitz and an anti-Hurwitz polynomial.

In section 1 it was shown that

D2 (p) - N2 (p) = {D(p) + N(p)}{DCp) - N(p)> = BCp)B(-p) (1) 

and in appendix 1 it was shown that D2 (p) - N2 (p) does not contain 

zeros on the imaginary axis in the p-plane.

Therefore D(p) + N(p) can only contain factors with zeros 

in the left half p-plane (if any) and factors with zeros in the 

right half p-plane (if any) but there cannot be any factors 

with zeros on the imaginary axis. Thus it is possible to write

D(p) + N(p) = B (p)B (-p)
a D

where B (p) , B (p) are Hurwitz polynomials and it is possible for 
a b

B (p) = 1 or B (p) = 1 when all the zeros lie either in the right 
a D

half or in the left half p-plane.
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Appendix 3.

The conventional realisation of ladder filters.

The starting point is the open circuit impedance Z (or the short 

circuit impedance Z ) and the list of required attenuation poles 

(i.e. the zeros of the denominator D of H(p)). The first step is to 

choose a ladder structure which corresponds to the particular H(p) 

function. This means that, corresponding to each attenuation pole at 

a finite frequency there must be in the ladder structure a parallel 

resonant circuit as a series arm, or a series resonant circuit as a 

shunt arm, tuned to the frequency of this attenuation pole. Furthermore 

the two "asymptotic" circuits to which the chosen ladder circuit degenerates 

at zero and infinite frequencies must provide the right number of 

attenuation poles at these extreme frequencies (i.e. in-accordance with 

the number of poles of H (p) at zero and infinite frequencies).

For the second step let us assume that we have a circuit as shown in 

Fig.l. In order to find L we note that as to -»• °°, ZOI">ZL

Fig.l.

In this way L can be found and Z (ju)) can be subtracted from Z
1 L Ol

to obtain Z (ju)) . The admittance of the arm containing L_ and C is, 

of course, zero at its frequency of resonance w and this means that

the rest of the circuit has no effect and all the signal passes through

1
the arm containing C . Thus evaluating Y (jw)=

2 *-
at u)=oo _ 3°°
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gives the admittance Y and hence C . Next Y is subtracted
C 2 2 C2

from Y to give Y = — , completing the process known as the 
2 3 Z 3

partial removal of a pole. The next stage is to totally remove the

pole at oo . This is arranged by setting the residue of Z ,
L 3' C 3 

the impedance of the arm containing L_ and C_, equal to the residue
O »3

of Z at 00=00 . Thus C is found, and hence L since oo =!/(L C ) ,
J .3 j j O°° j j

This method can be continued.

If, instead of a parallel tuned circuit in a series arm, a series tuned 

circuit in a shunt arm has to be evaluated, the method is essentially 

the same, except that the impedance and admittance have to be interchanged.

The whole filter can be realised from one end (provided that

Z (Z ) is used if the filter at port 2 ends with a shunt (series) arm). 
O-L SI

Alternatively, the filter can be realised from both ends. If there is 

no significant loss of accuracy, then, where the two realisation 

procedures meet, the same element values will be obtained by both 

procedures.
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Appendix 4.

Some details of the Norek/Musson method.

As mentioned in section 1.4, this method deals with polynomials in 

their factorised form. In this appendix the algebra, based on ref.6 

but with different symbols is described and proved in the case of 

adding two polynomials A(p) and B(p) and obtaining the resulting 

polynomial C(p) directly in its factorised form. The roots of 

polynomial C(p) are found by Newton's method and therefore the 

polynomials A (p) and B (p) and their differentials have to be 

evaluated repeatedly near the roots of C(p).

It is worth considering first, the differential of one of the polynomials 

in factor form and then applying the result to the sum of the polynomials.

n 
Let A (p) = C 7T (P-a.) (1)X

with C constant and zeros a., i=l,2,...n. Differentiating with 

respect to p gives

A 1 (p)=C_ f(p-aj (p-a.) ... (p-a ) + (p-a ) (p-a,) . . . (p-a ) 1 1_ 2 o n 16 n

+ ... + (p-a ) (p-a ) . . . (p-an_ )J (2)

(p-a ) (p-a ) (p-a ) . . . (p-a ) + (p-a ) (p-a ) (p-a ) . . . (p-a ) + . i £. 3 n -i^o nA'(p)=C *

1 ) (p-a£ ) ... (p-an_ a
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m
Similarly B(p)=C j | (p-b.) where C is a constant and b., i=l,2,...m

are the zeros of B(p). Then it is.required to find C(p)=A(p)+B(p)

in the form
max(n.m) 

C(p)=C 3 I f (p-cj

where C3 is a constant and c., 1=1,2,... maximum of n and m, are

the zeros of C(p) and
n m

C(p)=C,TT (P-a.) + C TT (P-b.) (4) 
1=1 1=1 ±

Applying the result given by expression (3) for A(p) to B(p) and 

using equation (4), gives the polynomial C(p) differentiated with 

respect to p, as

Whereas in theory Newton's formula can be used repeatedly

C (PO )

where p is the "old" root and p is the "new" improved value until *o n

a root is perfected and then the next root is improved, in practice the 

roots are too close together and there is the danger of relocating the

same root instead of locating a different root. Therefore, instead of

C (p) 
using the polynomial C (p) , the rational function G(p)= .^. is used

where the polynomial D (p) is the product of the factors whose roots 

are the roots so far found of the polynomial C (p) . Then

C(p)D' (p)

and the Newton correction to the approximate root p. , is

- c(p.)
G 1 (p.) = C 1 (pi )-C(pi )D 1 (p± )
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The polynomials C(p.) and C'(p.) are calculated from equations 

(4) and (5) and the polynomials D(p.), D'(p.) are calculated from 

equations similar in form to those of (1) and (3) .
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Appendix 5. Reasons for existence of columns (vii)to(xl) of table 6.section 5.4

Three sets of results occur for the "single-length" calculations 

using Saraga's method as mentioned in Section 5.4. Two of the sets 

arise because the coefficients of the numerator of Z and the denominator of 

Z should be identical but their coefficients of p 1* were not, as 

explained below. The coefficient of p4 in the numerator of Z was 

calculated from the expression (the sequence of the calculation is 

indicated by the position of the brackets):- 

G l = (((a 1b3+a 3b 1 ) +a2b2 )-f(a4+b4 ))

and gave 27.2118837O4175932O52. Similarly the coefficient of p4 in 

the denominator of Z was calculated from the expression:-
O.

G2 = (((VV +VV + (V> 3+a 3bl )) 

and gave 27.2118837O441O411155.

These two different values for the coefficient of p1* in Z and

Z were used to produce the results in column (vii) of table 6. In 
s

column (viii) of table 6 only the second value was used; thus the 

numerator of Z and the denominator of Z were the same. It shouldo s
be noted that the two different figures given by, G ,G for this one 

datum value only differ in the 12th significant digit and yet the values 

for the element values differ in some cases in the 5th significant digit 

e.g. see the AuiAboscaJ^uJafoi £&iAZ0( for C G in columns (vii) and (viii) and

in one case, C , even in the 4th significant digit. This indicates the
8

possible effect of rounding errors on the realisation part. Therefore 

it has nothing to do with Saraga's method itself; it might also have 

occurred in the other methods but this was not investigated.
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The set of results given in columns (x) and (xi) differ from 

those of columns (viii) and (ix) (although the data were the same 

for (x) and (viii) and for (xi) and (ix) because a different subroutine 

was used to solve the linear equations.
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Appendix 6. Tables of differences and relative differences of
element values in tables 6 and 7, section 5.4.1.

The differences in the tables of this appendix are shown rounded 

to only 3 significant figures and the exact sizes of the element 

values needed for the calculation of the"relative 11 differences are not really 

important but they have been chosen, after looking at the results of 

table 6, as likely values (to 4 significant figures).

The best, i.e. the smallest, of the"relative"differences for each 

particular element is inside its own rectangular box with broken sides 

(or inside a larger one when several consecutive"relative"differences 

for elements calculated by the same method from the same impedance are 

best). The worst, i.e. largest, of the"relative" differences for each 

particular element is surrounded by an "oval" shape with unbroken 

sides. In each set of comparisons the modulus of maximum (or worst) 

"relative" difference for each method is also noted; the "relative" 

difference was defined in section 5.4.2.2.1. as the difference (not 

the absolute or modulus of the difference) divided by the element value.
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Appendix 7. The square root subroutine SSQRT.

The square root subroutine SSQRT was written so that the computer 

would find the square roots of numbers using arithmetic of a chosen 

reduced accuracy. It is based on the well-known iterative formula

n+1

where the square root of a positive number, a, is required and the 

improved approximation b is calculated from the previous approximation 

b . To obtain the most accurate answer working with the prescribed 

accuracy the following test is used.* The value of the expression

i-b2
n+i is calculated for the latest approximation b and compared

with that for the previous approximation

repeated until

a-b2 
n

n+l 

The process is

a-b2 
n+i > a-b 2 

n

and then b is taken for the value of /a" as it is the most accurate n

root that can be obtained with the accuracy prescribed for the arithmetical 

operations.

* This text was advised years ago by Dr.Wilkinson (N.P.L.) in the case 
of finding the most accurate root of a polynomial equation by 
Bairstow's method.
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