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ABSTRACT

ABSTRACT
Multilevel refinement is a collaborative hierarchical solution technique. The 

multilevel technique aims to enhance the solution process of optimisation problems by 

improving the asymptotic convergence in the quality of solutions produced by its 

underlying local search heuristics and/or improving the convergence rate of these 

heuristics. To these aims, the central methodologies of the multilevel technique are 

filtering solutions from the search space (via coarsening), reducing the amount of 

problem detail considered at each level of the solution process and providing a 

mechanism to the underlying local search heuristics for efficiently making large moves 

around the search space. The neighbourhoods accessible by these moves are typically 

inaccessible if the local search heuristics are applied to the un-coarsened problems. The 

methodologies combine to meet the multilevel technique's aims, because, as the 

multilevel technique iteratively coarsens, extends and refines a given problem, it 

reduces the possibility of the local search heuristic becoming trapped in local optima of 

poor quality.

The research presented in this thesis investigates the application of multilevel 

refinement to classes of location and routing problems and develops numerous 

multilevel algorithms. Some of these algorithms are collaborative techniques for 

metaheuristics and others are collaborative techniques for local search heuristics. 

Additionally, new methods of coarsening for location and routing problems and 

enhancements for the multilevel technique are developed. It is demonstrated that the 

multilevel technique is suited to a wide array of problems. By extending the 

investigations of the multilevel technique across routing and location problems, the 

research was able to present generalisations regarding the multilevel technique's 

suitability, for these and similar types of problems.
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ABSTRACT

Finally, results on a number of well known benchmarking suites for location and 

routing problem are presented, comparing equivalent single-level and multilevel 

algorithms. These results demonstrate that the multilevel technique provides significant 

gains over its single-level counterparts. In all cases, the multilevel algorithm was able to 

improve the asymptotic convergence in the quality of solutions produced by the 

standard (single-level) local search heuristics or metaheuristics. The multilevel 

technique did not improve the convergence rate of the single-level's local search 

heuristics in all cases. However, for large-scale problems the multilevel variants scaled 

in a manner superior to the single-level techniques. The research also demonstrated that 

for sufficiently large problems, the multilevel technique was able to improve the 

asymptotic convergence in the quality of solutions at a sufficiently fast rate, such that 

the multilevel algorithms were able to produce superior results compared to the single- 

level versions, without refining the solution down to the most detailed level.
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Chapter I Multilevel Refinement for Routing and Location Problems

Chapter I

1 Multilevel Refinement for Routing and Location Problems

The importance of ^transportation and communication systems' to the economic 

success of individuals through to civilisations is a well-documented fact [205], [238]. 

The areas that can be modelled by the concepts of transportation and communication are 

vast. From a logistics management point of view, two areas of particular interest are the 

areas of routing and location. Within the areas of routing and location, the ongoing 

stories of economic success are a composite of benefits, derived from improvements 

made in these areas and negative consequences, resulting from inefficiencies within 

these areas.

The US environmental protection agency, reports that the transportation sector is 

the second largest source of CC>2 emissions in the US [295] and emission due to 

transportation is growing faster than other sectors [289]. A recent policy paper 

highlighted the fact that inefficiency in the transportation systems in Europe costs the 

EU approximately 1% of GDP each year [14]. These two reports pinpoint two of the 

main areas of negative consequences experienced from inefficiencies in the 

transportation sectors: that of financial cost and adverse environmental impact. On the 

positive side, improvements in the transportation systems over the last couple of 

decades have saved the US economy 4% of GDP 1 [2] . This has primarily resulted from 

reduction in inventory cost as the increasing reliability of the transportation systems has 

facilitated greater reliance on just-in-time manufacturing.

Taken against the backdrop that the US economy is approximately 25% of the world's economy; these 

are not insignificant figures.
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The efficient location of resources is one that is of interest to a number of areas of 

economic activity. As Current et al. [66] reported, not only do location decisions 

involve large sums of capital expenditures, they have major impact on the ability of 

companies to compete in the market place and they play a significant role in stimulating 

economic activity.

Location problems seek to locate 'resources' such that the l cosf of using the 

resources is at its most beneficial to both the users and the suppliers of the resources. 

Routing problems seek to allow suppliers to allocate "resources' to sets of users at 

minimum l cosf. The terms cost and resources in these descriptions are euphuisms for a 

host of measures. Cost describes diverse considerations encompassing environmental 

impact, time, financial cost, bandwidth requirement, safety, customer satisfaction, 

profitability, competitiveness etc. Similarly, the considerations referred to as resources 

run a wide gamut including, but not limited to, warehouses, shipping ports, power 

plants, hubs, consumable products and services etc. This reflects the fact that routing 

and location problems model concerns that have direct and indirect commercial 

applications.

Direct applications of the fields of routing and location are found in the transportation 

and logistics sector. According to the US department of commerce in 2007, 

approximately 10 % of U.S. GDP was related to transportation activity [146]. Globally, 

various companies can be found whose main service is devoted to providing solution 

techniques for routing problems [246]. Similarly, for location problems, geographical 

information systems or supply chain management and other technologies, which make 

use of location analysis commercially, are important parts of the economy. Indirect 

application of location analysis can be found in the areas of data mining, pattern
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recognition, bio informatics, cluster analysis [276], portfolio management [59], 

computer network design [105] etc.

Due to the importance of routing and location problems, both in academia and in 

various industries, work into finding solution algorithms for such problems continues to 

be an active area of research. Typically with these types of problems, the goal is to find 

an optimal (or high quality) solution from a finite or numerable infinite set of possible 

solutions [28]. The production of routing and location models of increasingly high 

quality will lead to improved efficiency in many sectors of the economy. However, 

location and routing models are exceedingly difficulty to solve, as they are intractable 

for large problems. Hence, heuristic approaches are the predominant solution techniques 

employed for these problems.

This research centres on a collaborative technique, multilevel refinement, which is 

capable of aiding the performance of heuristic approaches used in solving routing and 

location problems.

1.1 Multilevel Refinement

Multilevel refinement is a collaborative hierarchical solution technique that allows a 

practitioner to vary the level of detail considered when solving a given problem. To 

achieve this, the technique creates a hierarchy of approximations to the given problem 

through a recursive coarsening phase. Each of the approximations varies the level of 

detail at which the problem is viewed. However, solving any one of the approximations 

results in a feasible solution to the given problem and the solution of an approximation 

can be projected onto another approximation of greater detail.

Typically, the final approximation created at the end of the coarsening phase is 

equivalent to an initial solution to the given problem. Starting with this initial solution,
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the technique applies a refinement phase that attempts to improve the quality of the 

solution with regard to the objective function. The technique then applies extension 

operators to transform the solution, to a level of greater detail.

The multilevel technique [25], [285] has been used for a number of years with proven 

effectiveness across varying problem areas. These include clustering [153], grid 

computing [187], graph partitioning, graph colouring and the travelling salesman 

problem [304], [302].

A recent survey shows increased use of the technique, and metaheuristies from 

simulated annealing through genetic algorithms to tabu search have been incorporated 

into effective multilevel implementations [305].

1.2 The Problems Studied and the Motivations

The research applies multilevel refinement to classes of routing and location 

problems 1 .

Multilevel refinement greatly aided the solution process when applied to the traveling 

salesman problem (TSP) [302] and the similarities between the TSP and the vehicle 

routing problem (VRP) made it a logical decision to question, how a multilevel 

algorithm for the VRP would perform? This provided the initial motivation for the 

current research.

However, as research has often gone; this was expanded to include a study of the 

application of the multilevel technique to facility location problems. The reasons for this 

were manifold. Firstly, further generalisations were required to validate some of the 

concepts surrounding the technique. Secondly, facility location problems were chosen

Chapter II presents formal descriptions of the problems to which the technique has been applied.
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because the clustering aspect of these problems made them prime candidates for the 

technique and the researcher wanted the challenge of working with clustering problems. 

Thirdly, routing and location problems together address numerous concerns faced in the 

area of logistics management. By demonstrating that the multilevel technique can aid 

the leading heuristics approaches employed in this area, the research identified an 

important area of commercial activity in which the technique can potentially make a 

valuable contribution.

1.3 Research Objectives

The multilevel technique (framework) does not seek to position itself as the answer 

to the question "which is likely to be the best algorithm for solving problem y?" [305]. 

Consequently, questions relating to how does the multilevel technique compare to tabu 

search or simulated annealing for instance, are not particularly informative. Instead, a 

more informative question would be; how does the multilevel version of a particular 

tabu search algorithm compare to the original tabu search algorithm, for a given 

problem? This concept, is best summarised in the words of Walshaw "the multilevel 

framework is a collaborative framework that acts in concert with some other technique. 

Therefore the question is: given that I am using technique xfor solving problem y, can 

its performance be boosted by using a multilevel version of technique *.?"[305]. 

The aim of the research therefore, was to determine the following:

  How would a multilevel algorithm for the VRP compare to an equivalent 

single-level counterpart, i.e. could the multilevel algorithm improve the 

asymptotic convergence in the quality of solutions produced by the single- 

level's local search heuristic(s) and or improve the convergence rate of the 

single-level's local search heuristic(s).
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  The second phase of the research had similarly specific aims but was also 

complemented by aims that are more general. Namely, could the multilevel 

algorithm developed for the VRP be extended to a similar but sufficiently 

different type of problem such that the performance across the problem types 

could be distilled into generalisations regarding the multilevel technique and 

its suitability for these and similar types of problems. To this end, the research 

aim to determine the suitability of the multilevel algorithm for the capacitated 

p-median problem, comparing it to an equivalent single-level counterpart. 

Again, determining the impact the multilevel algorithm had on improving the 

convergence rate and the asymptotic convergence in the quality of solutions 

produced by the single-level's local search heuristic(s).

  Previously, the multilevel technique was applied to other combinatorial 

optimisation problems; the one of particular interest was the traveling 

salesman problem. The research aims to extend this body of work by applying 

the multilevel technique to other related combinatorial optimisation problems.

1.4 Research Contributions

The research developed and implemented multilevel and single-level algorithms for 

the capacity vehicle routing problem (CVRP) and the capacitated /7-Median problem 

(CPMP). This research constitutes the first application of the multilevel technique in 

these areas. Chapter IV presents detailed treatment of the algorithms implemented and 

chapter V analyses the experimental results.

The research designed and implemented simple ways of constructing solutions to 

the CVRP acquiescent to the coarsening philosophy of the multilevel technique. The 

research also investigated other methods of solution construction that had not previously
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been advocated for multilevel algorithms, centred around separating coarsening and 

solution construction, this is presented in chapter IV. In the case of the CPMP this 

allowed the leading construction heuristics in the field to seamlessly amalgamate with 

the coarsening process. The fact that the CPMP is capacitated and the number of 

medians predetermined, meant the more traditional coarsening approaches faced 

difficulties in constructing feasible solutions of good quality. It was therefore more 

appropriate to use the technique of separating construction and coarsening, in creating 

feasible solutions to the problem. This process added a new technique to the toolkit of 

future practitioners. It also offered new insights and raised new questions about the 

coarsening process, the most important part of the multilevel technique.

The research constructed a general framework for solving instances of the CVRP 

and the CPMP. The similarities between the problems, chiefly the requirement to 

partitioning of the set of customers into feasible subsets while respecting the problem 

constraints and minimizing connection costs, was exploited to this end (see chapter IV).

The research designed and implemented enhancements to the multilevel technique 

for the CVRP and the CPMP, which proved productive. These enhancements were 

constraint relaxation, coarsening homogeneity and solution-based recoarsening (see 

chapters IV and V). In the case of the CPMP two multilevel algorithms were 

implemented, one using the tabu search metaheuristic. Both multilevel algorithms 

outperformed their single-level counterpart.

Coarsening is one of the most important areas for multilevel practitioners, numerous 

simple coarsening algorithms are presented throughout chapters IV and V, with 

experimental analysis done to demonstrate their validity, or lack thereof. Since the 

multilevel technique is still a new solution approach for combinatorial optimisation
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problems of the type presented in this thesis, researchers may query whether the 

technique can be adapted to their areas of interest. Chapter III present a wide-ranging 

discussion of areas where the technique has been applied, possibly increasing the 

likelihood the technique will further be used.

The research was also able to identify weaknesses, strengths and areas of study 

future practitioners could pursue: chapter VI deals with these subjects.

As an aid to raising the profile of the multilevel technique in the research community, 

the following dissemination has been undertaken.

1.4.1 Publication and Presentations from the Research

The following publications and presentations have been completed for the research 

contained here. In all presentations, the speaker was Demane Rodney; all papers were 

co-authored with Dr. Alan Soper and Dr. Chris Walshaw. 

Papers:

  Rodney, D. Soper, A. and Walshaw, C. (2007), Multilevel Refinement Strategies 

for the Capacity Vehicle Routing Problem, Int. J. IT & 1C, Vol.2, No.3

  Rodney, D. Soper, A. and Walshaw, C. (2007), The application of Multilevel 

Refinement to the Vehicle Routing Problem, In D. Fogel et al., editors, Proc. 

CISChed 2007, IEEE Symposium on Computational Intelligence in Scheduling, 

IEEE, Piscataway, NJ, pp.212 - 219

  Rodney, D. Soper, A. and Walshaw, C. (2006), Multilevel Refinement for the 

Vehicle Routing Problem, In Proc. ODYSSE 2006, Third International 

Workshop on Freight Transportation and Logistics
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  Rodney, D. Soper, A. and Walshaw, C. (2005), The Application of Multilevel 

Refinement to the Vehicle Routing Problem, In Proc. PlanSIG 2005, 24th Annual 

Workshop of UK Planning & Scheduling Special Interest Group

  Rodney, D. Soper, A. and Walshaw, C.(2008) Multilevel Approaches applied to 

the Capacitated Clustering Problem, In H. R. Arabnia et al., editor, Proc. 2008 

Intl. Conf. Scientific Computing, WorldComp'08, pp.271-277. 

Presentations:

  UK PlanSIG 2005, The 24th Annual Workshop of the UK Planning and 

Scheduling Special Interest Group, City University of London, England, 15-16 

December, 2005

  ODYSSEUS 2006 - Third International Workshop on Freight Transportation and 

Logistics, Altea, Spain, May 23 - 26, 2006

  CISched2007 - IEEE Symposium on Computational Intelligence in Scheduling, 

Honolulu, Hawaii, April 1-5, 2007

  WORLDCOMP'08 - The 2008 World Congress in Computer Science, Computer 

Engineering, and Applied Computing, Las Vegas, USA, July 14-17, 2008

  PhD Seminars - University of Greenwich PhD Seminars series, June 2005, 

March 2006, February 2007

  MPhil to PhD Viva Presentation - University of Greenwich 

The research demonstrated that for the CVRP and the CPMP, the multilevel 

technique provides significant gains over its single-level counterparts. In all cases, the 

multilevel algorithm was able to improve the asymptotic convergence in the quality of 

solutions produced by the single-level's local search heuristics. The multilevel 

technique did not improve the convergence rate of the single-level's local search
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heuristics in all cases. However, for large-scale problems the multilevel technique was 

found to scale in a manner superior to the single-level technique. It was also 

demonstrated that for sufficiently large problems, the technique was able to improve the 

asymptotic convergence in the quality of solutions at a sufficiently fast rate, such that 

the multilevel technique was able to produce superior results compared to the single- 

level version, without refining the solution down to the most detailed level.

1.5 Outline of the Thesis

Chapter II: Routing and Location: a Review. This chapter presents a recent literature 

survey of the state of research in location and routing. The vast nature of these two 

subject areas precludes comprehensive treatment. Instead, key contributions are 

reviewed and it is demonstrated firstly, that the answers to the research questions are 

valuable to the research community, and secondly, the questions are unanswered.

Chapter III: The Multilevel Technique. This chapter presents the central 

methodologies of the multilevel technique and analysis of the technique through its 

application to a series of diverse problems. It is demonstrated that the technique is 

highly adaptable to a vast array of problems and is capable of aiding the solution 

process in most of the areas it has been applied. The chapter also highlights potential 

pitfalls to be aware of when using the technique.

Chapter IV: Multilevel Technique for Routing and Location Problems. This chapter 

presents the multilevel framework for the capacity vehicle routing problem (CVRP) and 

the multilevel framework for the capacitated p-Median problem (CPMP). This chapter 

along with the following chapter presents the main body of work done during the
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research. The heuristics and metaheuristics implemented throughout the research are 

presented and their impact analysed.

Chapter V: Computational Results for the CVRP and CPMP. This chapter presents 

the results of the experimental analysis done for the CVRP and the CPMP. Along with 

the preceding chapter, this chapter presents the main body of work done during the 

research.

Chapter VI: Multilevel Refinement CVRP and CPMP: an Evaluation. This chapter 

evaluates issues relevant to the multilevel technique implemented for the classes of 

location and routing problems studied. This chapter also presents further works and 

concluding thoughts on the relevance of successfully answering the research questions
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Chapter II

2 Routing and Location: a Review

This chapter presents a recent review of the state of the field in the areas of routing 

and location analysis. It covers the problems studied in this research and the leading 

solution techniques for those problems.

2.1 Combinatorial Optimisation Problems

In theory and practice, we are often interested in choosing the 'best' solution from a 

set of finite or numerable infinite solutions. The interest in these combinatorial 

problems partly arises from the fact that finding the best or a better option than that 

currently held potentially leads to economic benefits. However due to the exponential 

growth in the number of possible solutions as the size of the problems increases it is 

often impractical, if not impossible, to find the best solution.

Formally:

We seek to minimize/maximize the objective function f(s) for a combinatorial 

optimisation (CO) problem p = (£,/) where s e s . S is the set of feasible solutions termed 

the search space. The objective function is given by /: S -> R where R is the set of reals. 

An optimal solution 5* & S for a minimisation problem is then given by f(s*) < /(s) VseS 

and f(s*) > f(s) \/seS for a maximization problem. Currently there are no known 

polynomial time algorithms for finding s* for combinatorial optimisation problems that 

are NP-hard [102]. This means the practitioner often has to resort to heuristic 

approaches to engage problems of reasonable sizes. Combinatorial optimisation (CO) 

problems are found in varied problem domains from auctioning [300] to genome theory
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[44] however, routing and location are the two areas of CO that are of interest in this 

thesis.

2.1.1 Routing and Location

Routing and location are two areas of combinatorial optimisation that are of 

increasing importance. The economic benefits, for example in reduced operating costs 

to the service and other industries, that can be achieved by more efficient routing have 

been shown [60]. The adverse environmental and financial impact of poor routing has 

also been recognised [71]. In worst cases, this can be extreme - a recent study [257] 

estimated that traffic congestion in a region of New Zealand cost the economy 1 % of 

GDP. Furthermore, as industry moves increasingly towards just-in-time manufacturing, 

the adverse effect of inefficient routing is magnified [258]. This environment therefore 

necessitates highly efficient routing models and solutions.

Location science [129] is a cross-disciplinary field, spanning both academia and 

industry, and encompassing such diverse professionals as engineers, economists, 

distributions analysts, geographers and computer scientists. It generally addresses the 

important question of how to optimally locate (position) resources. The location of the 

resources in question will invariably involve cost implications. In some cases significant 

costs are involved [235], [309], with huge overheads if poor decisions are made.

Location scientists have many roles. Not only must they decide how best to locate 

the resources to meet the demands of the known/expected customers (demand nodes) 

[8], but also they may need to evaluate the effect of other resources already located. For 

example, Wang et al. [306] model the opening and closing of facilities taking into 

account budget constraints and operating costs. Furthermore, there can be important
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environmental considerations involved in location decisions particularly from the 

effects of routing.

Location scientists generally use a combination of descriptive (i.e. the analysis of 

the factors governing suitable location sites) and normative (i.e. the application of 

quantitative methods for finding good solutions) approaches [75]. From these they can 

develop rich location models capable of determining the effect of market forces, 

suitable construction sites, the effects of communication and routing, etc. Such models 

can then be analysed and solved to provide optimal or near optimal solutions. However, 

this goes beyond the scope of the thesis and here we concentrate on normative 

approaches for a specific class of location problems.

These two exciting and interesting areas of research, routing and location, are 

reviewed.

2.2 Capacity Vehicle Routing Problems (CVRP)

The vehicle routing problem (VRP) [68] describes a group of problems concerned 

with the collection and or delivery of customers' orders. Design considerations such as 

delivery frequency, service times and fleet sizes lead to a rich array of problems [155],

The capacity VRP (CVRP) models the situations where a fleet of homogenous 

vehicles of fixed capacity is used to deliver goods to a set of customers of known 

demand along routes originating and terminating at one depot. If the requirement that all 

vehicles are homogenous is eliminated this gives rise to the fleet size and mixed vehicle 

routing problem (FSMVRP) [123]. This problem is reviewed in [228] and [253].

The multiple depots VRP (MDVRP) [311] extends the CVRP by allowing multiple 

depots from which to service the customers' demands, however the problem typically 

specifies that routes should terminate at their starting depot [227]. The open VRP
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(OVRP) [259],[265] allows routes to terminate at any depot. This type of problem is 

often encountered in cases where the 'supplier' of the demand is not responsible for 

delivering the demands, for example in the cases of subcontractors used to deliver 

newspapers. Li et al. [171] outline the latest work.

The VRP with time windows (VRPTW) [273] extends the CRVP by specifying a 

time interval during which customers' demands must be delivered. The VRP with pick 

up and delivering (VRPPD) and the vehicle routing problem with backhauls model the 

situations where the vehicles both deliver and collect from the customers [181]. Recent 

work includes [21], [185] and [72]. The Stochastic VRP (SVRP) [22] is concerned with 

problems where aspects of the customers' state e.g. demand or location information is 

not known during planning.

An assumption inherent to all versions of the problem listed above is that the 

planning session does not exceed one day. The periodic VRP (PVRP) [19], [7] straddles 

the boundary between vehicle routing and scheduling such that customers can require 

delivery at a particular frequency over a stated number of days.

The VRP has been extensively reviewed see [30],[31],[35],[36],[56], with the 

CVRP and the VRPTW being the most studied members of the group [213].

This thesis concentrates on the CVRP, a formal definition of which follows.

2.2.1.1 Capacity Vehicle Routing Problem

The CVRP requires the creation of a set of vehicle routes originating and ending at 

a depot O, serving the demands d{ > 0 of n customers, for / = (1,2,3... n). The demand 

of the depot O is zero. A non-negative cost, representing distance or journey time, is 

defined between any pair of customers / * j as Q and between every customer and O. 

We assume that the costs are symmetric so that Q = Q. The depot holds V identical
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vehicles of capacity Q. The total demand of customers on a route must not exceed this 

upper capacity Q. An additional requirement is often added that the cost of a route, 

given by the sum of the costs between customers on the route plus the service cost of 

the customers and the cost to and from O, should not exceed an upper cost M (perhaps 

relating to the maximum distance/time a vehicle can travel). If the cost restriction is 

included the problem is termed the distance constrained VRP (DVRP) [180]. The 

solution then seeks to minimise the total cost of the routes.

The techniques developed for the VRP by our research were applied directly to both 

the CVRP and the DVRP. For the remainder of this thesis when speaking about the 

entire group of problems these will be referred to as the VRP. When speaking about the 

CVRP and the DVRP these will be referred as the CVRP, but it is understood to mean 

both problem types.

2.3 Solution Techniques for the CVRP

The VRP is known to be NP-hard [168]. Exact methods, heuristics, approximation 

algorithms [9], [18] and metaheuristics are the main techniques used for generating 

solutions to instances of the VRP.

Most of the optimal values obtained for the problem have been through the use of 

exact methods. These techniques are however outside of the scope of this thesis and the 

interested reader is directed to the PhD thesis of Ropke [246]. Indeed, there currently 

exists no exact method capable of routinely providing solutions to instances of over 100 

customers [147], [292] . Since there are real world instances of the problem consisting 

of thousands of customers [42], heuristics and metaheuristics have emerged as the 

dominant solution techniques.
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The research in these two areas for the VRP is enormous. This section outlines 

some of the main trends and where appropriate surveys and original contributions are 

highlighted.

2.3.1 Heuristics

Heuristics are solution techniques capable of producing an 'acceptable' solution but 

unable to guarantee an optimal solution [270], [97]. Approximation algorithms are 

heuristics capable of providing a worst-case guarantee. For a CO problem as defined in 

section 2.1, if a solution sw is returned by an e - approximation algorithm the following

is satisfied: <£, Vse S for some factors where S is the search space. In

some cases however e can be very large and therefore be a poor guide to the actual 

performance of the algorithm [270].

Heuristics provide a superior means of handling the complexity of CO problems 

when compared to exact methods. The solutions they produce, however, are often local 

optima which are potentially substantially worse in quality compared to the global 

optimum. This occurrence, that the local optima can be of very poor quality, termed the 

central-limit catastrophe [183], [17], is one of the main justification for metaheuristics.

If a local optimum solution sw is produced by a heuristic for the CO defined above, 

the solution adheres to: /O) < f(s), Vse N(s*) c S where N(s*) is the neighbourhood of 

sw and 5 is the search space. #($  ) defines all solutions accessible from sw by the 

heuristic under consideration, see section 2.3.1.4.

17



Chapter II Routing and Location: a Review

2.3.1.1 Heuristic Characteristics

A good heuristic is one that is accurate, fast, simple, flexible [55] and stable [100]. 

A stable heuristic maintains an 'appropriate' degree of separation between the data of 

the problem being solved and the heuristic. This separation results in heuristics that are 

capable of adapting to unforeseen changes in the operational environment. If the 

heuristics take into account none of the features of the problem data this tends to result 

in solutions of poor quality, however overly coupling the two produces heuristics unable 

to handle changes [130],[158]. These characteristics, while being subjective, will be 

used as a guide in analysing the main heuristics currently in use for the VRP.

2.3.1.2 Heuristic Types

Construction heuristics and improvement heuristics [226] represent the two main 

types of heuristics used for routing problems. Laporte et al. [165] and Laporte and 

Semet [166] refer to these as classical heuristics.

Construction heuristics create a solution without taking any steps to modify the 

solution with respect to the objective function. Improvement heuristics on the other 

hand systemically modify an existing solution in search of a new local optimum. Where 

elements of both are combined (and the resulting combination is not recognized as a 

metaheuristic); it is not uncommon for it to be termed a composite heuristic [90],[226]. 

Laporte et al. [165] provides a survey of heuristic approaches to solving the VRP, Funke 

et al. [98] provide a survey of local search techniques used for the VRP.

2.3.1.3 Construction Heuristics

For problems that can be modelled as integer programming problems (this includes 

the classes of routing and location problems), the two dominant heuristic construction
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philosophies are the greedy add and drop approaches. The add approach starts with all 

decision variables equal to zero, then iteratively sets the variable yielding the best return 

to one until a valid solution is constructed. The drop approach is the opposite. It starts 

with all variables set to one and if this represents an infeasible solution, the variable 

yielding the least return is removed until a feasible solution is obtained.

Three of the main types of construction heuristics applied to the VRP are the 

savings method (a drop approach), insertion principles (an add approach) and clustering 

heuristics [121], [165]. Clustering heuristics can be constructed using both philosophies.

2.3.1.3.1 Clark-Wright Savings Heuristic

The Clark-Wright savings heuristic (CWS) [51] is the most popular of the savings 

methods. In its original form, it is simple, fast, parameterless [55] and stable. Because of 

its simplicity and speed, it is one of the most commonly used in commercial routing 

software [5].

The CWS can be stated as follows: Given a VRP, connect each customer to the 

depot to form a route. Using the savings criteria 5y = d0 + Cj0 - Q, merge routes in pairs 

until no feasible merges can be created while respecting the problem constraints. C\0 

represents the cost between a customer i and the depot and Cj0 represents the cost 

between a customer j and the depot and C// represents the cost between customers i and 

j. Sij represents the change in cost of the solution if the routes serving / and j are merged.

If a route is selected and continually merged with routes yielding the greatest saving 

(while feasible to do so) this results in the serial CWS. If however, at each iteration the 

two routes yielding the greatest saving if merged are chosen, this results in the parallel 

CWS [5].
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A major weakness of the CWS is the preference given to customers the further 

away they are from the depot. This results in the construction of circumferential routes 

and routes of poorer quality as the construction process progresses [140], [5]. The 

introduction of new parameters to the saving criteria has been advocated to handle this 

weakness: to reduce the likelihood of constructing circumferential routes a positive 

factor is applied to the cost between each customer to be merged [104], [315]. To limit 

the dominance of customers further from the depot over those closer, Paessens [211] 

proposed a modification to the savings criteria that returned higher saving for customers 

that were similar distance to each other from the depot. Recently Atmel and Oncan [5] 

proposed another improvement that influences the savings criteria based on the demand 

of the customers. Each of the proposed improvements adds a parameter to the savings 

criterion.

These modifications improve the quality of the solution produced by the CWS [1], 

but the resulting heuristic is no longer parameterless and has lost simplicity. When 

added to the fact that the CWS is normally used as a construction heuristic for more 

complicated metaheuristics, the trade-off in added parameters and complexity means the 

original CWS is often used [140].

A nearest neighbour heuristic [120],[272] can be constructed for the VRP along the 

same principles as used for the saving heuristic. If the depot is ignored, customers with 

the least cost between them can be joined to form sub-routes using either a serial or a 

parallel approach. These are then connected at the end to the depot to form a solution.
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2.3.1.3.2 Sweep and Petal Heuristics

Originating from the work of Wren and Holiday [311], and Gillett and Miller [112] 

the sweep heuristic is the best known and most used of the clustering heuristics. The 

sweep heuristic is slower than the CWS and more complex.

The heuristic orders customers by increasing polar angle, calculated based on the 

depot, whose polar coordinates are set at (0, 0). While the problem constraints can be 

respected, customers are added to a route in order of increasing polar angle. This 

process is then repeated until all customers are part of a route.

Petal heuristics [96],[252],[225], are a specialization of the sweep heuristic. 

Customers are ordered as in the case of the sweep heuristic and sets of single routes and 

double interlocking routes are constructed that respect the problem constraints. A set 

partitioning problem [29] is solved over the set to select the best combination of routes 

forming a solution.

2.3.1.3.3 Insertion Heuristics

Fast, simple and stable insertion heuristics have been used for constructing VRP 

solutions [39]. Early insertion heuristics where proposed by [184] and [49].

The principles used by insertion heuristics to construct a solution for a given VRP 

can be stated as: while there are customers not served by a route, insert customers on a 

route while feasible to do so. Parallel insertion heuristics construct multiple routes 

simultaneously while the serial version constructs one route at a time. The customers 

selected to be inserted and the route and location of the insertion is typically chosen to 

have the least effect on the solution cost. However, insertion heuristics are outperformed 

by savings heuristics [55].
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2.3.1.4 Improvement Heuristics/Local Search Heuristics

For a given solution s in the search space S, the neighborhood of s, N(s) c S is 

the set of solutions obtainable from s by modifications applied to 5. A move is a series 

of modifications that transform one feasible solution to another, while improving moves 

are those that result in solutions of better quality with respect to the objective function.

Local search heuristics are a means of executing moves on s, transforming it to 

a neighbouring solution s*. If the net effect of the moves executed is improving, s* will 

be better in quality when compared to s.

The set of moves permissible by the local search heuristic and the state of s 

defines the topology of TVfsj.Where there exist more than one solution in N(s) of better 

quality than s, then the quality of s* will be influenced by the improvement strategy 

implemented. A first improvement strategy selects the first solution better than s found 

while a best improvement strategy selects the best improving solution in N(s). While the 

first improvement strategy normally results in reduced runtimes, best improvement 

typically leads to better solutions [166].

Local search heuristics for the VRP principally fall into two main classes; edge 

exchange heuristics or node exchange heuristics.

2.3.1.4.1 Edge Exchange Heuristics

Edge exchange heuristics remove a given number of edges from a route and 

reconnect the resulting sub-routes to form a feasible route. There exist many variants on 

this basic concept. Although complete analysis of each is outside the scope of this 

section, the main concepts will be analysed with greater details provided by Funke et al. 

[98] and Irnich et al. [147].
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Figure 1 An example of a 3 - Opt Exchange

The k-opt edge exchange heuristic [172],[63] removes k edges from the route and 

replaces them with k new edges, typically continuing while there exist k edges as yet 

unmoved from the route, or while there is an improvement to be found from executing 

the procedure. Figure 1 shows an example for k equal to 3, termed the 3-opt exchange. 

Potvin et al. [218],[219] generalised the k-opt procedure allowing for a crossover move 

that breaks an existing giant tour into k routes or exchanges k sub-routes between k 

routes of a solution. This modification is denoted k-opt*.

A route is said to be A:-optimal if no transformation by the k-opt heuristics would 

lead to an improvement. Potvin et al. [218] also demonstrated that a k-opt* optimal 

route was also k-optimal but not visa versa.

When a k-opt move is executed, a subset of the potential moves requires sub-routes 

to be inverted. The Or-opt moves, originally attributed to Or [203] and again outlined in 

a VRP context by Potvin and Rousseau [219], is the subset of the k-opt moves that 

preserve the orientation of the original sub-routes, leading to speed ups in the 

implementation.

In passing, it must be noted that Lin and Kernighan [173] made additional 

restrictions on the edges removed from the tour, resulting in an edge exchange heuristic 

of greater efficiency than the generalized cases. Detailed consideration of this involved 

heuristic and its implementation are provided by [135].
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2.3.1.4.2 Node Exchange Heuristics

Node exchange heuristics transfer a set of customers (transferred set) from one 

location in a route to another within the route or to a different route. If jc represents the 

total number of customers in the route, different node exchange heuristics allow the 

cardinality of the transferred set to range from one to x inclusive. If the cardinality of 

the (replacement) set of customers used to replace the set transferred is greater than 

zero, this is referred to as an exchange. If however, the empty set is used as replacement 

this is termed relocation or transfer.

2.3.1.4.3 X- Interchange Heuristic

The A,- Interchange is a node exchange heuristic due to Osman [206] that allows 

both exchange and relocation. A positive integer parameter, X, is used to specify the 

maximum number of nodes that can be transferred from a single route. The transferred 

nodes keep their original order and take the position of the nodes being replaced.

For an exchange, the cardinality of the transferred and replacement set is greater 

than zero and less than or equal to L All valid combinations of cardinality within the 

specified range are allowed by an exchange move. In relocation, the cardinality of the 

transferred set is greater than zero and less than or equal to L

Relocation and exchange are executed between pairs of routes. The quality of the 

new solution can be determined from the change in solution cost. This is obtained by 

comparing the cost of the edges removed from the routes and the edges introduced by 

the interchange. The A,- Interchange can be implemented using first improvement or best 

improvement and is typically executed across all possible pairs of routes in the solution.
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Funke et al. [98] states the complexity of the heuristic ! can be O(n2*), Where n is the 

number of nodes. Hence, most implementations use A, = 1.

2.3.1.4.4 Cyclic Transfer Heuristic

The cyclic transfer heuristic [286] transfers sets of nodes between two or more 

routes and allows both exchange and relocation. Cyclic transfers are more generalised 

than A,- Interchanges. The cardinality of the transferred and replacement sets are the 

same as defined for the A- Interchange and the nodes keep their original order. However, 

there are a number of important differences. Cyclic transfers allow the inserted nodes 

(the members of the transferred set) to take positions in the route different from those 

occupied by the ejected nodes (the members of the replacement set).

A cyclic transfer is specified as '5-cyclic M-transfer' [286]. M states the maximum 

cardinality of the transferred and replacement sets. B (the cyclic depth) states the 

number of routes in the transfer, and is equal to or greater than two. A series of 

exchanges therefore transfers a set of nodes from the first route in the series to the next 

until a set of nodes is transferred from the last route to the first. The transfer of the 

empty set terminates the series with relocation. Cyclic transfer results in a larger 

neighbour search than A- Interchange.

2.3.1.4.5 Node Ejection Chains

Node ejection chains [117], [223] are node exchange heuristics of almost identical 

principles to cyclic transfers but typically applied to individual routes. A set of nodes is 

transferred from one position in the route to another from which a further set is ejected 

and transferred to another location. If the transfer consists purely of exchanges then the

1 Variants of the X,- Interchange are used throughout this research with X = 1 because of the complexity of 
the procedure.
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last set of nodes is transferred to the position occupied by the first set transferred. A 

series of exchanges can also end with relocation. The cardinality of the transferred set is 

typically taken to be one and the nodes keep their original orientation. The nodes 

ejected and inserted are taken not to be adjacent as this result in cost independent 

calculations.

2.3.1.5 The Split Procedure

The Split procedure takes an existing VRP solution and constructs a set of routes 

typically different from the routes in the original solution and in some cases of lower 

cost.

The procedure constructs a Giant Tour [290] (a Hamiltonian cycle linking all the 

customers in a CVRP solution, but not the depot), and then finds its optimal partition 

into routes. The partition to select the optimal combination of routes [225] can be found 

by solving a set-partitioning problem [29]. The procedure can be performed in O(n2) 

time [221], [55] where n is the number of customers in the solution. The routes it 

produces respect the constraints of the problem. Prins [221] used this procedure to find 

improvements to VRP solutions.

2.3.2 Metaheuristics

Metaheuristics have produced the best results on medium and large VRPs [55]. A 

metaheuristic can be viewed as an iterative process that guides the operation of 

heuristics to produce a more efficient solution than that obtainable by the heuristics 

acting alone [208].

With this aim, a metaheuristic seeks to find good solutions and efficiently explore 

the neighbourhood of these solutions, a process called intensification [28]. This process
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is counter-balanced by diversification, where the search is moved to unvisited regions of 

the search space [28], (if these can be identified), to avoid getting trapped in local 

optima early in the search process.

The top performing metaheuristics often use 'memory of the search process' to 

manage the oscillation between intensification and diversification [280], and it is 

effective use of these three features that drive modern metaheuristics to "higher 

performance" [28].

Over the last 20 years, much research has focused on metaheuristics. This huge 

body of work has been extensively surveyed and the interested reader is referred to the 

following: Gendreau et al. [109], Hertz and Widmer [136], Taillard et al.[280], Blum 

and Roli [28], Gendreau and Potvin [110], Glover and Kochenberger [119], Pardalos 

and Resende [209], Walshaw [304], [305].

Metaheuristics can be broadly classified into single solution metaheuristics where 

only one search trajectory is explored at a time and population metaheuristics where 

multiple search trajectories are explored simultaneously. In the following, two single 

solution metaheuristics, Simulating annealing and Tabu search, and two population 

metaheuristics, Evolutionary algorithms and Ant colony search, are reviewed in turn.

2.3.2.1 Simulating Annealing

The Simulating annealing (SA) metaheuristic [43], [156] includes a strategy to 

escape local optima which is based on using a 'temperature' parameter analogous to the 

annealing process in solids. Annealing is used to create solids with energy states lower 

than those initially held, by liquefying the solid through heating then controlling the 

process of cooling such that energy equilibrium is achieved throughout the solid at each 

stage of cooling.
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With S A, the solution is equivalent to the state of the solid and the solution cost to 

the energy state. During an iteration a solution in the neighbourhood of the current 

solution is randomly selected, if the solution is of a better cost than the current solution 

it is accepted, otherwise the new solution has a probability of being accepted based on 

the difference in cost between both solutions, and the value of the temperature 

parameter. If the temperature parameter has a high value and the change in cost is small 

the probability of acceptance is high. As the solution process progresses the temperature 

parameter value is lowered until uphill moves (solutions of worse cost) are not accepted. 

The process then terminates at a local optimum. SA is a memory-less metaheuristic 

(unlike tabu search) but the allowing of uphill moves makes it a more powerful 

metaheuristic than simple iterative search.

The performance of the SA metaheuristic is heavily dependent on the process used 

to control the temperature parameter [28]. It is theoretically possible to devise cooling 

strategies that converge (the solution) to a global optimum [1], however these strategies 

are too slow for practical purposes.

2.3.2.2 Tabu Search

Tabu search (TS), proposed by Glover [113],[114], is possibly the most used 

metaheuristic [106],[107], [115],[116],[118]. TS uses short-term memory, typically in 

the form of a (tabu) list to record attributes about recently visited solutions. The search 

is then not allowed to visit solutions whose attributes are currently stored in the list.

The 'best' solution accessible from the neighborhood of the current solution is 

chosen and added to the list, with a solution currently on the list removed, normally in a 

first in first out order. This allows the metaheuristic to accept uphill moves, thus 

navigating away from local optima and prevents cycling between often-visited
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solutions. The length of the tabu list is a key parameter in the operation of the algorithm 

and various strategies are employed varying from a static list to dynamically adjusting 

the length of the list during the search process.

Efficient execution of the algorithm necessitates the storing of solution attributes 

instead of entire solutions; this means multiple solutions can be tabu at once. To 

minimise the effect of improving solutions being tabu-ed without having been visited, 

attributes are typically ascribed an aspiration criteria (conditions under which the tabu 

state can be ignored). If an unvisited solution contains a tabu-ed attribute and this 

attribute's aspiration criteria are met, it is then possible to visit that solution.

2.3.2.3 Evolutionary Algorithms

Evolutionary algorithms describe a broad class of metaheuristic strategies, the main 

one being genetic algorithms [142]. They are modelled on the evolutionary processes in 

nature and operate on a population of solutions simultaneously. Solutions can be 

thought of as sets of genes with each solution having a level of fitness often related to 

the quality of the solution with regard to the objective function. Two or more solutions 

(parents) can be combined using the mating process to produce new solutions 

(offspring) or a single solution can be transformed using the mutation procedure. A 

cycle of mating and mutation represents on iteration of the metaheuristic.

The metaheuristic defines a process to choose solutions currently in the population 

to form the parents of the next generation of solutions. Solutions with higher levels of 

fitness have a greater possibility to be chosen, solutions not chosen are discarded. Once 

the parent solutions are selected, the mating process combines them typically using a 

crossover operation in which a point is selected in each solution to be mated and the 

section of the solution to the left or right of this point is interchanged to produce new
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solutions. The parents and offspring solutions or just the offspring solutions can be 

propagated to the next generation. This, population management, is a key consideration 

with evolutionary algorithms.

Once the population has been constructed for a particular generation the mutation 

process is normally executed. The classic mutation process involves small random 

changes to the individual solutions in the population. More successful mutation 

strategies use local search algorithms to drive each solution to a local optimum [220].

Evolutionary metaheuristies typically terminate after a number of iterations have 

been executed without any improvements or, in case where the population is not kept 

constant but allowed to decrease after each iteration, terminations occur when only one 

solution is present.

2.3.2.4 Ant Colony Search

Ant colony optimisation [77] is modeled on the operations of ant colonies as they 

forage for food. In the case of real ants, pheromones are placed along the paths they 

travel from food source to nest, and since they seek to take the shortest path, this will 

emerge as the path with the highest concentration of pheromones.

In the ant colony optimisation technique, ants are represented by heuristics and 

feasible solution components are analogous to food sources and the ants' nest. The 

connections between components are equivalent to the real world paths. Each 

connection and solution component defines a pheromone parameter. The pheromone 

parameter provides the memory for the metaheuristic.

In order to assimilate components into a solution, 'ants' in a probabilistic model use 

the relationship between solution components with regard to the objective function and 

the value of the pheromone parameter along a given connection.
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For a routing problem, if an 'ant' is located at a customer whose demand has been 

processed, the next customer to be visited has a probability of being chosen based on the 

cost between both customers and the number of times the customers have been visited 

consecutively.

When all 'ants' (an important parameter in the metaheuristic) have completed a 

solution, the solution with the most traveled connections represents the preferred final 

solution. An evaporation process that modifies the pheromone parameters is used to 

change a solution for additional improvement.

2. 3.2.5 Hybrid Metaheuristics

There is currently substantial research interest in the field of hybrid metaheuristics 

[28], [281]. These metaheuristics seek to combine ideas from single solution 

metaheuristics and/or population metaheuristics in order to optimally address the key 

issues of intensification, diversification and the memory of the search. These are issues 

metaheuristics, must effectively address in order to achieve high quality solutions [280]. 

A number of hybrid metaheuristics have been proposed for optimisation problems 

[281].

2.3.3 Performance of Solution Techniques for the CVRP

Ideally, different solution techniques should be compared using the same test 

instances, in the same operating environment. This however is almost never the case in 

the reported literature, as noted by numerous authors [13], [148], [165]. This fact must 

be kept in mind when analysing the following comparisons.

The comparisons presented here, were all done using the Christofides [49] test 

instances.
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2.3.3.1 Heuristics Performance for the VRP

The review of Laporte et al. [165] identifies the CWS, the sweep and the petal 

heuristics as the dominant construction heuristics for the VRP. Their investigations of 

insertion heuristics suggest they were not comparable to the others.

They implement both parallel and serial versions of the CWS with and without a 3- 

opt post optimization phase. The 3-opt post optimization phase is tested using both first 

and best improvement. They conclude that "the best solutions were produced using the 

parallel CWS combined with best improvement 3-opt". This produced results 6.71% 

above the best known values.

An implementation of the sweep and the petal heuristics [225] showed that the 

sweep heuristic returns results an average 7.09% above the best known compared to 

5.85% for the petal. The reported implementation of the sweep heuristic includes a 3- 

opt phase, while the petal algorithm included a 4-opt* phase. An enhanced version of 

the petal heuristic, also including a 4-opt* phase, allowing for the construction of 

interlocking routes, was also implemented [225]. This produced results an average 

2.38% above the best known. Assuming the improvement heuristics embedded in these 

construction procedures have similar effect it appears that the petal based approaches 

are superior to the savings heuristics, but the variance in implementations make this a 

difficult conclusion to state.

The CWS appears to be the superior heuristic in terms of runtime, regularly 

outperforming all the others in this area [55], [165].

2. 3.3.2 Metaheuristic Performance for the VRP

The conclusions presented in the literature are that tabu search is the "most 

successful metaheuristic approach" [165], [55] for the VRP. The dominant tabu search
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metaheuristics have mostly adopted features from other metaheuristics and combine 

these with the principles of tabu search.

The adaptive memory procedure [239] is chief among these. It uses a pool of good 

solutions to produce new solutions during the search process. The new solutions are 

produced by selecting routes and assigning them a weight, in favour of routes 

originating from the best solutions. Steps are taken to ensure the resulting solution's 

feasibility, as no two routes can share a customer. The improvement phase at each 

iteration is then driven by a tabu search. The metaheuristic reported finding the best- 

known values for all the Christofldes instances [239]. The process of having multiple 

solutions however has similarities to the group of population metaheuristics, of which 

tabu search is not a member.

A number of other equally competitive metaheuristics based around tabu search 

have been reported. Tanuroute [108] and Taillard tabu search [279], which returned 

solutions an average 0.86% and 0.06% above the best known respectively. In the same 

category of performance is the granular [293] and the unified [54] tabu search that 

produced solutions an average of 0.64 % and 0.69 % above the best known respectively.

A number of other metaheuristics have been able to compete with tabu search. 

Some of the main ones are a genetic algorithm [221] using the CWS during the 

construction phase, and a 2-optimisation phase at each iteration, reported results 0.23 % 

above the best known. A simulated annealing variant [81], called record - to - record 

travel [45] [170], returns results 0.41% above the best-known values [170] for a subset 

of the Christofldes instances. The granular tabu search was applied to the same subset of 

problems and returned results 0.47% above the best known values [170]. Finally, a

33



Chapter II Routing and Location: a Review

hybrid guided local search and evolution strategies metaheuristic [180] produced results 

0.03% above the best known values.

2.3.4 Summary for the VRP

As demonstrated, the VRP is an active research area of academic and economic 

importance. Of the numerous solution techniques for the VRP, the tabu search 

metaheuristics consistently lead in terms of solution quality.

Savings heuristics are the leading construction approach for the problem while edge 

and node exchange heuristics form the set of leading improvement approaches. As a 

result it is of interest to the research community to determine ways of improving their 

performance. This is an issue addressed in the latter chapters of this thesis.

2.4 Facility Location Problem

This section of the review provides a broad overview of the field of location 

analysis. It also highlights the areas in the field necessary to appreciate the recent work 

done on introducing multilevel refinement to the field of location analysis.

Microeconomic and Macroeconomic location planning constitute the field of 

location planning. Macroeconomic location planning is concerned with the optimal 

distribution of economic sectors and industries [75] and goes beyond the scope of this 

thesis.

Microeconomic location planning is concerned with the optimal location of 

resources/ facilities in a spatial context [75], and covers the areas of location and layout 

problems. The two areas are differentiated by the fact that the facilities to be located in 

location problems are relatively small compared to the space they are located in [234] 

while layout problems are concerned with facilities that are relatively large compared
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with the space they are located in [234], Typically, with location problems, we are 

interested in locating a store, a server, etc., while layout problems would typically be 

concerned with the layout of departments within a store or of components within a 

server. We focus on location problems.

Location problems are found in a variety of settings such as the location of 

production centres [191], emergency services [69], assigning candidates to test centres 

[60] and storage of hazardous materials [50]. Increasingly they can also be found in less 

traditional areas such as product positioning [194], candidates' campaign in political 

sciences [196] and the classification of apparel sizes [294]. Surveys on the class of 

location problems are provided by [66], [70], [78], [79], [83].

An important application of location analysis is found in the fields of data mining 

[316] and clustering [260], [132]. Data clustering, a technique central to pattern 

recognition [195], knowledge discovery [277], image processing [312] and 

computational biology [269], is concerned with the partitioning of n data points in m- 

dimensional space into k clusters to maximise similarities between data of the same 

clusters. The measure of similarity is based either on the similarity of the data in a 

cluster to some data central to that cluster, or on the similarities between the members of 

the cluster being greater than similarities with members of other clusters. This conforms 

to the model of various location problems, chief amongst which are the p-centre and p- 

median problems.

2.4.1 Types and Classes of Location Problems

There are numerous ways of classifying location problems. The classifications are 

dependent on the situations the problems are modeling and so this section describes the 

main classifications and their relation to each other.
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Location problems are differentiated by three main features: their objective 

functions, where facilities can be located and the problem space. The space 

consideration typically results in location problems that are either classed as planar 

location problems and solved in 2-dimensional real space or as network location 

problems which are solved on an underlying network [234].

When the facilities can be located anywhere on the network or in the plane, these 

are termed continuous location problems; if there is a restriction to a finite number of 

possible locations, these problems are termed discrete location problems [234].

Planar location problems are typically NP-Hard [234]. For continuous planar 

location problems, there may exist a global optimum at the demand points as identified 

by Kuhn [162], and a simplification is to restrict the search for locations to these points. 

For a survey of these types of problems see [80], [308].

The relations of the predominant objective functions for location problems can be 

stated as locate the facilities such that customers are:

1 as close as possible to their closest facility.

2 as far as possible from their closest facility.

3 no further than a given distance from their closest facility.

4 no closer than a given distance from their closest facility.

5 evenly distributed between the facilities.

Where the facilities offer services that are predominantly 'desirable' these are 

referred to as pull objectives [85] and correspond to either relations 1 or 3. The 

problems corresponding to relation 3 are referred to as center or minmax problems [236] 

and model the situations where a minimum guarantee of service is required.
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A general objective function, referred to as minsum [236], is provided by [99] for 

the problems corresponding to relation 1. A study of this objective function reveals 

there to be two main situations these problems model: that of maximizing the demands 

that a facility serves i.e. the capture problem [233]; or minimizing the cost from each 

facility i.e. the median problem [307], [308],

Where the facilities to be located are predominantly 'undesirable', such as the 

location of garbage storage facilities or of nuclear sites, these correspond to either 

relations 2 or 4. While the distance between customers and facilities must be 

maximized, the effect on cost must also be considered. For example, if a nuclear plant 

providing electricity is the undesirable facility, the solution of locating the plant some 

huge distance from the customers would be prohibitively expensive in the resulting cost 

of transmitting electricity and of course, usually impractical.

Where the facilities to be located are distributed such that the cost between each 

customer and their designated facility is similar, or such that the number of customers 

assigned to each facility is equal, these, termed balancing or covering objectives 

correspond to relation 5. If the balancing objective is used to locate multiple facilities 

and the number of facilities is a decision variable, this corresponds to the location set 

covering model [291].

It was noted by ReVelle et al. [231] that minsum objective functions (which 

minimise the total cost) typically correspond to location modelling in the private sector 

while minmax objective functions (which minimise the maximum cost) were typically 

used in the public sector. This led to location problems being classified as private sector 

and public sector problems, e.g. [231]. It has been noted more recently that both types 

of objective functions are found in both spheres of business and this is probably not a
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classification model suitable for today's discussions, ReVelle and Eiselt [234]. 

However, they are still found in the literature.

2.4.2 Discrete Network Location Problems

This thesis includes new work on a discrete network location problem and so this 

section reviews some of the main areas in discrete location research (see Brandeau and 

Chin [24] for an exhaustive review covering approximately 40 additional problems).

Currently four problems characterize and dominate the field of discrete network 

location research. These are the p-median problem, the uncapacitated facility location 

problem, the p-center problem, and the quadratic assignment problem (QAP). 

Collectively, they are normally referred to as location-allocation problems. The QAP is 

in fact central to many other domains including scheduling, distributed computing and 

data analysis - see [174] for a survey of the QAP.

The p-median problem [126], [127] is known to be NP-Hard [150] and is a member 

of the class of minsum location-allocation problems. It looks at locating p facilities on a 

network of n nodes of while attempting to minimize the total cost of connections 

between facilities and demand nodes. It is sufficient to search for the locations for the 

facilities among the locations of the nodes, as at least one optimal solution exists within 

these locations - this is known as the 'Hakimi theorem' [234].

Given a set of demand nodes, /, and a set of facilities J, where djj represents the cost 

of serving one unit of demand for node /e / from facility ye J and xy represent the 

portion of the demand of node / assigned to facility j. The demand of node i is 

represented by w,. The variable y; is set to one if a facility is located at node j otherwise 

it is set to zero. The number of facilities to be located is denoted by p. The p-median 

problem, as formulated by [230] and [234], can be stated as:
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The variable j^ is set to one if node i is assigned to facility y, zero otherwise. The

capacitated p-median problem extends the basic model by enforcing a demand 

constraint on each facility.

The number of facilities to be located in the uncapacitated facility location problem 

(UFL) [111] is endogenous to the problem, this being the key differentiating feature 

between the UFL and the /^-median problem. A cost is incurred for each facility located 

in the UFL, unlike in the case of the /^-median problem, and a solution to the UFL seeks 

to minimise the total cost, which is a summation of the cost of assigning the clients to 

the nearest facility and the cost of opening each facility. Another difference between the 

UFL and the /7-median problem is that representations of the UFL typically separate the 

set of facilities and demand points. The imposition of a capacity constraint on each 

opened facility of the UFL results in a harder problem to solve, the capacitated facility 

location problem. The additional difficulty arises because the capacity constraint means 

some nodes might not be assigned to their nearest facility.

The p-center problem [182] is a member of the class of minmax location-allocation 

problems. The problem is NP-Hard [149] and looks at locating p facilities on a network
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of n nodes while attempting to minimize the maximum cost between any demand node 

and its nearest facility. This contrasts with the p-median type problems that aim to 

minimise the total cost as outlined above. The two types of problem are also 

differentiated by the fact that the Hakimi theorem typically does not apply for p-center 

problems [234], as the optimal location of the facilities will occur on the edges of the 

underlying network.

For p-center problems, to locate one facility, a search for a suitable location 

involves finding the locations on edges of the network of minimum cost from a given 

demand node, then finding the maximum of those results. The best solutions then select 

an edge that minimises the maximum.

2.4.2. 1 Other Notable Location Problems

The location set covering problem [232], [291] aims to locate facilities such that the 

maximum cost between any demand node and its nearest facility is within a specified 

value. The location of emergency services, as an example, can frequently be modelled 

as a covering problem. A survey of covering problems is provided by [263].

Competitive location problems, capture problems, and location-routing problems 

represent some of the future areas of exciting research in the field of location science as 

well as pinpointing the nexus of interaction between location problems and the other 

problem of extensive study in the thesis, that of vehicle routing.

Competitive location problems look at locating competing facilities with a view to 

maximizing their market share [143]. These problems are encountered in varied fields 

[8],[199],[288] and merge principles of economics, geometries and game theory. A state 

of Nash equilibrium [192],[193] can be viewed as a 'solution' to the problem where, 

once achieved, neither competitor has any incentive to change the current state. It is
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known however that models based on this assumption are inherently unstable in the face 

of minor changes to the location rules or parameters [234].

In a competitive environment, a facility will be interested in determining the set of 

demand nodes that are more attracted to it than to any other facility. This is referred to 

as its market area [4] or its influence set [159]. If the demand nodes choose their facility 

on some distance metric and since the nearest neighbour relation is not symmetric, 

determining the influence set can be viewed as a reverse facility location problem [38] 

and solutions generated using reverse nearest neighbor queries [314]. These interesting 

problems are surveyed by [84],[215],[268].

Sequential competitive location [267] is a modeling of duopolies where a secondary 

market player will attempt to optimize their location taking into account the location of 

the market leader. The market leader will then attempt to adjust their position based on 

the optimised location of the challenger [128]. The maximum capture problem [233] is 

the problem of finding the optimal location for the challenger. This problem is similar to 

other standard capture problems [20] where the aim is to capture as much of the 'flow' 

of demand as is possible. This is a model suitable for the location of fast food outlets, 

petrol stations etc.

Location-routing problems incorporate the location of facilities by the desired 

objective function and then analyse the routing problem of communicating between the 

facilities and or the demand points. This problem stands at the junction of the two main 

areas of study of this thesis. It should be noted that an optimal solution to the location 

problem does not necessarily remain 'location optimal' once the routing considerations 

are taking into account. A survey of these problems is provided by [190].
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2.4.2.2 Capacitatedp-median Problem

The multilevel technique is applied to the capacitated p-median problem.

The Capacitated p-Median problem (CPMP), also frequently referred to in the 

literature as the Capacitated Clustering problem [188], has direct applications in 

political districting [34], vehicle routing [88],[160] and communication network design 

[212] among others. The clustering aspect has applications in fields as diverse as 

biology, economics, marketing and pattern recognition [207]. The problem extends the 

/^-median problem with the addition of capacity constraints [131]. In the case of fixed 

medians it reduces to the generalised assignment problem [262], [251], [313],[139] and 

is known to be NP complete [102].

®" <=B

Figure 2 An example solution to a CPMP

The aim of the problem is to partition n demand points into/? disjoint clusters such 

that a maximum capacity constraint imposed for a cluster is not exceeded and the total 

cost is minimised. Each demand point must be assigned to exactly one cluster. Each 

cluster must have exactly one median 1 , i.e. the demand point from which the sum of the 

cost to all other demand points in the cluster is minimized. Figure 2 shows an example 

solution with n = 14 and/? = 3. Where the medians are located at the geometric centre of 

the clusters this results in the capacitated centred clustering problem [194].

Medians and facilities are used interchangeably.
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A standard formal representation of the CPMP [89] is as follows:

Let N = {1, .....,«/ be a set of demand points and the distance between demand

points i and; J/, > 0 and da = 0, V/,ye N . For every demand point there is a positive

integer demand qf . A cluster is a subset of demand nodes B c N . The median of 5, a,

conforms to, a(B)e £|Y </, *<*>< Y duVje B\{a(B)}. Cluster B is thent——l i£ B —— Z_-l ,6 B ^ I V / J

feasible if the total demand of its nodes does not exceed the maximum capacity 

constraints for a cluster Q, ^ g <? , < Q . For an integer p, 2 < p < n, a feasible

solution to the CPMP is given by a partition S = { B ;,..... Bp} of the set of demand nodes

N into p feasible clusters. The cost is given by z(S) = V V dia(B k } , and an>~> -> /_j A. =1 ^_^ , egA.

optimal solution is given by a partition of minimum cost. Let *// = 7 if demand node / is 

a part of the cluster with median j and 0 if not. _yy = 1 if a median is located at j and 0 if 

not.

The CPMP can then be formulated as:

Z = Mm Ziew Eyew df;**; (1) 

5. t.

l Vi £N, (2)

< Qyj v i e N, (3)

XiJ,yj 6{0; 1} Vi 6N. (5)

The objective of the problem is given by (1). Constraints (2) ensure each demand 

node is assigned to exactly one cluster. Constraint (3) ensures the capacity constraint is 

respected. Constraint (4) ensures that the number of clusters is equal to p and (5) states
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the variable definitions. The CPMP continues to be an area of active research 

[3],[89],[262].

In the remainder of this thesis the location problems under consideration are the p- 

median problem in general and the CPMP when so stated.

2.5 Solution Techniques for Location Problems

As in the case of the VRP, current approaches for generating solutions to instances 

of location problems can be divided into three broad categories; exact methods, 

heuristics and metaheuristies. Exact methods are surveyed in [164] and the annotated 

bibliography of [222] lists numerous sources for research in exact methods. The PhD 

thesis of Edwards [82] and Guha [124] are devoted to approximation algorithms for 

location problems and the annotated bibliography of [222] provides additional 

resources. However, these two types of solution methods are outside the scope of this 

thesis.

2.5.1 Heuristics for p-median problems

Since heuristics form one of the main solution approaches for location problems, 

this section reviews the leading construction and improvement heuristics in the field. 

Heuristics have been applied to /^-median problems for over four decades with varying 

degrees of success. One of the main factors influencing success is the degree to which 

the underlying network of a particular p-median problem satisfies the triangle 

inequality. The success of particular heuristics will tend to decrease for an increase in 

violation of the triangle inequality by the underlying network [264].
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2.5.1.1 P-median problems: Construction Heuristics

The common construction heuristics for the p-median problems are the Greedy 

(add), Drop, and the Composite heuristics.

Greedy: Given a p-median problem consisting of n demand nodes and p facilities 

where 1 < p < n, the greedy heuristic [161], [310] solves a 1-median problem on the n 

demand nodes (find the median that minimizes the cost to all other demand nodes). This 

median is then added to a solution set of facilities and removed from the list of potential 

facilities. The process is repeated until p medians are chosen. A theoretical and worst 

case analysis of this heuristic is provided by [58].

Drop: As with the greedy heuristic, we assume the problem consists of n demand 

points and p facilities. The drop heuristic [87] assigns all n demand points as facility 

locations, then iteratively removes the facility locations that result in the least increase 

in the total cost. The process terminates with p assigned facility locations. An efficient 

modification to this simple concept is provided by [254] where at each iteration only a 

subset of the demand nodes are considered as facility locations.

Composite: This classification identifies a group of multi-phase construction 

heuristics that take one of two approaches. The first approach combines more than one 

construction heuristic: for example, the perturbation heuristic [255] that combines the 

drop and greedy heuristics. In this case, the modified drop heuristic is first used to 

identify a set of facility locations. Then an oscillation phase is added to the greedy 

heuristic, where, in the search for p medians, q medians can be returned, q being an 

integer factor whose value is allowed to be less than, equal to or greater than that of p. 

These two types of infeasible solutions (more than or less than the required number of 

facilities) are used to filter the search.
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A second approach used by composite heuristics is to combine traditional 

construction heuristics with improvement heuristics. For example [40] combines the 

greedy and alternate heuristics and [186] combine variants of the drop, greedy and 

alternate heuristics. Alternate and other improvement heuristics are reviewed in the 

section immediately following.

2.5.1.2 P-median problems: Improvement Heuristics

The common improvement heuristics for the p-median problems are the location- 

allocation (alternate), interchange (vertex substitution) and exchange heuristics.

Location-allocation: A local search heuristic [179] that randomly locates p medians 

then allocates the demand nodes to their nearest facility. For each such cluster formed, a 

1-medan problem is solved and the entire process repeated using the new medians as the 

facilities to which customers are allocated. The heuristic, also referred to as the 

alternate method, terminates when a cycle of location-allocation fails to result in an 

improvement in the solution cost.

Interchange: The interchange method [284], also referenced in the literature as 

vertex substitution, is a more powerful heuristic than the alternate method. Given p 

facilities, a subset of cardinality less than or equal to p is chosen and the members 

compared individually with all other demand nodes not currently designated facility 

locations. Any current facility that would improve the solution cost if it were located at 

a demand node not currently designated as such has its location changed to this node 

and the set of facilities is updated. A best improvement strategy is used with the 

heuristic terminating when no improving location substitution can be found.

Exchange: Exchange heuristics [207] are similar to the class of node exchange 

heuristics used for routing problems. These heuristics exchange a given number of
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demand points between clusters, and solve a 1-median problem for each affected cluster 

while doing so results in an improvement. Exchange heuristics are the main 

improvement heuristics used for the capacitated p-median problem [91], [207].

2.5.1.3 Summary of heuristics for P-Median Problems

All of the construction heuristics reviewed above can be applied to the CPMP, on 

which this thesis focuses. However, the interchange heuristic is not suited to the CPMP 

so well because its operation is dependent on the customers being assigned to their 

nearest median and the capacity constraints of the problem prevent this from being 

guaranteed. The alternate and exchange heuristics are therefore the preferred 

improvement heuristics.

2.5.2 Metaheuristics for p-median Problems

With the exception of heuristic concentration (HC) [248], the leading metaheuristics 

techniques for location problems (Tabu search (TS) [256], Simulated annealing (SA) 

[46], Genetic algorithm (GA) [6], and Ant colony optimization (AO) [169]) are the 

same as those used for routing problems and reviewed above. Hence, conceptual 

discussion of these will not be attempted in this section. Instead, we focus on how these 

metaheuristics perform on location problems. Mladenovic et al. [183] provides a recent 

survey.

2.5.2.7 TS, SA, GA andAO

Arostegui et al. [10] conducted an empirical study on the performance of tabu 

search, genetic algorithm and simulated annealing for location problems. The 

conclusions were that TS algorithms showed 'good' performance for all types of facility 

location problems and while they also appear to perform somewhat better than GA and
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SA for increased solution runtime, the parameter setting used for the heuristics could 

impact those findings. However, they concluded that for location problems TS is the 

preferred metaheuristic of the three.

Competitive AO metaheuristics have also been reported for location problems 

[157]. In [169], Levanova and Loresh report being able to solve all problems encoded in 

a set of standard location problems used in the literature.

2.5.2.2 Heuristic Concentration and other approaches

HC is a two phase metaheuristic that has been used to produce results comparable to 

TS for a class of location problem [249],[244]. The metaheuristic constructs a set of 

solutions using a standard construction heuristic such as the interchange method or the 

drop heuristic. A subset of the best solutions found are then stored. A concentration set 

is then constructed, representing the facility locations most frequently found in the set of 

best solutions. This completes the first phase.

The second phase considers facility locations stored in the concentration set only 

and solves the p-median problem, selecting p facilities from this set to return the best 

solution possible. One of the weaknesses of the interchange method is that it can 

become trapped in local optima of the same set of facilities location. A HC 

implementation using the Interchange method, because it constructs a set of solutions of 

different facilities locations, greatly reduces the chances of this happening and in some 

cases Rosing and Hodgson report being able to find optimal solution values [250].

Other often-cited metaheuristics for location problems include variable 

neighborhood search [131] and scatter search [101]. Hybrid metaheuristics have also 

being proposed for location problems [229].
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2.5.3 Solution Techniques for the Capacitated/?-median Problem (CPMP)

Mulver and Beck [188] proposed one of the early heuristics for the CPMP. The 

heuristic generates a random set of p medians and assigns customers to their nearest 

median, in order of decreasing regret value, while respecting the capacity constraint. A 

customer's regret value is the difference in cost of assigning the customer to its nearest 

and second nearest facility. The median of each cluster is calculated at the end of the 

assignment phase. Where new medians emerge, the assignment phase is repeated, with 

the entire process continuing until the medians remain unchanged. The heuristic then 

executes a local search procedure that exchanges customers between clusters whenever 

this reduces the solution cost.

A similar approach is used in the construction phase of the heuristic proposed by 

Osman and Christofides [207]. However, instead of choosing the initial medians 

randomly, initial median sites are selected as the two customers furthest apart. If p is 

greater than two, then additional medians are chosen until p is satisfied. The new 

medians are selected such that each selected median maximizes the product of distances 

between itself and all previously located medians.

The customers are then assigned to their nearest available median in increasing 

order of distance, while the capacity constraints can be respected. As with the Mulver 

and Beck heuristic, if the assignment phase produces new medians, the entire process is 

repeated until a stable set of medians emerges.

A hybrid simulated annealing and tabu search metaheuristic is used to improve the 

solution. For a set of randomly generated problems [207], in best cases the heuristic 

returns solutions on average 0.04% above the best known solution [207] .
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One weakness of the construction phase of the heuristics outlined above is that they 

do not guarantee a feasible initial solution. This is likely to arise if the capacity 

constraints are tight [91] i.e. if the capacity constraints are such that/? times the problem 

stated capacity is approximately equal to the total demand of nodes in the problem. If 

the nodes are assigned purely based on their distances from the medians, and assuming 

the node demands are not all equal, it is possible for an overflow to occur involving a 

node whose demand is larger than the available capacity of any individual median.

The construction phase of the adaptive tabu search metaheuristic proposed by 

Franca et al.[91], attempts to minimise the possibility of infeasible solutions by 

assigning customers in increasing order of a quotient relative to available facilities. For 

each facility, the quotient is given by the distance between the customer and the facility, 

divided by the demand of the customer. The remainder of the construction phase 

proceeds in a manner comparable with Osman and Christofldes [207]. An adaptive tabu 

search algorithm then improves the initial solution. For the test instances used in [207], 

in best cases the heuristic reported results 0.004 % above the best known solutions.

2.5.3.1 Agglomerative Algorithms Clustering and Errors

Multilevel algorithms have being used in graph partitioning [152], which has a 

number of similarities with clustering [153] (where the multilevel technique has also 

being applied). As outlined above, the concepts of clustering apply to the p-median 

problem where the multilevel algorithm is being further extended. However, the 

coarsening phase tends to be an aggregate process and the issue of errors introduced 

when agglomerative algorithms are used for clustering must be noted [183].

Most location models assume that demands occurs at the nodes of the network or at 

specific points in the plane. In some cases, however, this might not be realistic as the
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point of demand may represent aggregated demands [65],[93]. Aggregation potentially 

introduces errors due to the use of approximate distances instead of actual distances, the 

location of aggregate demand nodes at locations occupied by unaggregated demand 

nodes [138], allocation errors [216], and cost, optimality, and location errors [86]. 

While solutions have been proposed for these types of errors [64] [141], Mladenvic et 

al. [183] raised the interesting issue of how effective aggregating the demand nodes for 

location problems was, when the main source of complexity was the number of facilities 

to be located.

Aggregation errors are analysed and surveyed by [92] and [94]. With the most 

recent survey [95] highlighting the benefits of aggregation including decreased data 

collection cost and increased data confidentiality. Work continues in addressing the 

issue posed by aggregation as evidenced by the recent works of Plastria and 

Vanhaverbeke [217],

2.6 Review conclusion

Location and routing are two areas of research that are of importance to industry and 

academia. That fact that the number of possible solutions to these problems typically 

increase exponentially for linear increases in the sizes of the problems, means exact 

solution techniques are limited to small-scale instances. With the desire to find ever- 

improved solutions and the need to solve larger problems, researchers devote significant 

amounts of effort to heuristic approaches and, in particular, metaheuristic approaches. 

These heuristics and metaheuristies are currently the leading solution techniques for 

routing and location problems.

In the next chapter, it is shown that the multilevel technique can aid the solution 

process for location and routing problems, for both heuristic and metaheuristic
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approaches. The multilevel technique had not been applied to routing and location 

problems before this research.
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Chapter III

3 The Multilevel Technique

This chapter provides a review of the multilevel technique, identifying some areas 

where the technique has been successfully applied. Throughout the chapter, it is shown 

that the multilevel technique is suitable for a wide array of problem areas. Additionally, 

potential problem areas where its adaptation might be less successful are highlighted.

The chapter is presented in two parts. Part I distils from the existing research some 

key characteristics of the multilevel technique. The research community has 

successfully applied multilevel-type techniques across a wide range of problem domains 

[285]. This includes work on: force-directed graph drawing [133], [303]; multigrid [26]; 

multi-scale and muti-resolution methods [26], [285]. The combination of aggregation 

and disaggregation techniques also has similarities to multilevel modeling [243]. Hence, 

the first part of the chapter draws on these and other areas to present a general review of 

the technique. Part II presents a series of informative case studies from the literature, 

exemplifying areas where the technique has been applied.

3.1 Parti- Concepts of Multilevel Refinement

Multilevel refinement is a collaborative technique, which guides the performance of 

other solution techniques. As the technique is instantiated for different problems, the 

multilevel algorithm describing the technique can vary between instances. However, 

there is an underlying philosophy to multilevel refinement, governing how the 

multilevel technique operates across varying problem types and implementations. This 

part of the chapter describes the underlying philosophy along with its aims and 

methodologies.
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3.1.1 Review of the Multilevel Technique

The multilevel technique is a simple one, which uses recursive coarsening to create 

a hierarchy of approximations to a given problem. In many cases, since the problem is 

coarsened to the maximum point allowed by the problem constraints, the coarsest 

approximation can then be used as an initial solution, which is repeatedly extended 

(coarsest to finest) and iteratively refined, generating a final solution [304]. There is a 

problem specific element to how a particular multilevel algorithm implements this 

simple paradigm. However, the technique can be discussed in generic terms and that is 

the purpose of this section.

The multilevel technique encompasses two main phases coarsening, and 

refinement. Given a problem p, the coarsening phase constructs a sequence of 

approximations po , pi, ..... pn \ where px is a coarser approximation than px.\ but more 

detailed than px+i and 0< x < n and po is the original problem.

For each approximation created in the coarsening phase, there is a corresponding 

solution in the refinement phase. There usually exist a close relationship between 

solution sx for approximation px, and solution sx-i for px.j. There also exist a relationship 

between sx and sx+i, the solution for approximation px+i. Generally, if the solutions were 

generated independently of each other, they could be ordered by their increasing quality 

and difficulty to arrive at as: sx+ j, sx and sx.j. In the multilevel technique, however, 

solutions are not generated independently.

Assuming the final approximation created was pn , the refinement phase starts with 

an initial solution sn . The refinement phase then iteratively applies first an extension 

process to $ , to unmask sections of the solution approximated when approximation pn 

was generated. This intermediate solution is then refined to create solution $ ./. The
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refinement process is then repeated, for each succeeding solution to sn.j, until solution SQ 

is obtained. S0 being a solution formed on the original problem. Indeed, by being an 

output from the preceding level, each succeeding solution usually preserves the 'good 

decisions' made at the previous level and this therefore makes solving the more detailed 

problems easier, than solving them independently.

The generic multilevel algorithm is shown in Figure 3. The first while loop contains 

the coarsening phase. Each time through this loop corresponds to a new approximation, 

or a new level. The second while loop of the algorithm, encapsulates the refinement 

phase. Each time through this loop, the algorithm revisits the levels created in the 

coarsening phase in reverse order. The refine method can constitute the improvement 

phase of an iterative improvement algorithm(s) or metaheuristic(s) approaches. The 

differentiating feature of the multilevel technique however, is that the refine method is 

repeated for each approximation created during the coarsening phase.

Figure 3 A generic multilevel algorithm

set level counter i := 0

set problem = Pi

while (Pi can be coarsened}

Pt + \ - coarsen(P,)

i := i + 1 

end

Set initial solution Si = Pi 

while ( i > 0)

i := i - 1
Simp = extend (Si +1)

Si = refine (Simp) 

end

3.1. L1 Multilevel Technique Methodologies

The multilevel technique aims to aid the solution process of optimisation problems by 

improving the convergence rate of its underlying local search heuristic(s) and 

improving the asymptotic convergence in the quality of solutions produced by these
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heuristic(s) [304]. To these aims, the central methodologies of the multilevel technique 

are:

  Filtering solutions from the search space.

  Reducing the amount of problem detail to be considered at each level of the 

solution process.

  Providing a mechanism to the underlying local search heuristic(s), via 

coarsened problems, for efficiently making large moves around the search 

space. The neighbourhoods accessible by these moves would typically be 

inaccessible if the local search heuristic(s) were applied to un-coarsened 

problems.

The methodologies coalesce to meet the multilevel technique's aims, because, as the 

multilevel algorithm iteratively coarsens, extends and refines a given problem, it:

  Provides a more global view to the local search heuristic(s) than that accessible 

to the local search heuristic(s) acting alone [304]. This potentially reduces the 

possibility of the local search heuristic(s) getting trapped in local optima of poor 

quality.

  Is able to improve the quality of the solution while the solution is in a coarsened 

state to the point where, at the start of applying the technique to the un- 

coarsened solution, a high quality solution is in place.

This typically allows the local search heuristic(s) to refine the un-coarsened 

solution faster, compared to when the local search heuristic(s) is applied to the 

un-coarsened problem starting from a poor initial solution. This is because in 

refining a solution of high quality the local search heuristic(s) will typically 

become caught in a local optimum of good quality. Secondly, it is usual for the
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local search heuristic(s) to refine a solution until no improvement in the solution 

cost can be found. In the case where a high quality solution is in place, this 

stopping condition tends to be achieved faster than when starting from a solution 

of poor quality.

3.1.2 Coarsening

Of the two phases of multilevel refinement identified (coarsening and refinement), the 

coarsening phase possibly plays the key role in determining if the methodologies of the 

multilevel technique will be successful for a given problem. Determining, how to 

coarsen a specific problem or if suitable coarsening algorithms can be devised, is largely 

a problem specific task. However, there are general issues common to coarsening 

algorithms and a review of these issues is the focus of this section.

It seems that two key questions determine whether a particular coarsening approach 

for a given problem will lead to success. The first, asks whether the coarsening process 

approximate the problem in an exact or inexact manner [305]? Secondly, can a 

representation be found for the coarsened problem that allows the solution space to be 

efficiently explored?

Exact coarsening means that for a solution formed on any approximation created 

during the coarsening phase, evaluating the objective function on that solution before 

and after the extension process is applied, transforming the solution to a state containing 

no approximations, would return the same results. Exact coarsening appears to 

outperform inexact coarsening [305]. Although this is outside the scope of the research 

here, the following can be theorised. While exact coarsening means feasible solutions 

can be generated throughout the refinement process, inexact coarsening means that in 

the upper levels, infeasible solutions are generated and feasibility is not guaranteed until
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the un-coarsened problem is refined. Hence, in transferring from the inexact solution to 

an exact solution, the quality of the solution can potentially deteriorate. Secondly, in 

solving an inexact representation of the problem, it is difficulty to guarantee that the 

improvements implemented are valid on the actual problem.

When the refinement algorithms are applied to a solution, in the upper levels of 

refinement, the solution is in a coarsened state. How efficient the refinement algorithms 

are in finding improvements in the solution is to some extent dependent on the 

representation of the coarsened solution. Therefore, the coarsening algorithms have to 

address the issue of how best to represent the coarsened problems such that the 

refinement algorithms, to be applied in the refinement phase, will find it possible to 

efficiently improve the quality of the solution.

3.1.3 Refinement

The refinement phase of the multilevel technique seeks to improve the quality of the 

solution created at the end of the coarsening phase.

The refinement algorithms deployed during the refinement phase, are typically 

problem specific heuristic(s) or, more general, metaheuristic approaches. From the 

literature, it can be seen that refinement algorithms have been implemented, running the 

gamut from tabu search, simulated annealing, genetic algorithms, cooperative search, 

ant colonies optimisation, to various problem specific approaches [304],[305]. 

Regardless of the approach taken for a given problem, it is necessary to customise the 

algorithms to refine the solution in a coarsened state in the upper levels of refinement. 

Typically, this requires the algorithms to respect the sections of the search space 

demarcated not for refinement, by the coarsening algorithms, at particular levels.
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3.1.4 Multilevel Enhancements

There exist a number of generic enhancements for the multilevel technique. These 

enhancements can be incorporated into the generic multilevel algorithm to improve 

performance [305].

In problems where the vertices are weighted, if a large proportion of the total graph 

weight is concentrated at a few vertices, standard coarsening produces inhomogeneous 

graphs [305]. Coarsening homogeneity is the process of ensuring that the coarsened 

graphs remain relatively homogeneous [305]. This is achieved either by allowing the 

matching of more than two vertices at a level, typically these will be the vertices of least 

weight or by rejecting matches of heavily weighted vertices. Coarsening homogeneity is 

also applicable in the cases where the edges are weighted, e.g. routing problems [240].

Constraint relaxation is an enhancement that allows the gradual slackening of the 

constraints at each level of the coarsening process, allowing the construction of higher 

quality solutions with respect to the objective function (these solution typically will be 

infeasible). The refinement phase gradually strengthens the constraints with the aim of 

maintaining the advantages found in the relaxation process. Constraint relaxation is 

applicable to both vertex-weighted [301] and edge-weighted [240] problems.

Solution-based recoarsening [305], one of the more powerful enhancements, 

allows for the coarsening of a solution to a given problem. Restrictions are placed on the 

coarsening process, ensuring that the desirable features of the solution are still present 

after it is re-coarsened. In the case of a routing solution, coarsening is applied to vertices 

belonging to the same route. In the case of a fc-way partitioning solution, vertices are 

coarsened if they are part of the same set. The refinement algorithm in place then treats
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the re-coarsened solution as an initial solution and searches for further improvements. 

Solution-based recoarsening forms the basis of iterated multilevel algorithms [304].

3.2 Part II - Multilevel Implementations from the Literature

One aim of this chapter is to identify for the reader those problem areas where the 

multilevel technique may be successfully applied and those where its application might 

be less successful. This part of the chapter contributes to that aim, by presenting a series 

of varied problems where the multilevel technique has been successfully applied and an 

area where the application has been less successful.

This presentation is by no means exhaustive; however, the recent review by 

Walshaw [305] provides an overview of numerous other such instances. These include 

the application of the multilevel technique to: covering design [67], biomedical feature 

selection [197] and capacitated multicommodity network design [62].

It is often common to discuss multilevel implementations in terms of graphs, so to 

aid the discussions, the following definitions are provided.

Consider a graph G = (V, E) where V is a set of vertices and E represents a set of 

edges. A pair of vertices in V is independent if they do not share an edge in E. We refer 

to a collection of independent vertices as an independent set. This set is also maximal if 

no new member can be added while it remains independent. A cycle of G, is a subset of 

E forming a path, where the first and last edge of the path incident the same vertex in V. 

A Hamiltonian cycle results if all members of V are a part of a cycle.
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3.2.1 Multilevel Technique applied to the Graph Partitioning Problem

The graph partitioning problem (GPP) [102] was the first CO problem for which a 

multilevel algorithm was developed [305]. Indeed it was its successful application to the 

GPP that justified employing it as a metaheuristic approach [304].

The graph partitioning problem can be stated as follows. For a given weighted 

graph, partition the vertices into k disjoint subsets of given sizes (usually equal), while 

minimizing the sum of the weights of the edges between the subsets. The GPP is known 

tobeNP-hard[102].

Through a number of contributions [12],[37],[136], multilevel implementations for 

the GPP evolved to provide a 'global perspective' for the leading local search 

algorithms [151], effectively overcoming their inherent "localized nature" [304]. The 

multilevel technique typically coarsens the given graph to a desired threshold by 

matching and contracting adjacent vertices. Starting with the coarsest representation, for 

which a feasible solution is found initially, the solution is then iteratively refined and 

extended to the level below, terminating with the refinement of the solution on the 

original graph.

Edge contraction [136] is the standard algorithm for coarsening graph partitioning 

problems. The edge contraction algorithm can be stated as: Given an edge in graph G, 

e = (vi, v2); contract e by removing it from the graph and replacing vy and V2 with a new 

vertex. Connect all edges, except e, previously incident on v/ and v2 on the new vertex.

Using edge contraction, the coarsening process for the GPP iteratively constructs a 

maximal independent set for a given representation of G and, where possible, collapses 

all the edges in G incident on vertices in this set, creating a new approximation. Any 

edges in the previous representation not collapsed are projected to the new
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approximation and the process is repeated until an approximation of G is obtained 

containing k vertices. This type of coarsening is known as set-based coarsening [305].

The refinement phase seeks to improve the solution quality at each level. Solution 

techniques ranging from the Kernighan & Lin algorithm [154], simulated annealing 

[245] and evolutionary algorithms [274] through to tabu search [15] have been 

implement as refinement schemes for GPP multilevel algorithms. Walshaw reports that 

these "have generally been applied with great success" [305].

3.2.2 Multilevel Technique applied to the Traveling Salesman Problem

The traveling salesman problem (TSP) [266] can be stated as follows. Given a 

complete graph with weighted edges, find the least weighted Hamiltonian cycle. This 

NP-hard problem [102] is possibly the most studied CO problem [304], however it has 

been "dominated by the Lin-Kernighan heuristics" [304]. Walshaw developed a 

multilevel algorithm for the TSP [42] that was "shown to enhance considerably the 

quality of tours'" [305] and had superior performance to its single-level counterpart.

The coarsening phase of the TSP multilevel algorithm iteratively fixes edges 

between (unmatched nearest neighbour) pairs of vertices. This creates a hierarchy of 

coarser problems each of which has a feasible solution. A path of fixed edges reduces to 

a single edge and two vertices. The coarsening process terminates when one fixed edge 

and a pair of vertices represent the entire problem. This type of coarsening is known as 

path-based coarsening [305].

For a TSP problem /?, fixing an edge creates approximation px. This edge will be 

contained in solution sx formed on px and in all solutions formed on approximations 

created from px . However, during the refinement phase, solutions preceding sx, can
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analyze that edge and other edges fixed at levels above, with regard to the objective 

function and may reverse the decision of having these edges as a part of a final solution.

The aim therefore is to fix edges in the coarsening process that will be part of a tour 

of high quality. Where this has not been achieved, the refinement phase applies edges 

exchange heuristics in an attempt to replace these with edges of less weight.

Another approach to coarsening the TSP is presented by Bouhmala [32] that merges 

nodes to from a new node at their average location. The final tour is then formed on the 

smaller approximated problem and refined. While the coarsening procedure produced 

infeasible solutions in the upper levels (i.e. inexact coarsening), the multilevel technique 

was still able to outperform comparative single-level versions.

3.2.3 Multilevel Technique applied to Protein- Protein networks

In biological systems, groups of interacting proteins known as protein complexes 

[189], [275] execute processes at a cellular level. If the proteins in a biological system 

are modeled as the nodes of a graph and the interaction between proteins as the graph's 

edges, this results in a so called "protein-protein interaction (PPI) network" [200]. The 

task is then to identify the sets of protein complexes on the network, and these 

correspond to the most connected areas of the graph. This task typically results in a 

search for cliques. The PPI network is an unweighted graph as the edges correspond to 

the interactions between the nodes and the nodes themselves are not weighted.

Oliveria and Seok [201], [202] applied the multilevel technique to a PPI network. 

They compare their multilevel implementation to a single-level version using a min- 

max-cut graph clustering algorithm [74]. The multilevel algorithm outperformed the 

single-level version on solution quality by an average of 10% and proved superior on
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runtimes. The refinement phase of their algorithm executes a Kernighan-Lin type 

algorithm [154] at each level.

The multilevel implementation of Oliveria and Seok [200] address two general 

concepts relevant to multilevel practitioners. The first concept identifies one method for 

successfully coarsening unweighted graphs, containing cliques. The approach taken was 

to find cliques of three nodes and coarsen all three into one super node. This procedure 

replaces three edges and two nodes in the graph. Edges that are incident between the 

nodes of the clique and nodes external to the cliques, become incident to the super node 

and the external nodes. Coarsening algorithms typically cluster nodes that are related 

and normally this is done based on the strength of those relations. However, in the case 

of the PPI network, because individual edges state that two nodes are related but not 

how strong that relation is, cliques provide a good method of merging connected nodes 

[275].

Finding maximal cliques in graphs is an NP-Complete problem [271] while finding 

cliques of 3 nodes is of an order of 0(|E|2/|W|) [200] where E is the number of edges in 

the graph and TV the number of nodes. For these reasons, Oliveria & Seok's coarsening 

algorithm merged cliques consisting of three nodes. If a pair of cliques, each of three 

nodes, share two nodes, both cliques are merged into a super node. If however, only one 

node is shared between the pair, one of the cliques is chosen arbitrarily and merged, 

claiming ownership of the shared node. The graph is iteratively coarsened using this 

process. The researchers concluded that coarsening using cliques of three nodes gave 

significant advantages over coarsening algorithms merging at most two nodes at once.

Where a feasible initial solution is required, some problems naturally provide a 

stopping condition for the coarsening process. For example, the p-median problem
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where the requirement is to identify p medians to serve p clusters, in this case one 

obvious stopping condition is coarsening the problem until it has been divided into 

exactly p clusters. With the problem of finding the number of protein complexes on a 

PPI network, there is no obvious stopping condition for the coarsening process. 

However the implementation of Oliveria and Seok demonstrates that for PPI (and 

similar) networks it is possible for the multilevel algorithm to obtain superior results to 

the single-level algorithm with one or two levels of coarsening. Hence a practitioner 

designing a multilevel algorithm can take the approach of using 'some coarsening' as 

opposed to attempting to coarsen the problem to some 'natural stopping condition' if 

this is not easily defined.

3.2.4 Multilevel Technique applied to Graph Colouring

The graph coloring problem (GCP) [304] is a NP-hard problem [103] with 

applications in numerous areas including scheduling [167] and computer register 

allocation [47]. The problem can be stated as: given a graph, color the vertices of graph 

using the minimum number of colors while ensuring no two adjacent vertices have the 

same color. Walshaw implemented a multilevel algorithm for the GCP that "provided 

some asymptotic convergence of well known algorithms but ... was less impressive than 

... when applied to other CO problems" [304].

Synopsis of the multilevel implementation for the GCP: The coarsening algorithm 

produces a graph Gx+i from Gx by coarsening pairs of vertices in Gx, each matched pair 

becoming a new vertex in GX+I. Non-adjacent vertices are matched; however this is 

restricted such that vertices are only allowed to be matched with the neighbour of an 

immediate neighbour. A tabu search algorithm using an iterated greedy algorithm was 

used in the refinement phase [304].
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Possibly the most relevant lesson for the multilevel practitioner is why the 

multilevel technique appears to fail for the GCP. Being a collaborative technique, the 

multilevel algorithm's success or failure largely depends on its ability to aid the 

asymptotic convergence in the quality of its embedded local search algorithms. Hence, 

the likelihood of success for multilevel algorithms increases for problems where the 

objective function is such that executing an improving local change in the solution is 

reflected in an improved global solution. An example of this is an improving two-opt 

move for a TSP solution reducing the overall cost of the tour. Where this relationship is 

found between the objective function and local changes, the multilevel technique has 

been seen to greatly improve the performance of local search algorithms [304].

The objective function of the GCP however does not appear to exhibit the property 

of reflecting global changes in response to individual local changes. In other words, as 

the aim is to minimise the set of colors assigned to the vertices of the graph while 

meeting the constraint that no two vertices have the same color, changing the colors on 

two adjacent vertices is not guaranteed to propagate into a reduction of the set of colors. 

Walshaw provides a detailed analysis of this point [304].

3.3 Conclusions

In designing a multilevel implementation for a given problem, one of the main 

challenges is in devising a coarsening algorithm. The coarsening algorithm must be 

capable of constructing approximations that can be efficiently optimised in the 

refinement phase. This invariably centres on filtering solutions from the search space 

and reducing the amount of problem detail to be considered in the refinement phase. In 

various multilevel implementations the approach taken to filtering details from the 

solution, is embedded in the process of filtering solutions from the search space. This
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typically results in restricting sections of the problem from considerations at particular 

levels, as evidenced by the work done on the PPI and GPP. A multilevel 

implementation for biomedical feature selection Oduntan et al. [198], utilised another 

approach to filtering details from the solution, that of excluding decision variables from 

each level.

Against this backdrop and the fact that multilevel algorithms have been successfully 

employed on weighted and unweighted graphs it can be seen that the multilevel 

paradigm is potentially suited to a wide array of problems.
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Chapter IV

4 Multilevel Technique for Routing and Location Problems

This chapter discusses how multilevel and single-level techniques have been 

implemented for the capacity vehicle routing problem (CVRP) and the capacitated p- 

median problem (CPMP).

There exist some similarities between both problems, chiefly, the requirement to 

partition the set of customers into feasible subsets. The partitioning should be achieved 

while respecting the problem constraints and minimising connection costs.

The method of creation of these subsets, routes in the case of the CVRP and 

clusters in the case of the CPMP, are similar for both types of problems. In creating the 

subsets, groups of customers can be recursively created from single customers or other 

groups of customers. These groups of customers are representable as a single entity, and 

can be treated as single customers in generating solutions to the problems. Given a 

suitable mechanism for recursively producing these groups of customers (segments 1 ), 

the multilevel technique is then able to create a series of coarser approximations to a 

given problem and refine solutions for them in a standard manner (i.e. using standard 

heuristics or metaheuristics). Most of the refinement done on solutions to these 

problems can be viewed as a transferring of segments between subsets with the aim of 

minimising the total cost.

A multilevel framework was developed for the CVRP, capable of generating high 

quality solutions for the problem. This framework was then extended to the CPMP

1 The groups of customers are referred to as segments for both problems. We are aware of the 
imperfections of this terminology, especially in the case of the CPMP. However, segment(s) is chosen for 
both problems as is allows a uniformed discussion of the recursive nature of the coarsening process and of 
the process of inter route and inter cluster refinement.
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where it has performed equally well. This chapter presented in five parts, describes the 

coarsening and refinement heuristics implemented, and enhancements to the multilevel 

technique utilised for both problems.

Part I presents a synopsis of the work done in applying the technique to the CVRP 

and the CPMP. Part II discusses how the algorithms were applied in the multilevel 

framework for the CVRP. Part HI discusses how these algorithms were used in the 

single-level heuristic for the CVRP. Part IV provides a description of the CPMP 

algorithms and their application in the multilevel framework, while Part V provides a 

discussion of these CPMP algorithms in the single-level format.

4.1 Part I - Multilevel Technique and its application in this Research.

The multilevel technique is applied to two problems in this research, the capacity 

vehicle routing problem (CVRP) and the capacitated p-median problem (CPMP). In 

this, the first part of the chapter, a description of the methodology used in applying the 

technique to these problems is presented. This is followed by a synopsis of the 

application of the multilevel technique to each problem. The synopsis is intended to 

provide the reader with an overview of the entire solution process, abstracting the 

details of the algorithms, which are presented in the remainder of chapter.
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4.1.1 Research Methodology

This sub-section describes the methodology of applying multilevel refinement to the 

CVRP and the CPMP.

Leading construction and local search heuristics were used to construct composite 

heuristics 1 [226] capable of yielding solutions for the CVRP and the CPMP. Multilevel 

algorithms of these composite heuristics were then implemented. Since a main aim of 

the research was to investigate if multilevel refinement could aid the solution process 

for routing and location problems, the construction of multilevel algorithms for these 

composite heuristics, then facilitated these investigations.

Of the leading heuristics in the field, the ones chosen to construct the composite 

heuristics were those that were easy to implement, widely used, capable of being 

adapted to the multilevel technique and generally displayed the characteristics of 

effective heuristics (see section 2.3.1.1).

The research employed preliminary investigations to determine the heuristics' 

ability to adapt to the multilevel technique. Of the heuristics rejected, one class of 

notable rejection was the class of petal heuristics [225]. Our investigations indicated 

multilevel algorithms using petal heuristics were not particularly effective, as the 

reliance of petal heuristics on polar coordinates, was particularly at odds with the 

mechanisms of coarsening. The heuristics chosen are presented throughout parts II to IV 

of this chapter.

1 A composite heuristic is a heuristic consisting of a construction phase that deploys construction 

heuristic(s) to create an initial solution. This is followed by an improvement phase, deploying local search 

heuristic(s) to improve the initial solution.
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4.1.2 Multilevel Technique applied to the CVRP - a case study

The application of the multilevel technique to the CVRP is analysed against the 

backdrop of a single instance, namely number 1 of the Christofides et al. test suite [49]. 

This problem instance is a standard CVRP consisting of 50 customers and has an 

optimal cost of 524.61 [55],[125]. The cost of 524.61 represents the summation of the 

distance travelled on all routes in the solution to and from the depot, servicing all 50 

customers. Customer locations are represented as (x, v) coordinates and the distance 

between customers corresponds to the Euclidean distance represented in double 

precision real numbers. Figure 4 shows the result of the multilevel algorithm applied to 

this problem instance. The top half of the figure shows the coarsening process, viewed 

from left to right. The refinement process is shown in the bottom half of the figure, 

viewing the figure from right to left.

A new coarsened graph is created by fixing edges between selected nodes and 

representing them as a single node (these single nodes are termed segments - see section 

4.2.1). A segment's demand reflects the combined demands of the selected nodes. This 

process is repeated while there are nodes that can be joined with the resulting segments' 

demands respecting the capacity constraints allowed for a route. This is one obvious 

stopping condition; however, the coarsening process can be terminated before or after 

this point. If the coarsening process is terminated as shown in Figure 4, without steps 

taken to manipulate the capacity constraints it will be impossible to implement 

improving moves in the uppermost level. Where steps are taken to manipulate the 

capacity constraints it is possible to extend the coarsening process beyond this point 

(see section 4.2.4.1).
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Figure 4 Multilevel refinement of instance 1 of the Christofides et al. instances.

When individual nodes are merged to create a new segment, the new segment's 

location is represented by their combined sets of (x, y) coordinates as shown in section B 

of Figure 5. As the coarsening process is iteratively applied, it has the effect of filtering 

some solutions from the search space [304]. These solutions are filtered from the set of 

solutions formed on graphs in the succeeding levels, and correspond to those solutions 

that do not include routes serving the merged nodes consecutively. To see this we 

assume that, in transforming the graph Gx to the coarser representation Gx+] , nodes 5 and 

6 are coarsened (see Figure 5), creating node 7. This then guarantees that there will be a 

route formed on Gx+i (and all succeeding graphs) that will serve both nodes 5 and 6. 

Hence, all solutions not including a route serving node 5 followed by 6 are filtered from 

the search space at these levels.

In addition to filtering solutions from the search space, coarsening also reduces the 

level of detail in the problem. Section D of Figure 5 shows that in serving node 7 the

position information available is (x2 , ^2) and (x4, yj corresponding to the location 

information for nodes 2 and 4. Hence, while nodes 1 and 3 are guaranteed to be served
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by the same route on all solutions formed on graph Gx +/ and succeeding graphs, their 

location information has been filtered from the problem. The effect of filtering detail 

from the problem is amplified as the problem is further coarsened. A key decision 

therefore, is determining a suitable mechanism to filter poor solutions from the search 

space. Since the edges of the CVRP graph are weighted, these weights are used in 

selecting nodes to be merged. At its simplest, the selection process merges nodes 

connected by the least weighted edges (see section 4.2.2).

Level X-l

i,yi

2 x<*, Y4

Level X

, yi , yi

/Level X+l

Figure 5 A CPMP example of coarsening applied a group of nodes.
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Once the refinement phase frees the fixed edges linking a set of nodes, the refinement 

algorithm is then allowed to serve the constituting nodes in the manner that best 

optimises the solution cost. In the case of Figure 5, this means that when the refinement 

phase revisits the solution formed on graph Gx +] and reverses the merge, resulting in 

node 7, it has the option to serve nodes 5 and 6 on different routes. If they are served on 

the same route, there is no requirement on the refinement algorithm to serve them 

consecutively.

Lin-Kernighan type algorithms (sections 4.2.3) are then used in the refinement 

phase to improve the solution cost. Figure 6 shows the change in solution cost as the 

refinement phase proceeds through the levels. This is the typical performance sought for 

multilevel algorithms applied to this type of problem (not always obtained), where most 

of the improvements in the solution cost is found in the computationally inexpensive 

coarser levels. As the refinement algorithm uncoarsens the problem, the algorithm 

potentially has the option of visiting the solutions filtered from the solution space. How 

many of these solutions can be visited, however, is limited by the neighbourhood of the 

search space accessible to the algorithm. Therefore, what is desirable from the 

coarsening process and the refinement phase in the upper levels is that the solution 

process is taken to an area in the search space where a globally optimal or locally 

optimal solution of very high quality is located. If this is achieved, the solution of high 

quality found in the upper levels is propagated to the levels below. If however, the 

initial decisions are very poor it can be difficult for a high quality solution to be 

obtained.

74



Chapter IV The Multilevel Technique for Routing and Location Problems

jj 1.07

> 1 065
c
o 1.06
c
S 1.055-I 
o>
2 1 05 

* 1.045

| 104

E 1.035
k.

= 1.03
*•*

S 1 025 

3 1.02

o 1.015
0.5 1 1.5 2.5

Time (S) 
Figure 6 Refinement through the levels for Christofides et al. instances no. I.

While the multilevel algorithm produced a good solution (for the problem instance 

under review) the cost is approximately 2% above the optimal value. To improve the 

solution quality further, an iterated multilevel (It.ML) algorithm was implemented (see 

section 4.2.4.3). The It.ML algorithm takes as input, the solution produced by the 

multilevel algorithm and then coarsens and refines this solution for a given number of 

iterations. It has been found that It.ML algorithms can further improve the asymptotic 

convergence of multilevel algorithms [305]. Table i and Figure 7 show the 

improvements it produced for this problem.

Single—Level Multilevel Iterated Multilevel

/ /
X * i v;

\
H

Figure 7 Comparison of solutions for Christofides et al. instances no. 1.

Table 1 Quality of the solutions for instance 1 of the Christofides et al. instances.
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Solution Cost normalised with respect Runtimes (s)
to the optimal value

SL ML It.ML SL ML It.ML 

Coarsening phase 1.114 1.114 _ Q2 Q.2 

Refinement phase 1.086 1.020 1.005 1.08 2.69 8.4

Two characteristics that justified applying the multilevel technique to the VRP were 

the fact that the nature of the objective function for the VRP is more in keeping with 

that of the TSP as opposed to say the GCP. Hence, decisions made locally were 

reflected in the global quality of the solution. Secondly, identifying customers to serve 

by the same route gave the solution a clustering aspect. Since the multilevel technique 

has performed well on problems showing varying degrees of these two characteristics, it 

is unsurprising that the multilevel technique for the VRP has performed reasonably 

well.

4.1.3 Multilevel Technique applied to the CPMP- a case study

The multilevel technique is capable of finding very good solutions for instances of the 

CPMP. This is demonstrated in Figure 8 where the solution produced for instance 

number 1 of the Osman and Christofides instances [207] using the multilevel technique 

is shown. The instance consists of 50 nodes, all of a stated demand, and each 

represented by a pair of (x, y) coordinates. The problem requires the location of 5 

medians all of equal capacity meeting the demands of all 50 customers. The problem 

instance has an optimal solution of cost 713, which is shown on the right of Figure 8. 

This cost represents the sum of Euclidean distances between each node and its assigned 

median, rounded down to the nearest integer. The multilevel technique applied to the 

CPMP has found success in filtering solutions from the search space and this is reflected 

in the plot of Figure 9. The technique is capable of obtaining improvements to the
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solution cost in the upper levels of the refinement process, when the problem is in a 

coarsened state and the numbers of possible solutions are restricted.

Figure 8 Multilevel solution for instance 1 of the Osman and Christofides instances.

1.12

10 40 5020 30 

Time(s)

Figure 9 Refinement through the levels for Osman and Christofides instances no. 1.

4.1.3.1 Lessons from the CVRP and CPMP Case Studies

The multilevel technique applied to the CPMP and the CVRP share some 

similarities. The similarities stem from the fact that both techniques use coarsening to 

separate the set of nodes into subsets: routes in the case of the CVRP and clusters in the 

case of the CPMP. The techniques then apply Lin-Kernighan type algorithms in the 

refinement phase to improve the solution by transferring node(s) between subsets. Due
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to the difference in nature of the problems however, there are some lessons learnt that

are of relevance to the multilevel practitioner.

  Search space filtering: as the CPMP is coarsened at each level, the number of nodes 

in the solution is reduced (see Figure 10). When the levels are revisited in the 

refinement phase, medians can only be located at the node locations present at any 

given level. By this process, the technique filters solutions from the search space: 

the means by which the multilevel technique makes its main impact for the CPMP. 

Figure 10 shows an example of the reduction in the number of median locations 

available at each level when the coarsening process is applied to instance 1 of the 

Osman and Christofides instances [207].

Figure 10 Coarsening instance 1 of the Osman and Christofides instances

Reducing the level of detail available at each level. The multilevel technique 

approximates the solution space by reducing the number of possible median 

locations. However, the coarsening process is exact. Hence, the multilevel technique 

produces accurate solutions to the problem at each level of refinement. Since, in 

determining the accurate cost of a cluster or determining whether it improves the 

solution cost to transfer groups of nodes between clusters, it is necessary to calculate 

the cost between all the nodes and the involved medians. The (x, y) coordinates of 

the nodes are not filtered from the problem. This can be contrasted with the case of
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the CVRP, where the cost of a group of connected nodes remains constant, 

regardless of the route of which they are a part. While in the case of the CPMP, the 

cost of a group of nodes depends on the cluster of which they are a part. Hence, the 

only location information needed for accurate cost calculations in the case of the 

CVRP, assuming the internal cost of the group of nodes is known, are the pair of (x, 

y) coordinates at the end of the group of nodes. Preliminary tests were done for the 

CPMP using approximate cost calculations, thus allowing more detail to be filtered 

from the problem, however these results were not encouraging.

  Impacts of the node and edge weights during the coarsening process: The CPMP 

can be represented by a weighted graph and the solution seeks to minimise the 

sum of the edges connecting the nodes to their medians. Construction heuristics 

for this type of problem typically evaluate decisions based on edge weights as 

opposed to the weights of the nodes. However, in order to produce a feasible 

initial solution, as the CPMP is capacitated and the number of medians is 

predetermined, node weights have to be actively considered, ensuring each cluster 

respects the capacity constraints and exactly p clusters are formed. The 

requirement to actively consider the node weights is especially true for an 

agglomerative process such as the multilevel technique's coarsening phase, since 

as the nodes are coarsened the nature of the underlying Bin Packing Problem 

(BPP) changes and feasibility becomes more difficult to guarantee. This is 

different from the case of the CVRP, for which the number of vehicles in the 

solutions can typically be considered endogenous to the solution process. 

Therefore, the lower bound on the number of vehicles in a feasible solution is 

given by the number of bins in an optimal solution to the equivalent BPP and the
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upper bound by the number of nodes in the CVRP. Because of this, the coarsening 

algorithm for the CVRP only needs to ensure the routes respect the constraints.

4.2 Part II- The Multilevel Framework for the CVRP

As stated in section 4.1.1, in designing the multilevel algorithm for the CVRP, 

leading heuristics in the field of vehicle routing were used to form a composite heuristic 

capable of yielding high quality solutions. In accordance with multilevel terminology, 

we refer to this composite heuristic as the single-level algorithm for the CVRP. A 

multilevel version of this single-level algorithm was then created. This was done by 

devising various coarsening approaches and customising the local search heuristics, to 

improve the coarsened approximations in the multilevel algorithm's refinement phase.

The original versions of the construction and improvement heuristics used in the 

single-level algorithm are described in chapter //. This part of the chapter therefore, 

starts with a general discussion of the multilevel algorithm applied to the CVRP and a 

description of the coarsening heuristics designed for the CVRP. This is followed by a 

description of the modified improvement heuristics used in the refinement phase of the 

multilevel algorithm. This, Part II of the chapter, then concludes with a discussion of 

enhancements developed for the multilevel algorithm.

4.2.1 General concepts of the Multilevel Framework for the CVRP

The multilevel algorithm for the CVRP, developed as part of this research, uses 

similar techniques to the multilevel algorithm implemented for the TSP [304]. At each 

level, the coarsening algorithm fixes edges between customer locations to form partial 

routes. As more and more edges are fixed, the number of free edges decreases, 

simplifying the problem. This process continues while the partial routes formed, respect
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the problem constraints. When no more such partial routes can be formed the coarsening 

process terminates and the partial routes are linked to the depot, forming an initial 

solution.

Usually edges between nearby customers are fixed early on in the coarsening process 

so that, during refinement on the coarsest levels, the improvement algorithms can focus 

on optimising the (longer) edges of greater cost. As the solution is extended to the finer 

levels (and eventually the original problem) fixed edges are freed and the optimisation 

can then concentrate on the finer details between nearby customers. To discuss this in 

detail, it is worth noting the following points.

A segment, in the context of the CVRP, is a section of a proposed route. A segment 

has a cost, a demand, and spans a number of customer location(s). The segment is 

represented by its cost, demand and the segment's 'end locations' which correspond to 

either one or two of its customer locations. The cost of the segment is given by the sum 

of the costs of the edges between customer locations spanned by the segment plus the 

service cost of those customers. If the segment spans just one customer location, the 

segment end locations are both equal to this customer's location. If however the 

segment spans more than one customer location the segment's two end locations 

correspond to the location of the two customers having only one connecting edge. All 

other customer locations (those excluding the end locations) spanned by the segment 

have two connected edges.

At the start of the solution process, referred to as level zero, a segment represents a 

single customer (or a vertex). Hence, the segment's demand is equal to the customer's 

demand. Additionally at this level, in the case of the CVRP, the cost of the segment is 

zero and in the case of the DVRP, the cost is equal to the service cost of the customer.
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Segments at the upper levels (levels excluding level zero) are created by fixing an 

edge of least cost between a pair of existing segments. If one or both of the two 

segments being connected spans more than a single customer, the edge chosen to 

connect the pair, connects two of the four (or two of the three if one of the segments 

represent a single customer) available end locations such that its cost is minimised. If 

more than one edge has cost equal to the minimum cost, then one of these edges is 

chosen arbitrarily. The two unconnected end locations become the end locations of the 

created segment.

SI

S2

Figure 11 Matching upper level segments

The creation of on an upper level segment is depicted in Figure 11 where the original 

customer locations are shown by the spheres. The dashed lines indicate the cost 

calculations done between the four end locations of segments SI and S2 in creating 

segment S3.

4.2.1.1 Fixed Edges and Free Edges

Usingfixed edges and free edges 1 , the multilevel algorithm for the CVRP, controls the 

process of simplifying the problem and filtering solutions from the search space.

The segments created during the coarsening phase, generate a series of approximations to the original 

problem. In the refinement phase, that follows the coarsening phase, these segments are used to form 
feasible solutions to the problem. Free edges are those edges that can be used to transform the segments 

into feasible solutions. Free edges can be introduce into the solution to join the existing segments into 
feasible routes. Free edges can also be direct replacement for fixed edge. These replacements occurs 
when the fixed edges are freed when the level at which they were fixed are revisited in the refinement 

phase.
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The edges connecting the customer locations within a segment's end locations are 

fixed into the solution, i.e. fixed edges, while edges linking segments together are 

considered free edges.

The following example (see Figure 12) illustrates the difference and the purposes they 

serve. Suppose that at a given level above zero, two segments span a set of customer 

locations (i,j, k, /, m, n) such that segment Sj = (ij, k) and segment S2 = (/, m, ri). The 

following fixed edges exist in the solution at this level: edges Eg and Ejk in the case of Si 

and edges Etm and Emn in the case of S2 . The end locations of Si are / and k and the end 

locations of 82 are / and n. At the same level the two segments could be joined to the 

depot o and each other, forming the following vehicle route r = (o, Si, 82, o). Route r 

could be represented as (o, /, j, k, I, m, n, o), however only the following edges in the 

route would be free for optimisation at the current level Eoi, EU and Eno .

>n 
Figure 12 A CVRP route with fixed edges (solid lines) and free edges (dashed lines).

Free edges therefore, identify the only sections of a route that can be optimised at a 

particular level. The sections of a route within the end locations of an upper level 

segment demarcate sections of the route that are not available for improvement during 

the refinement phase, while those edge(s) are fixed. Hence, any solutions that does not 

contains the customers spanned by that segment and visited in the order they are 

connected by the segment, is filtered from the search space until the refinement phase 

frees the fixed edges of the segment.
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The refinement algorithms treat segments of level zero (single customers) and 

segments of the upper levels (group of customers) in a similar manner, as the internal 

structure of a segment is not accessible.

4.2.1.1.1 Free Edges and the Depot

In addition to the free edges linking segments together, as in the case of the edge £*/, 

in Figure 10, the other free edges in the solution, are the edges connected to the depot 

(also as shown in Figure 12).

As the coarsening algorithm fixes edges into the solution, the edges between the depot 

and the end locations of segments are always kept free. The reasons for not fixing these 

edges into the solution are manifold. For example, segments are transferred between 

routes in the refinement phase. An infeasible solution would result if a transfer were 

done between two routes, where the segment transferred spanned the depot.

Another reason centres on the fact that predominantly savings-type heuristics are used 

in the coarsening process. In order for these heuristics to operate efficiently and 

accurately, the ability to change edges connecting segments to the depot is required.
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4.2.1.2 Synopsis of the application of the multilevel technique to the CVRP
Coarsen Extend Refine

Level 0

Level 1

Level 2

Level

f- i
\ I 
\

.

\

A

Figure 13 Multilevel refinement applied to a CVRP showing the stages of coarsening, extension and 
refinement. Continuous lines show fixed edges and broken lines show free edges

Figure 13 shows the multilevel algorithm solution process applied to the CVRP. 

Coarsening the problem achieves two things. Firstly, it constructs a solution to the 

problem by fixing edges (represented by solid lines) between segments. It is hoped that 

these edges will form part of a high quality solution, but they can be changed later as the 

refinement progresses.

Secondly, it reduces the detail to be considered at each level for when the problem is 

refined. An edge that is fixed at a given level of the coarsening is freed by extension 

process [304] when that level is revisited in the refinement phase. The refinement phase 

optimises the free edges (represented by dotted lines) in the solution1 . Segments that

This process involves seeking to replace them with edges of lower cost
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contain fixed edges are treated as single nodes, capable of being optimised by node 

exchange heuristics [98], but the internal fixed structure is not considered.

This means a minimal level of detail is presented to the refinement algorithms at the 

coarsest levels of the refinement process. However, edges fixed at the lower levels tend 

to be between segments that are 'closer' together, so that typically free edges have the 

highest cost. Potentially, the largest improvements in cost found by the multilevel 

algorithm will occur early in the refinement phase.

When the optimisation is completed at a level the solution in place is projected to the 

level below, the extension process then frees the edges fixed at that level. The 

refinement process now has a problem of greater detail, but improvements found earlier 

in the process help make the search faster (see section 3.1.1.1).

For the example shown in Figure 13, no improvement is found at levels 3 and 2 of the 

refinement process (it can be the case that no improvement is found at the highest levels 

since there are so few free edges). However refinement does take place at levels 1 and 0. 

The refinement done at level 1 is on upper level segments. This demonstrates one of the 

benefits of the multilevel algorithm over the single-level case, that of refining the 

coarsened problem. As the move is implemented on the coarsened problem the 

algorithm is required to analyse a smaller subset of the edges in the problem than would 

be required by the single-level algorithm.
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4.2.2 Coarsening for the CVRP

Two types of coarsening are implemented for the CVRP. The first type uses 

coarsening to construct the initial solution. This is the more traditional way of 

coarsening a problem in multilevel refinement, e.g. [304] [305]. The coarsening 

algorithms used in those implementations are different, but coarsening was used to 

construct the initial solution.

The second type of coarsening implemented for the CVRP is a two-phase 

coarsening approach in which an initial solution is constructed and then each route in 

the solution is coarsened. This form of coarsening is new to this research. By separating 

the construction and the coarsening phase, the two-phase coarsening approach allows a 

multilevel practitioner to use the solution construction heuristic(s) of their choice while 

still having the ability to coarsen the problem.

Where coarsening is used to construct the initial solution, two different methods are 

implemented for selecting the customers to be merged. When two-phase coarsening is 

employed, two different methods are used for constructing the initial solutions. These 

lead to four distinct methods of coarsening. Each method is presented in the following 

sub-sections.

4.2.2.1 Coarsening used to create the initial solution for the CVRP

The process of using coarsening to construct an initial solution for the CVRP is 

illustrated on the left of Figure 13 (p. 85). At each level, segments are matched in pairs, 

using either a savings heuristic or a nearest neighbour heuristic. An edge is then fixed 

between the two segments making up each pair (the pair is merged) and a new segment 

created. The process continues while there are pairs of unmatched segments at the 

current level from which it is possible to create new segments that respect the problem
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constraints. Segments are merged once at a given level. The created segments should 

respect the problem capacity and any cost constraints in place. This requires that the 

sum of the demands of the customers spanned by a segment should be less than or equal 

to the maximum route capacity. It also requires that the segment's cost should be less 

than or equal to any maximum route cost.

When all allowed merges at the current level have been performed, the created 

segments are included in the next level. Additionally, any segments that could not be 

merged at the current level are included unchanged in the next level and the process of 

matching and merging repeated. The last level of coarsening is reached when no new 

segments can be created respecting the problem constraints. The end locations of the 

segments are then connected to the depot to form initial routes. The algorithm of Figure 

14 outlines the generic coarsening process. A savings heuristic or a nearest neighbor 

heuristic [247] is used to match and merge the segments.

Figure 14 Generic coarsening algorithm

~do 

do
merge pairs of selected segments 

while unmatched pairs of segments 
include merged segments in new level 

while new level can be created

The savings heuristic, similar to the serial Clark-Wright savings heuristic [1] (see 

section 2.3.1.3.1), initially assumes each segment forms a route. Each segment can be 

merged once at a given level, and hence, the heuristic selects a segment at random and 

merges it to another unmerged segment yielding the greatest savings.

If a route exists, serving segment i and another serving segment;, and there exists a 

feasible route capable of serving segments / and j, the heuristics calculates the saving
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(Si/) obtainable by merging the routes of segment i and j using the formula: Sy = Cio + 

Cj0 - Cy. The cost between segment / and the depot (o) is represented by Cio, Cj0 

represents the cost between segment j and the depot and Cy represents the cost between 

segments i and j. When merging routes consisting of upper-level segments, i and j 

actually refer to the segments' end locations that are chosen to be merged. These end 

locations are selected such that Sy is maximized. Any merges violating the problem 

constraints are given a prohibitively low savings.

Figure 15 An upper level merger analysed by the saving heuristic

The first screen on the left of Figure 15 shows a solution consisting of two routes 

with each route consisting of one upper level segment1 . The other screens show the four 

moves analysed by the savings heuristic in determining Sy, with / and j labeling the end 

locations that are merged in each move. The last screen shows the merge that 

maximizes Sy and hence the one that would be implemented.

The nearest neighbor heuristic selects a segment at random and merges it with its 

nearest unmerged neighbour at the current level. Any merges violating the problem 

constraints are given a prohibitively high cost. Since the cost is calculated between the 

segments, the depot is ignored during the merging process, unlike for the savings 

heuristic.

1 When coarsening used to create the initial solution a route will only ever consist of one segment during 

the coarsening phase.
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Using the savings or nearest neighbor heuristic, the coarsening algorithm of Figure 

14 coarsens the problem using the principles applied to the TSP [302], and hence 

provides a simple and fast construction heuristic [304].

4.2.2.2 Two-phase Coarsening applied to CVRP - Route Construction

The main difference between the two-phase coarsening approach presented in this 

section and the coarsening approach presented in section 4.2.2.1 is that the two-phase 

approach constructs a solution and then fixes edges into the solution, while the 

coarsening approach presented in section 4.2.2.1 uses the fixing of edges to construct 

the solution. The two-phase coarsening approach uses one of two construction heuristics 

to construct an initial solution. These two construction heuristics are the parallel Clark- 

Wright savings heuristic [5!],[!],[55] and a parallel Nearest Neighbour heuristic.

The parallel Clark-Wright savings heuristic (CWS) (see section 2.3.1.3.1) 

implemented, uses the formula for calculating savings outlined for the savings 

heuristics. However, the differentiating feature is that the parallel version ensures that 

the best feasible merge is always implemented. Hence, the savings to be obtained from 

merging each pair of routes is calculated. The customers served on the pair of routes 

yielding the greatest savings are combined into a single route, reducing the number of 

routes in the solution by one. Any merge violating the problem constraints is given a 

prohibitively low saving. The process is repeated while routes can be merged which 

leads to savings and while the problem constraints are respected.

The parallel Nearest Neighbour heuristic (see section 2.3.1.3.1) proceeds in a 

similar manner to the parallel CWS, ensuring the best feasible merge is always 

implemented. However, customers are merged based on their cost relative to each other 

as opposed to using the savings formula.
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4.2.2.2.1 The Coarsening process in two-phase coarsening

The coarsening algorithm is applied to the routes of the initial solution in turn, 

terminating when each route is represented by a single segment whose end points are 

connected to the depot. If at each level, each route in the solution is represented in the 

format (o, *',....., x, o) where o is the depot and / and x are the end segments. The 

coarsening heuristic fixes edges between pairs of segments starting with i and i+1 

followed by i+2 and i+3 and terminating with x-1 and x. All the new segments created 

are included in the next level. If the segment consisting of x-1 and x can't be formed, 

then segment x is projected to the next level. The process is repeated independently per 

route until each route is represented by one segment 1 . The last level of coarsening 

corresponds to the highest level required to coarsen a route in the solution to a single 

segment.

4.2.3 Refinement for the CVRP

Using the initial solution created at the end of the coarsening phase, the refinement 

process seeks to improve the quality of the solution at each level by reducing the total 

cost. The refinement discussed here uses a combination of inter- and intra-route local 

search heuristics.

These heuristics are based on a number of standard VRP heuristics and are applied in 

a fixed sequence at each level as shown in Figure 16. In relation to the generic 

multilevel algorithm of Figure 3 (pp.55) each call to refmeQ in that algorithm, executes 

the algorithm of Figure 16.

Intra-route optimisation is performed by the 3-opt heuristic, while inter-route

1 An alternative heuristic was implemented that sorted the segments of each route by the increasing cost 
between the segments. Segments were then merged in pairs of by increasing cost, with each segment 
merged once at each level. However, this heuristic did not performed as well as the one described above.

91



Chapter IV The Multilevel Technique for Routing and Location Problems

optimisation is performed by the split procedure, simple and cyclic segment transfer

heuristics.

Figure 16. Refinement algorithm executed at each level.

Split Procedure 
do

3 - opt refinemnet 
do

Simple Segment Transfer
Cyclic Segment Transfer (If improvement found, continue) 

while(improvement found) 
while(improvement found)

4.2.3.1 3-opt Refinement first improvement.

3-opt [172] is an intra-route heuristic that is executed at each level, searching for ways 

of reconnecting the segment ends (at that level) of a route, to form a route of lower cost. 

The 3-opt heuristic implemented in the multilevel framework accepts the first 

improving solution found. Blum and Roli refer to this as first improvement [28], Funke 

et al. as first search [98].

The 3-opt heuristic implemented in the multilevel algorithm for the CVRP can be 

stated as: For a given route r, remove three free edges (none of which should be 

adjacent) and reconnect the segments such that the resulting route is feasible. If this 

results in a solution of lower cost, accept the new solution.

This heuristic therefore, represents a modified version of the standard 3-opt heuristic 

(see section 2.3.1.4.1). Since the type of solutions for which the standard 3-opt heuristic 

was originally designed are represented by vertices and edges, the standard 3-opt 

heuristic needs only check for non-adjacent edges. However, since multilevel CVRP 

solutions require the optimisation of solutions containing upper-level segments, the 3- 

opt heuristic implemented here works on non-adjacent free edges.

92



Chapter IV The Multilevel Technique for Routing and Location Problems

Suppose that the provisional route r is of the format r = (o, /,......,j, o) where / is the

first segment on the route, j the last segment and o is the depot. Assuming r contains n 

free edges, which are numbered one to n starting with the first free edge E_0j. The other 

free edges, traversing the route from the first segment to the last, are numbered 

consecutively with the last free edge EJO numbered n. Given a free edge in position i, let 

the next free edge not adjacent to this edge, be in position i+x. Additionally let the first 

free edge not adjacent to edge i+x be in position i+y where: l<i<x<y<rr, and i ,x,y 

e Z+ . This 3-opt heuristic as implemented is described in the heuristic of Figure 17.

Figure 17 The 3-Opt heuristic using first improvement 

_

set first free edge position / = 1 
while (/<= n-2) do

set second free edge position j = i+x
while ((if (/#l)&&(/< = n-l)) || ( if (/== 1) &&(/< n -1)) do 

set third free edge position k =j+y
while ( (if (/ # 1) &&(k <= n)) 11 (if (/ == 1) && (k < n ) ) do 

remove free edges i ,j and k reconnect the segments
constructing all possible feasible solution. 

If a connection improve solution cost restart the algorithm 
k:=k+l 

end while
/=;'+! 
end while

/ = /+! 
end while 

while (improvements in solution cost found)

4.2.3.2 Inter-route optimisation

The immediately following sections (4.2.3.3 to 4.2.3.5) describe the inter-route 

heuristics used in the refinement phase. While, these heuristics are based on standard 

VRP heuristics, various modifications have been added to each in order to facilitate the 

optimising of upper-level segments. When an upper level segment is transferred 

between two routes, it can be inserted in one of two ways by either reversing its 

orientation, or not. The main modification to the heuristics therefore, centres on the
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heuristic checking both orientations to find the one resulting in the connection of least 

cost.

4.2.3.3 The Split Procedure

The split procedure is a heuristic capable of introducing large changes to CVRP 

solutions. Given a Giant Tour, the procedure is capable of selecting the optimal 

combinations of routes from the Giant Tour and, in some cases, returns a solution of 

improved cost (see section 2.3.1.5). We have implemented the split procedure for the 

CVRP multilevel algorithm. This was done as a means of introducing large changes to 

the solutions that were outside the scope of the other inter-route heuristics and as a 

means of relaxing the problem constraints.

Before the start of the split procedure, a Giant Tour is constructed. This is done by 

removing all the edges connecting the routes of the CVRP solution to the depot, 

forming a series of sub-routes. These sub-routes are then used to construct the Giant 

Tour. The Giant Tour is constructed by randomly selecting a sub-route and arbitrary 

setting one of its ends as the start of the Giant Tour. The other end of this sub-route is 

then connected (using the least cost edge) to the nearest unconnected sub-route end 

which is not yet part of the Giant Tour. This procedure is repeated for the partially 

completed Giant Tour until all sub-routes are connected. The unconnected end of the 

last added sub-route is then linked to the unconnected end of the first added sub-route to 

complete the Giant Tour.

The stages of a Giant Tour construction are shown in Figure 18. It is worth noting 

that some Giant Tours constructed by the multilevel algorithm will contain upper-level 

segments (depicted in the diagram with the use of solid lines). This is as opposed to 

containing only vertices, the scenario for which the original split procedure was
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designed. The split procedure used in this research is therefore modified to optimise 

upper-level segments. The modification ensures that when a segment is added to a 

route, the orientation of the segment in the route is chosen such that the cost of the new 

edges added to the route are minimised.

Figure 18 The three stages of a Giant Tour construction.

The split procedure is applied to the Giant Tour to recover a CVRP solution, 

satisfying any constraints, and hopefully of lower cost. The algorithm for the split 

procedure implemented is shown in Figure 19, and assumes the Giant Tour contains n 

segments where n > 1. Since the Giant Tour may contain upper levels segments this 

effectively means the split procedure is only allowed to splits the Giant Tour at the 

points corresponding to the free edges. This is another modification to the split 

procedure that was implemented for its use with the multilevel technique.
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Figure 19 The Split Procedure

set starting segment position / = 1
set problem constraints
do

select and store segment i
create a route comprising only segment i
if (/ < n ) set next segment position j = i+1
do

select and store segment; 
create new route using all stored segments 
;=;+!

while ((route created respects problem constraints) && (j <= n) &&(j> i)) 
if {/ > n) && (the new route respect the problem constraints) reinitialize; = 1 

do
select and store segment; 
create new route using all stored segments ;'=;•+!

while ((new route respects problem constraints) && ( j < /)) 
reset stored segments to zero 
/ = /+!

while (/<= n) 
solve set portioning problem to select optimal combination of routes1

The split procedure has also been useful for implementing constraint relaxation (See 

section 4.2.4.1). A CVRP solution that violates the constraints can be used to form a 

Giant-Tour as above, and then the split procedure is applied, but now with the desired 

relaxation of problem constraints at that level enforced by the procedure. The formation 

of a Giant Tour followed by a split can be performed at any level.

4.2.3.4 Simple Segment Transfers

As with Osman's X- Interchange [206], the simple segment transfer heuristic searches 

for improvements by looking at the effects of moving segments between every pair of 

routes in a solution. For all segments in routes q and p, the heuristic considers all 

possible insertions in a route q of a segment from route p and vice-versa. This move is

1 No modifications to the algorithm for solving the set-partitioning problem were necessary in order for 
the algorithm to work with the multilevel technique. Consequently, this algorithm is not reproduced here. 
However, its original specifications are provided by [29] and [225].
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called a transfer and symbolized by the (0, 1) and (1, 0) operators. These operators 

indicate that only one segment is relocated from a route with each transfer.

The heuristic also implements exchanges where two segments on different routes 

exchange places i.e. each is inserted into the other route with the same neighbours as the 

removed segments, this is termed an interchange and again the move is attempted for all 

segments in the routes. The interchange move is symbolized by the (1, 1) operator.

Osman's A- Interchange considers additional transfers involving groups of 

neighbouring vertices. We however restrict our attention to the case where only one 

segment at any level is removed from a route i.e. A is equal to one in Osman's 

terminology, for the following reasons.

The purpose of increasing the value of A, is to introduce increasingly larger changes to 

the solution than that achievable using X = 1. However, this increases the runtime of the 

heuristic. A measure of the likely effects on runtime from increased A values can be 

garnered from looking at the moves permitted by A = 1 and A = 2. When A is equal to 

one, the following moves are allowed between routes q and p; (0, 1), (1, 0) and (1, 1). 

However when X = 2, the following moves are permitted (0, 1), (1, 0), (1, 1), (0, 2), (2, 

0), (1, 2), (2, 1) and (2, 2).

The transfer or interchange of upper level segments in the multilevel algorithm results 

in the transfer of groups of neighbouring vertices. Therefore the multilevel algorithm 

can achieve a measure of these larger changes associated with X > 1 by implementing 

moves of upper level segments, with A = 1. This avoids the large increases in runtime 

associated with increasing values of A.

Simple segment transfers are a special case of cyclic segment transfers - described 

next - and have been implemented as such.
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4.2.3.5 Cyclic Segment Transfers

Low-cost solutions to the CVRP are often composed of routes that are close to the 

maximum route capacity [240]. Thus, when searching for inter-route improvements in a 

high quality solution, the transfer of a customer from one route to another will normally 

require the removal of one or more customers from the route into which it has been 

inserted. The ejected customer(s) will then have to be inserted into another route and so 

on. This has led to the construction of cyclic transfer algorithms, in which the set of 

allowed transfers between routes forms a cycle - the customers ejected from the last 

route are inserted into the first.

The number of possible cycles when using cyclic transfer algorithms is influenced by 

three main factors. These are, the number of customers in the solution (for the 

multilevel algorithm, we are concerned with the number of segments at each level), the 

number of routes in the solution (as the number of routes decreases for a constant 

number of customers the number of possible cycles decreases); and the maximum 

number of routes allowed in a cycle (i.e. the cycle depth). Increasing the cycle depth, for 

a constant number of routes and customers, increases the number of possible cycles.

The cyclic segment transfer heuristic implemented here follows the cyclic transfer 

algorithm of Thompson and Psaraftis [286]. However, it is restricted to the case where 

only one segment is transferred at a time. Since, segments represent groups of 

customers; the heuristic is capable of executing large changes to the solution while 

transferring one segment at a time. The heuristic is modified to handle the transfer of 

segments, ensuring the orientation of each transferred segment is such that the cost of 

each insertion and ejection is minimised. The cycle depth is varied during the 

algorithm's execution.
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The scheme works as follows: For each segment i in a given CVRP solution, the 

cyclic transfer algorithm identifies all segments j •£ i, that can be feasibly ejected from 

their route Rj with segment / inserted in its place. It is feasible to eject segment j and 

insert segment / if they are served by different routes and Rj will remain a feasible route 

if i is added and j is removed. The algorithm then notes the change in cost of Rj for each 

feasible insertion and ejection. A cycle that improves the solution cost then corresponds 

to a series of changes in cost whose summation is negative. The heuristic of Figure 20 

searches for these improving cycles utilising efficient techniques for finding elementary 

circuits in graphs [287].

If the insertion of a segment into a route and a corresponding ejection results in an 

infeasible route, no cycle consisting of that move is considered. If an insertion into a 

route is feasible without a corresponding ejection and it leads to an improvement in the 

solution cost this move is accepted and the series of transfers is terminated.

When segment / is inserted into Rj and segment j ejected, it is possible for the new 

neighbouring segments of segment i to be different from those shared by segment/ The 

position segment i takes in Rj is termed the least cost insertion point. The least cost 

insertion point determines, when inserting segment / into route Rj while ejecting 

segment 7, which location for i reduces the cost of Rj by the largest amount compared to 

its cost before j was ejected. If inserting i increases the cost of Rj compared to the cost 

before j was ejected, the least cost insertion point is that position in Rj that increases the 

cost by the least amount. This point can be efficiently pre-calculated [286] and 

Thomspson and Psarafits [286] demonstrated this will be in one of four locations. It will 

either be in one of the three locations in Rj (excluding the position occupied by 7) where 

inserting / before ejecting j, increases the route cost of Rj by the least amount.
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Alternately, the least cost insertion point will be the position occupied by j before j is 

ejected.

In calculating the change in cost of inserting segment / and ejecting segment j, where 

segment i is an upper level segment, both possibilities for connecting segment i to 

reform a feasible route, after the ejecting of segmenty, are analysed. The one yielding 

the route of best cost is implemented. If the least cost insertion point is different from 

the position occupied by y, the change in cost of Rj is given by subtracting the sum cost 

of the three edges removed from Rj and the sum cost of three edges added to Rj. If least 

cost insertion point is the same as the position occupied by 7, the change in cost of Rj is 

given by subtracting the sum cost of the two edges removed from Rj and the sum cost of 

the two edges added to Rj. It should also be noted that for each insertion and ejection the 

changes in costs are independent for each route. Hence, the change in cost of Rj for 

inserting / and ejecting j is independent of the change in cost to be incurred when 

removing / from its route and also that of adding j to another route.

As the insertion location of / can be independent of the one vacated by y, cyclic 

segment transfer produces a more powerful search than that provided by ^-interchanges, 

even for cycle depths of two. Following Thompson and Psaraftis [286] we use iterative 

deepening, searching for cycles of depth 2, then 3 and so on until the maximum cycle 

depth allowed. Whenever an improvement is found, the search for cyclic transfers is 

halted and simple segment transfers are again sought (see Figure 16 , p.92).
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Nomenclature Cyclic Segment Transfers heuristic:

Si, Sj, Sq - Segments i, j, q respectively

Rj, Rj - Routes serving segments Sj and Sj respectively

S[i][j] - Feasible change in cost of inserting segment i into Rj while simultaneously ejecting

segment y

S[i][j] is feasible if: / #y ; Rj # Rj ; Rj demand <= max route demand ; Rj cost <= max route

cost

n, i,j,q, x, y e T

j + x next feasible ejection for inserting segment /;

q + y next feasible ejection for inserting segment y

cycle cost e E ; cycle depth > = 2

Figure 20 Cyclic Segment Transfers heuristic ________________________

Function Transfer ()
set number of segments in solution at level n 
set segment to be inserted position, / = 1 

set cycle cost = 0 
set cycle depth counter, d = 0

Double Array S = change in cost for feasible insertion of / while ejecting; 
Array P = segments making up a cycle 
while (/< = /?) do

set; to position of first feasible insertion for S\ 

while (j < = n ) do 
add Sj and SjtoP

cycle cost = cycle cost + S[i][j] 
Search {/)
lf( no improving cycle found );'=;' + x 
else update S restart search from i = 1

start new cycle - removing all elements from P; cycle cost = 0; d = 0 . 
end while 
/ = /+! 

end while 
End Function 
Function Search (j e Z+)

set q to position of first feasible insertion for Sj 
while ( (q <= n ) && ( d < cycle depth)) do 

if( q = = i)
if (cycle cost < 0), accept cycle, End Function 

lf(qg P)
Add Sq to P

cycle cost = cycle cost + S[j][q] 
Search (q)

end while 
End Function
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4.2.4 Multilevel Enhancements

Problem constraints often prevent moves that would otherwise lower solution costs. 

This is particularly restrictive at higher levels in multilevel algorithms and, for example 

in the CVRP, segments can have demands which are a substantial fraction of the 

maximum route capacity, thus preventing inter-route moves.

With this in mind, two enhancements were implemented for the algorithms which 

were found to work well together: constraint relaxation (section 4.2.4.1) and coarsening 

homogeneity (section 4.2.4.2). Both enhancements appear to complement each other 

since, coarsening homogeneity is targeted at managing the effect the multilevel 

technique has on the problem, while constraint relaxation is targeted at managing the 

effect the problem constraints have on the solution process.

We have also implemented an iterated version of the multilevel algorithm (section 

4.2.4.3) which is able to find significantly better results, although taking longer to do so.

4.2.4.1 Constraint relaxation

Constraint relaxation [305] is the process of gradually relaxing the problem 

constraints [108] at each level.

There are two goals desired from constraint relaxation. The first is the creation of a 

set of infeasible routes, of very good cost, from which it will be possible to obtain a set 

of feasible routes. The set of feasible routes should be obtained while maintaining some 

of the cost improvement found from relaxing the constraint.

The second goal is to produce solutions more amenable to improvement by inter-route 

heuristics. The amenability of routes to inter-route heuristic improvement is increased as 

the ratio between the total capacity in the problem (number of routes * capacity per 

route) and the total demand of customers in the problem, is increased. This ratio is
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referred to as the tightness of the capacity constraints.

For the CVRP, constraint relaxation was applied to the demand constraints. Two 

methods of constraint relaxation were implemented. For both methods a capacity 

overload factor (cof), an experimentally calculated real number is specified (see section 

5.2.3.2). The co/acts as an upper bound on the amount the capacity constraints (RC) can 

be relaxed in relation to the original route capacity (ORC).

4.2.4.1.1 First method of Constraint relaxation

Using the following relaxation, the first method gradually relaxes the RC at each level 

during coarsening: RC(i+1) = RC(i) + (cof- 1) * 0. 1* ORC. The relaxation is applicable at 

level / if the resulting RC(i) <= ORC * cof. For level i = 0, RC(i) = ORC.

During refinement, the constraints are gradually brought back into line with the 

original values imposed by the problem while attempting to preserve the improvement 

in cost found by relaxing the constraints. A feasible solution is regained when the 

original problem constraints are satisfied, which occurs at level zero, although feasible 

solutions may be found at higher levels.

The Split Procedure is used to tighten the constraints. This is achieved by inputting to 

the procedure the route capacity allowed at level i. The procedure is then able to 

construct a set of routes of capacities less than or equal to the input value, from a given 

set of routes with capacity values equal to the route capacities allowed at level i +1.

4.2 A. 1.2 Second method of Constraint relaxation

The second method of constraint relaxation is implemented entirely in the refinement 

phase. For this method, a feasible solution exists at the start and end of the refinement 

phase, with the constraints relaxed and strengthen at each level of the solution between
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these two points.

This method uses the relaxation: RC(i. n = RC(i) - (cof- 1) * 0. 1* ORC. The relaxation is 

applicable at level / if the resulting RC(i) >= ORC. When i = first level of refinement, RC(i) 

= ORC * cof and for / = 0,7?C(!j = ORC.

The relaxation determines the allowed route capacity at a given level and again the 

Split Procedure is used to generate a solution consisting of a set of routes, of capacities 

up to and including the targeted value. The routes are then refined in accordance with 

the refinement algorithm executed at each level (see Figure 16, pp. 92).

4.2.4.1.3 Evaluation of the methods of Constraint relaxation

The merging of selected segments during the coarsening process is allowed once they 

meet the constraints in place. If the capacity constraint is relaxed during coarsening, this 

means segments are potentially created having demands close in value to the relaxed 

capacity value. Because of this feature, the two methods of constraint relaxation 

influence the refinement process in different ways. As the first method facilitates the 

construction of individual segments close to the relaxed constraints it was found that the 

goal of finding more improving moves in the upper levels was not greatly achieved (see 

section 5.2.4). Conversely, as the second method relaxes the constraints during 

refinement, there were no segments in the solution with a demand value exceeding the 

problem stated route capacity. This meant that the second method was better able to 

provide the additional capacity in the solution required for inter-route heuristic 

improvement at the higher levels. Based on our experimentation this seems to be the 

best method of constraint relaxation for the multilevel algorithm (see section 5.2.4).
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4.2.4.2 Coarsening Homogeneity

Coarsening homogeneity [305], the second of the enhancements implemented, is the 

process of creating segments during the coarsening phase of approximately the same 

demand and/or cost. This increases the likelihood that an insertion of a segment and 

simultaneous deletion of a different segment from a route will be allowed by the 

problem constraints. Cyclic transfers and simple segment transfers are composed of 

such operations and so should benefit from 'homogeneous' segments.

At each level, a targeted level demand is specified and, in the case of the DVRP, a 

targeted cost is also specified. The homogeneity enhancement then seeks to enforce two 

things: firstly, that no segment created at a given level can exceed the constraints set at 

that level; and secondly, if a segment is created at a given level and it is possible to 

merge it with another segment at the current level while respecting the constraints at 

that level, the merge is implemented. Consequently, unlike standard coarsening, when 

coarsening homogeneity is employed a segment can be merged more than once at a 

given level.

Figure 21 is used to illustrate these effects. Assume all the initial segments are of the 

same demand and the lengths of the edges are proportional to the costs of the segments 

they represent. In part A of Figure 21 sections 1 and 2 show the normal coarsening 

process while sections 3 and 4 shows the process employing coarsening homogeneity. 

The diagram assumes the level constraint values are such that segment SI is not allowed 

to be merged in section 3, and hence fairly homogenous segments are created in section 

4. In part B the second effect is demonstrated where sections 7 and 8 show a pair of 

segments involved in multiple merges at the same level. This is possible if the level 

constraints allow segments of the cost and demand values of segment S2.
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Part A

\

All initial segment demands 
are equal. The length of the 
edges are proportional to the 
cost of the segments.

Normal Coarsening

i
! Coarsening employing 
coarsening homogeneity

Part B I

I

I 

I

jNormal Coarsening

! Coarsening employing 
|~ coarsening homogeneity

Figure 21 Comparison of coarsening with and without coarsening homogeneity 

4.2.4.2.1 Implementation of Coarsening Homogeneity

Coarsening homogeneity is implemented as follows: The average demand of 

customers in the problem is calculated and multiplied by a segment balancing factor 

(sbfl to give the base demand value at level zero. The sbf is an experimentally 

established real number value of an order of one (see section 5.2.3.3).

For a given pair of segments to be matched at level i during coarsening, the targeted 

demand for the resulting segment is calculated as 1.2' times the base demand value at 

level zero. The rate of change of the targeted demand value was experimentally devised

as 1.2'. 

The formulation seeks to ensure that segments merged in pairs result in new segments

106



Chapter IV The Multilevel Technique for Routing and Location Problems

of approximately equal demand. It can be seen that appropriate values for the heuristic 

are dependent on the distribution of the demands in the problem and the tightness of the 

capacity constraints. The targeted demand values at a given level cannot exceed the 

allowed problem constraints at that level. When coarsening homogeneity is employed 

with constraint relaxation during coarsening, the targeted level demand of segments at a 

level is increased at a rate of 1.3 1 . This was decided after experimentation to manage the 

effect on the coarsening homogeneity heuristic, of relaxing the problem constraints at 

each level. However, the preferred combination of coarsening homogeneity and 

constraint relaxation, occurs when constraint relaxation is implemented purely in the 

refinement phase (see section 5.2.4).

When coarsening homogeneity is employed to create segments of uniform cost at 

each level of coarsening, the targeted level cost for segments is increased by 20% of the 

maximum route cost. This is done for each level of coarsening while the targeted cost is 

less than the maximum route cost. While segments can be matched more than once if 

their demand is less than the targeted level demand value, this is not applied to the cost 

constraint. This is because the coarsening heuristics merge segments based on their cost 

relative to each other, hence the homogeneity heuristic seeks primarily to balance 

demand considerations.

Section 5.2.5 discusses experimental results, which indicate that the use of 

homogeneity can be an effective enhancement, particularly when the problem instances 

are clustered.

4.2.4.3 Iterated Multilevel Algorithm

An iterated multilevel scheme is one in which the multilevel procedure is iterated via 

repeated coarsening and refinement cycles [304]. Iterated multilevel schemes are built
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on the concepts of solution based recoarsening (see section 3.1.4) and form a powerful 

enhancement to the generic multilevel paradigm. Using an iterated multilevel process, 

the research has been able to improve the performance of the multilevel algorithm 

implemented for the CVRP.

The iterated process starts with a solution constructed by the multilevel algorithm. 

The solution is coarsened, constructing a new hierarchy of approximations to the 

problem, and refined. This is repeated for a given number of iterations with the 

algorithm keeping a record of the best solution found

Two strategies were used for choosing the starting solution for an iteration. These 

were using either the current elite solution or the last generated solution. Preliminary 

testing revealed that the implemented multilevel framework found more improving 

solutions if the last generated solution was used as the starting solution for the next 

iteration. Using the last generated solution as the starting solution provides the 

framework with a means of accepting uphill moves. Uphill moves have been noted to 

improve the performance of heuristics [27].

In previous iterated multilevel algorithm implementations (for example the iterated 

algorithm applied to the TSP [304]), the coarsening phase ensures that only the edges in 

the existing solution are fixed in the new approximations for the problem. This creates a 

coarsened solution with cost equivalent to the initial solution. If the refinement process 

only accepts improving moves, this type of iterative algorithm guarantees not to return a 

solution worse in cost than the one initially held. A random element is added to the 

fixing of edges. This makes it likely that each iteration will give a different hierarchy of 

approximations to the problem and hence allows the refinement algorithm to visit 

different solutions in the search space [304].
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The research in this thesis, however, has taken a slightly different approach to 

recoarsening the solutions. The savings heuristic (see section 4.2.2.1), is applied to each 

route in the last generated solution, creating a new initial solution. This means the 

grouping of segments i.e. the routes, is respected but the edges connecting the segments 

can be disregarded. The new coarsened solution will be similar in quality to the initial 

one but can be worse. Thus for each iteration, approximations of greater differences are 

created than would have been done had a scheme similar to the one employed for the 

TSP been implemented. Experimentation revealed that the strategy used in this research 

yields solutions of better quality. The refinement phase then proceeds as described for 

the multilevel implementation. 

Figure 22 Iterated multilevel algorithm

set level counter i := 0

set problem = Pi
set number of times to iterate solution t > 0

set best solution = °°
do

while (Pi can be coarsened) 
Pi  +1 = coarsen(P /) 
i := / + 1 

end
Set initial solution Si - Pi 
while ( i > 0) 

i := i - 1

Siemp = extend (Si + i) 

S: = refine (S««,,,) 
end
if ( Si < best solution ) best solution = S, 

set P, = S, 
t := t - 1 

while (t > 0)

The iterated multilevel algorithm implemented is outlined in Figure 22. Figure 23 

shows an example of the operation of the algorithm, where the coarsening phase is 

shown creating a new hierarchy of approximations. These approximations can then be

109



Chapter IV The Multilevel Technique for Routing and Location Problems

refined by the multilevel algorithm in the standard manner.

A single-level iterated algorithm is implemented on the same principles. As a general 

multilevel enhancement, iterated multilevel algorithms have been used in a number of 

implementations, generally with great success [305]. Iterated multilevel results are 

discussed throughout chapter V and generally deliver much better solutions than the 

multilevel algorithm, although typically at the expense of greater runtimes.

:** ^ ' r  »

/ N x s \/f ,' N X N

Figure 23 The iterated multilevel algorithm applied to coarsen a solution

4.3 Part III - The Single-level Framework for the CVRP

The single-level algorithm constructed for the CVRP provides a reference point from 

which to judge the effectiveness of the multilevel framework on the problem.

A composite heuristic, utilising an iterative improvement algorithm in the 

improvement phase, is implemented for the single-level algorithm as outlined in Figure 

24. For a given instance of the CVRP, a solution is constructed and then refined using 

the refinement algorithm of Figure 16, section 4.2.3.

Figure 24 Single-level algorithm

set problem = P
construct initial solution S for P
while (improvement found}

refine (S) 
end

Figure 25 gives an illustration of the equivalent states during the solution process for 

both single-level and multilevel algorithms, when the multilevel algorithm utilises two-
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phase coarsening. The diagram shows that the solution construction processes for both 

algorithms are the same. Hence, the initial solutions to both algorithms are of the same 

quality. The multilevel solution process then diverges, executing coarsening and 

refinement in the upper-levels. This is followed by refinement on the entire problem as 

is done by the single-level algorithm. However, all single-level refinement is done at 

this stage.

The parallel Clark-Wright savings heuristic and the parallel nearest neighbour 

heuristic are used to construct initial feasible solutions for the single-level algorithm 

(see section 2.3.1.3.1). Additionally, equivalent construction heuristics are created for 

the single-level algorithm comparable to those used for the multilevel algorithm when 

coarsening is used to create the solution. Both set of heuristics, those used for the 

single-level and those used for the multilevel produce initial solutions of the same 

quality.

In the case of the multilevel algorithm, these latter heuristics, of which there are two, 

create a solution by merging segments at each level using either the savings or the 

nearest neighbour criterion to select the segments. Since the single-level algorithm does 

not include coarsening, the heuristics are modified such that the customers are not 

merged into upper level segments. The first case is a savings heuristic which assumes 

each customer is served by a route. An arbitrary route is chosen, and merged to another 

yielding the best saving. This is repeated for the other unmerged routes while there are 

pairs of routes as yet unmerged. The entire process is then repeated in this manner while 

routes can be merged respecting the problem constraints.

This heuristic differs from the serial Clark-Wright savings heuristic which selects 

one route and executes all feasible merges before moving to another route. It is also
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different from the parallel Clark-Wright savings heuristic which always executes the 

best feasible merge amongst all possibilities.

The second case implements a nearest neighbour version. This version progresses in 

the same manner as the savings version, however the merges are done on the basis of 

end customers on the routes being nearest neighbours.

The refinement algorithm of section 4.2.3 is then applied. Since the segments in this 

case are all vertices, the refinement algorithm is exactly the one applied at level zero in 

the multilevel case.

Refinement Level Zero

The refinement phase applied to the 
levels generated during coarsening

Figure 25 A comparison of the single-level and multilevel aigontnm using two-pnase coarsening.
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4.4 Part IV - A Multilevel Framework for the CPMP

Similar to the approach taken for the CVRP, in designing the multilevel algorithm 

for the capacitated p-median problem (CPMP), leading heuristics in the field of location 

analysis were used to form composite methods capable of yielding high quality 

solutions. Multilevel versions of these composites were then created. For these 

multilevel algorithms, numerous coarsening approaches were devised for the CPMP.

This, part III of the chapter, starts with a general discussion of the multilevel 

algorithm applied to the CPMP and a description of the coarsening heuristics devised 

for the CPMP. This is followed by a description of the modified improvement heuristics 

used in the refinement phase of the multilevel algorithm.

4.4.1 General concepts of the Multilevel Framework for the CPMP

This section provides an overview of the application of the multilevel technique to 

the CPMP.

The multilevel algorithm for the CPMP contains similar features to the algorithm 

employed for the capacity vehicle routing problem (CVRP). At each level, the 

coarsening algorithm iteratively merges customer locations 1 to form partial clusters. The 

refinement process then extends and refines the initial solution, created at the end of 

coarsening, until an optimised solution to the original problem is obtained. As with the 

CVRP, further discussions require some definitions.

1 The terms customers, users, demand points are used interchangeably in the literature 
[229][207][91], these terms refer to the weighted vertices of the graph and as the formal description of 

the CPMP states (section 2.4.2.2), the problem models many situations not involving customers. The use 
of these terms in this thesis is therefore understood to represent the general context of the weighted 

vertices of the graph.
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In the context of the CPMP we redefine a segment1 as a part of a cluster having a 

demand and a location (represented by x, y coordinates). At level zero, a segment 

represents a single customer. A segment in an upper level is created by merging a pair 

of existing segments. The new segment represents its constituting segments as a single 

location.

When two segments are merged one of these segments' locations is randomly chosen 

as the location of the new segment. The location is randomly chosen to aid the speed of 

the procedure. By assigning the new segment one of the original segments' locations, 

the heuristic ensures that, the search for median locations in all levels of the refinement 

stage occurs at locations corresponding to customer locations in the original problem. 

Since the formulation of the CPMP requires the set of median locations to be chosen 

from the set of customer locations, the decision to always locate the medians at 

customer locations means exact coarsening is used and guarantees feasible solutions 

throughout the refinement phase.

Using the average location (of the segments being merged) as the location of the new 

segment is in some sense a more intuitive approach. However, this produces an inexact 

coarsening process. Preliminary testing revealed that this inexact coarsening approach 

was less suited for the multilevel algorithm compared to the approach implemented.

The demand of an upper level segment is equal to the total demand of all its 

constituting segments. As with the CVRP, the refinement algorithms treat segments of 

level zero and segments of the upper levels in a similar manner.

1 We use segments here for the convenience of the terminology, as is allows a uniformed discussion of 
the recursive nature of the coarsening process and of the process inter cluster refinement. This is similar 

to the case of the CVRP.
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4.4.1.1 Synopsis of the Solution Construction and Refinement

The coarsening process applied to the CPMP executes two main tasks. Firstly, it 

reduces the number of potential median locations available at each level. Secondly, by 

creating segments, it identifies the groups of customers that can be transferred together 

by inter-cluster refinement moves during the refinement phase. This section looks at the 

main stages in the coarsening process and how they influence the refinement phase.

Figure 26 shows an example of the multilevel algorithm applied to a CPMP, with the 

aim of locating one median. The top row of the figure shows the coarsening process 

from left to right. The segments are matched in pairs and one of the segments locations' 

prohibited from being a median location at the given level. This location is filtered from 

the problem. The other segment's location becomes the location of the new segment and 

the process repeated.

The refinement process (second row of the figure from right to left) treats the coarsest 

graph as an initial solution and locates a median at the only available location at that 

level. An iterative process then ensues, expanding the segments and revealing the 

median locations available at each level. From these available median locations, 

optimisation algorithms can search for a better median location than that currently held.

The third row of the figure shows the internal structure of the upper level segments. 

The spherical dashed lines demarcate the constituting segments. The customers 

locations within these spheres are transferred together in improving inter cluster moves. 

The dashed lines connecting customer locations to the median are the edges in the 

problem. Edges in the multilevel algorithm for the CPMP, refer to the cost between the 

medians and customer locations.
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Figure 26 Coarsening and refinement process applied to a group of CPMP nodes. 

4.4.2 Coarsening for the CPMP

Two types of coarsening are implemented for the CPMP. The first type uses 

coarsening to construct the initial solution while the second type uses a two-phase 

coarsening approach. The following sub-sections describe both approaches. 

Additionally, both approaches are evaluated experimentally and the results are 

discussed in section 5.3.3.

4.4.2.1 Coarsening used to create the initial solution for the CPMP

In the vein of previous multilevel implementations [304], and as was done for the 

CVRP, the more typical way of using coarsening in the multilevel framework, that of 

coarsening the problem to construct an initial solution, was implemented for the CPMP. 

However, this approach to coarsening faced a unique set of challenges not found in the 

case of the CVRP. This resulted from the fact that the CPMP is capacitated and the
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number of medians predetermined. Hence, as the problem is coarsened and the nature of 

the underlying bin-packing problem changed, it became increasingly difficult to 

guarantee feasibility. This section describes the coarsening heuristic implemented and 

the challenges faced due to the nature of the problem.

Coarsening heuristic: At each level, segments are matched in pairs and a new 

segment is created to replace each pair of matched segments. This continues while there 

are pairs of unmatched segments at the current level that can be used to create new 

segments that respect the constraints. The new segments plus segments that could not be 

matched are included in the next level and the process repeated, until the problem is 

represented by p segments. This stopping condition is chosen, since p clusters are 

required to be served by p medians with each median belonging to exactly one cluster. 

These p segments therefore become the initial solution that is passed to the refinement 

phase.

Because the problem is capacity constrained and the number of medians is 

predetermined, the segments chosen to be merged into a new segment are not chosen on 

the basis of cost. Instead, the segments are ordered by decreasing demands at each level 

and consecutive pairs are merged, starting with the two segments of largest demands. 

The solution produced by the heuristic may then be an infeasible one, i.e. there may 

exist more than p medians. In this case feasibility is enforced during the refinement 

phases using the inter-cluster heuristics. However merging the segments on the basis of 

demand as opposed to cost, means the coarsening heuristic is in the mould of "first-fit- 

decreasing" heuristics [33] and reduces the possibility of constructing infeasible 

solutions.
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4.4.2.2 Two-phase coarsening for the CPMP.

Two-phase coarsening for the CPMP offered two advantages. Firstly, using two- 

phase coarsening, the challenges faced using the coarsening approach of section 4.2.2.1 

were not encountered to the same degree, due to the separation of construction and 

coarsening. Secondly, two-phase coarsening offered the advantage of using the leading 

construction heuristic(s) in the field as part of the multilevel solution approach.

When two-phase coarsening is employed, an initial solution is created and then 

coarsened while respecting the clusters. For the creation of initial solutions, two 

construction heuristics were implemented for the CPMP.

The first of these, termed the grouping heuristic, is modelled on the three-phase 

heuristic proposed by Osman and Christofides [207], and modified by Franca et al. [91].

The grouping heuristic commences by selecting two initial median locations, these 

being the locations of the two customers farthest apart. If the number of medians p is 

equal to two, the heuristic terminates. If however p is greater than two, additional 

medians are chosen until p-1 medians are obtained, such that each new median 

maximizes the product of the distances between itself and all previously located 

medians. The last median is then chosen, satisfying p, such that the product of the 

distance between itself and all previously located medians is minimised [91].

In the second phase, the customers are assigned to medians in increasing order of a 

calculated quotient, while the capacity constraints can be respected. The quotients are 

calculated by dividing the distance between each customer and each median by the 

customer's demand. If an assignment of a customer to a median is prevented due to the 

capacity constraint, the affected customer is assigned to the next available median. In 

this case the medians are ordered by the increasing quotient value, relative to the
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affected customer. The third phase recalculates the median of each cluster at the end of 

all assignments. If a new set of medians is found they become the initial medians, and 

the second and third phase repeated until a stable set of medians emerges.

The criteria used for locating the last median in the first phase and for assigning the 

customers are two of the modifications proposed by Franca et al.[91], and adopted in 

this work. They are implemented as a means of minimising the possibility that, in the 

assignment phase, the demand constraints will lead to infeasible clusters. These 

infeasible clusters could arise depending on the "tightness of the capacity constraints" 

[207] and the demand distribution. The tightness of the capacity constraints is a ratio of 

the total capacity in the problem (p * capacity allowed per median) over the total 

demand in the problem. As this ratio decreases, the possibility of obtaining infeasible 

initial solutions increases. For a given tightness of the capacity constraints, ensuring a 

'good 1 ' spread of initial medians and taking the customers' demands into account 

during the assignment phase reduces the chances of infeasibility arising.

Since the heuristic does not update the median location until all assignments have 

been made it has the effect of grouping the customers of larger demands around the 

chosen median locations. This is then followed by assigning the customers of smaller 

demands to their nearest medians as the capacity constraints allow.

The second construction heuristic implemented, termed the greedy heuristic, selects 

p initial medians randomly, as investigated by [188]. The customers are assigned by 

increasing cost from their nearest available median, as described by Osman and

1 A good spread of the medians i.e. distributing the median location so that they are evenly distributed 
throughout the problem space; can aid in reducing infeasibility. The heuristic seeks to assigned customers 
to the nearest median. Hence, if all the medians are located near to each other and most the customers are 
located in the near proximity to the medians; the assignments phase would assign the outlying customers 
last. The demand on the medians and the capacity constraints might prevent their assignments at that 

point.
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Christofides [207]. However, we have modified the heuristic, such that after each 

insertion the median locations are updated for the affected clusters, producing a more 

'greedy' heuristic than the first. Where capacity overflow occurs, the customers in the 

affected cluster are reassigned to the cluster by decreasing order of demand, with the 

unassigned customer(s), assigned to their nearest available median in increasing order of 

cost.

4.4.2.2.1 Coarsening the clusters.

Since the construction of the solution guarantees each cluster to be feasible, the 

coarsening algorithm is able to merge segments based on cost. The coarsening 

algorithm is applied to each cluster in the solution in turn, calculating the cost 1 between 

all unique pairs of segments in the cluster. The segments are merged in pairs starting 

with the pair of closest segments (based on the cost just calculated), then the next pair of 

closest segments, and so on, while there are pairs of unmerged segments at the current 

level. Segments are merged once at a given level. The new segments are then included 

in the next level along with any unmerged segment and the process repeated until the 

cluster is represented by one segment.

4.4.2.3 Concluding Analysis of Coarsening for the CPMP

The CPMP has been a more difficult problem to coarsen than the CVRP. This 

difficulty arises from two sources, the nature of the problem and the manner in which 

solutions to the problem change during refinement.

1 Each segment is assigned one unique location. The cost between two segments is calculated between 
their unique locations.

120



Chapter IV The Multilevel Technique for Routing and Location Problems

The issues relating to the problem being capacitated and the number of medians 

predetermined, has been handled both from the viewpoint of coarsening the problem 

based on the demands of the segments and utilising two-phase coarsening. The results 

(see section 5.3.3 ) demonstrate the effectiveness of the heuristics in this regard.

Since, the cost of a cluster is calculated from a single median, each transfer of a 

segment to/from a cluster can require the cost of the entire cluster to be recalculated. 

This is different from the case of the CVRP where, adding a new segment to a route, 

requires one edge to be removed and two edges added. The new cost of the route, 

assuming the cost before the move was known, can be calculated by using the old cost 

and the difference in cost of the three mentioned edges. Figure 27 gives an illustration 

of the difference; from left the figure shows a cluster before and after the addition of a 

new segment. The equivalent is shown for a route on the right of the figure. The new 

edges added to each are shown in solid lines, from which can be seen the potentially 

large changes to the cluster.

\

Figure 27 Comparing the change in structure of clusters and routes for the addition of a new segment.

The fact that the CPMP solution changes in this way during the refinement process 

affects the coarsening process, because one of the aims of the coarsening heuristics 

deployed in multilevel refinement, is to filter detail from the problem at each level. This 

is achieved for the CPMP in an important context in that the coarsening heuristics 

reduce the number of median locations at each level.
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However, in the refinement phase, cost calculations require location information 

about the customers. Thus, from the point of view of reducing details about the 

customers available at each level, the customer's location information is not filtered 

from the problem in the coarsening phase. However, preliminary tests were done on 

filtering the customer details from upper level segments then using approximate cost 

calculations. These approaches proved inferior to the approaches presented here.

4.4.3 Refinement for the CPMP

The refinement process uses inter- and intra-cluster optimisation at each level. Intra- 

cluster optimisation calculates, for each cluster, the segment location (median) within 

that cluster, from which the sum of the cost to all other segments in the cluster is 

minimised. The median locations are chosen from the segment locations available at the 

given level. The complexity of the procedure is O(n2) [59],[282] where n is the number 

of segment locations available in the solution. In the refinement algorithms to follow 

this is referred to as compute median locations.

One inter-cluster heuristic has been implemented for the CPMP, the simple segment 

transfer heuristic. In addition, two refinement approaches have been used, one 

refinement approach using tabu search and the other without. The remainder of this 

section presents the heuristic and refinement approaches.

4.4.3.1 Simple segment transfers.

The simple segment transfer is a inter-cluster heuristic (section 4.2.3.4) 

[206],[207],[91] that defines two move types for generating neighbourhoods, namely 

transfer and interchange. Unlike the case of the CVRP, where routes can be viewed as 

an ordered set, clusters for the CPMP are unordered sets. This mean there is no
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requirement to consider the position of segments in the clusters when implementing 

transfers or interchanges.

Transfer moves consider the insertion of segment(s) from one cluster into another. 

Interchange moves consider the exchange of segment(s) between pairs of clusters i.e. 

segments from one cluster are transferred to another cluster from which a different set 

of segments is returned. All segments in the clusters are considered for transfer or 

interchange and a parameter, X, specifies how many segments can be removed or added 

to a cluster at once.

An arbitrary ordering is defined on all the clusters in a solution S, and the heuristic 

then sequentially searches all unique pairs of clusters in S. The search is conducted first 

for improving interchange moves, and then repeated for improving transfer moves. A 

first improvement strategy is used. Since the heuristic searches the clusters in unique 

pairs, the size of the search neighbourhood is determined by the number of clusters in S 

and the value of A,. The solution S, contain c clusters and hence c (c -l)/2 unique pairs of 

clusters. After preliminary experimentations, A, was set to one, to reduce the size of the 

search neighbourhood. A, equal to one is effective for this heuristic in the multilevel 

framework since, in the upper levels of refinement segments represent groups of 

customers.

4.4.3.1.1 Edges as they relate to the moves of simple segments transfers.

In the case of the CPMP edges relate to the cost between segments and median 

locations. However, not all of these edges are treated in the same manner. A tabu search 

mechanism is used in one of the refinement approaches (see section 4.4.3.3) and the 

tabu-ed attributes are selected edges in the solutions. Therefore, the edges linking or that 

linked segments directly transferred by the simple segments transfer heuristic are treated
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differently to edges that link other segments in the clusters changed by the moves 

performed by the heuristic.

The former set of edges are said to be recorded by the heuristic, i.e. they are used to 

store moves implemented, while the latter are only used in the cost calculations 

assessing the feasibility of those moves. This section discusses how these edges are 

handled in the refinement phase.

Figure 28 shows a proposed transfer, relocating segment SI from cluster 1 to cluster 

2. If edge E2 were of a lower cost than edge El, the transfer would be accepted. Failing 

that, Figure 29 and Figure 30 show the two other combinations that would be assessed. 

These combinations are to determine if a cluster could be formed, including segments of 

cluster 2 and segment SI, of cost less than that of the original two clusters.

These series of diagrams highlight one of the main features of the multilevel 

algorithm for the CPMP. The number of cost calculations is reduced by the number of 

median locations available at any given level. They also show that, in analysing the 

validity of a proposed move, if the move is not immediately improving (based on the 

edges removed and added to the solution connecting the segment (s) of the move), then 

the medians of the affected clusters have to be updated and the move reanalysed (as 

exemplified by Figure 29 and Figure 30).
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Figure 28 Transfer move executed by the simple segments transfer heuristic.
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Figure 29 Alternative configuration to the transfer move of figure 26.
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Figure 30 Alternative configuration to the transfer move of figure 26 and figure 27.

The number of edges involved in the cost calculations for a transfer or interchange 

move is equal to two times the number of customer locations contained in the segments 

transferred, in the case where the medians of both clusters are the same before and after 

the moves. However, since a segment is assigned one location, in recording a move, it is 

sufficient to record the edges in the move connecting the location of the segment(s) of 

the move to the relevant medians. In the case of a transfer move, an example of which is 

shown in Figure 31 l transferring segment SJ from cluster one to two, there are two such 

edges recorded. These are labeled E3 and E4 in the figure. For interchange moves, there 

are four such edges. These edges are used to record moves when the tabu search 

algorithm is utilised (see section 4.4.3.3).

The same key applies for Figure 28 to Figure 31 where it is displayed.
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Figure 31 Transfer move for an upper level segment executed by the simple segments transfer heuristic.

When a move changes the median of one or both of the affected clusters (example 

Figure 29), there are more involved edges than the two or four described above. In 

clusters where the median has changed, the edges linking segments that have remained 

in the same cluster1 are needed for assessing the cost of the moves. However, these 

edges are not recorded as a part of the move as is done for the edges linking the 

segment(s) that have changed clusters. These edges are not recorded to limit the area of 

the search space tabu-ed when the tabu search mechanism is deployed.

4.4.3.1.2 Assessing the cost of moves for simple segments transfers.

The following describes the process of assessing the impact on the solution of 

moves performed by the simple segment transfer heuristic.

1 We refer to the customers remaining in the same cluster if they were not actively transferred by the 

heuristic.
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Let S = {1, ....... n} index the set of clusters forming a solution. Given two clusters

C,, Cj<= S, Vi, j e 5 1*7 let P, be the median of C, from which the cost of C, is minimised 

and Pj be the median of C, from which C/ 's cost is minimised. V, is a member segment 

of C/ and V, is a member segment of C,.

Without loss of generality the following assumes all the moves attempted 

respect the capacity constraint and further, the criteria to be outlined for improving 

moves holds VV, e C and VC e S . An improving move is a transfer or interchange that 

reduces the solution cost of S.

If a transfer move attempts to relocate segment V/ from C\ to C/ and the location of 

Vi is different to that of P,-, the move is an improving move, if the cost of connecting V, 

to Pj minus the cost of connecting V/ to P/ is less than zero. However, if this cost is not 

less than zero, or the location of V, is the same as that of P/, in order to determine if the 

move is an improving move, requires the identification of the median Py e d that 

minimises the cost of C/ with V, added to the cluster. Secondly, the median P* e C that 

minimises the cost of C, with V/ removed from the cluster has to be identified. An 

improving move is then found if the cost of the new clusters are less than the cost of the 

old clusters.

If an interchange move is attempted for V,E C and v,e C , and V, and V/ 's locations 

are different from those of P, and P,, an improving move is found if the following 

relation applies: cost V, to Pj + cost Vj to P/ < the cost V, to P, + cost V/ to Pj. If 

however, this cost is not less than zero, or one of the segments being interchanged 

shares a location with P, or P/, the effect of the moves across both clusters has to be 

determined. This requires the identification of median P*e C that minimises the cost of 

d with Vi removed and Vj added to the cluster. It also requires the identification of
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median p y e c> that minimises the cost of Q with V/ added to the cluster and V, removed 

from the cluster. Again, an improving move is then found if the costs of the new clusters 

are less than the costs of the old clusters.

4.4.3.2 Refinement strategies for the CPMP

Two refinement strategies have been implemented for the CPMP. The first, termed 

simple search, outlined in Figure 32 iteratively expands and then refines the clusters at 

each level using the simple segment transfer heuristic. When an improving move is 

performed, the affected clusters are optimised 1 , determining the best median locations 

within those clusters at the given level.

The second strategy guides the refinement process using a tabu search heuristic. 

In relation to the generic multilevel algorithm (Figure 3, section 3.1.1) each call to 

refineO in that algorithm, executes one of these refinement strategies. Both strategies 

are experimentally evaluated and reported on (see section 5.3.3.2). 

Figure 32 The simple search refinement algorithm executed at each level

expand clusters 
do

simple segments transfers
If improvement compute median locations 

while( improvement found)

4.4.3.3 Tabu Search Refinement Strategies

The multilevel algorithm using tabu search refinement is outlined in Figure 33. 

Similar to the algorithm of Figure 32, simple segment transfers are used to iteratively 

refine the solutions at each level, however a tabu search mechanism is added which 

allows the acceptance of non improving moves and the rejection of tabu-ed moves. This

Using the compute median locations algorithm
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guides the refinement process to areas of the search space inaccessible to the simple 

search algorithm. The tabu search concepts of the algorithm of Figure 33 are modelled 

on the work of France et al. [91] but the algorithm has been modified for the multilevel 

framework.

Synopsis of the tabu search mechanism: A tabu list is defined at the start of the 

refinement process and a given number of the edges that are part of moves performed 

during the refinement phase are added to the tabu list (tabu-ed edges) for a stated 

number of iterations [91]. The solution is then prevented from visiting solutions 

containing a given number of tabu-ed edges (where this occurs the heuristic has 

encountered a tabu-ed move) [91]. If no improving move was found during the last 

iteration, the least non-improving move, from the list of potential moves that has not 

been tabu-ed, is accepted. These non-improving moves are allowed for a stated number 

of iterations [91].

The simple segment transfer heuristic is modified to include an added step to check 

the tabu state of moves and to tabu those moves that are performed.

Figure 33 Tabu search refinement algorithm executed at each level

set iteration counter x := 0
set maximum number of iterations tni := an integer value, 

expand clusters 
do 

do
simple segments transfer 
If improvement found compute median locations 

while( improvement found) 
store best solution found 
if( no improvement found)

accept least non improving move, 
compute median locations 
x:=x + l 

while( x < tni) // each time though this loop is one iteration
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4.4.3.3.1 Analysis of the Tabu search mechanism

At each level, an experimentally devised tabu range is defined. The tabu range 

states the lower and upper bounds for the number of iterations that move attributes can 

be tabu-ed and is devised based on the number of segments at a given level. A suitable 

range allows the tabu-ed attributes to be maintained in their tabu-ed state, sufficiently 

long for the algorithm to explore areas of the search space different from the areas the 

tabu moves have been performed in, but not so long as to prevent the search from being 

able to analyse further moves in those areas at the current level.

Since, the number of edges involved in the cost calculations for a move is at least 

equal to two times the number of customers locations involved in the move, at an upper 

level, this could be a significant number of edges. Therefore, the heuristic does not tabu 

all the edges involved in a move as this would result in large sections of the search 

space being inaccessible for optimisation. Instead, the edges connecting the location of 

the segments to the affected medians are tabu-ed. Where the segments in the moves are 

upper level segments, the moves tabu-ed relate only to these segments and not their 

constituting segments. This means that a transfer move produces two tabu-ed edges 

while an interchange move produces four tabu-ed edges. Each tabu-ed edge is assigned 

a random value chosen between the tabu range and corresponds to the number of 

iterations for which the edge is to be stored on the tabu list. The edges stored in the tabu 

list are then propagated through all the levels of refinement.

The storing of attributes as opposed to entire solutions has been recognized as 

aiding the efficiency of tabu search algorithms [256]. In this heuristic the tabu-ed 

attributes are edges and each edge records the segments transferred or interchanged in 

moves that have been performed. Where these segments are upper level segments, while
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the edges are tabu-ed and the segments have not been extended, the relevant moves are 

tabu-ed. If however, the segments are extended before the edges are removed from the 

tabu-ed list, the previously tabu-ed moves are no longer tabu-ed since the segments they 

relate to are no longer part of the solution.

Intensification and diversification of the search process is driven by: the tabu range; 

the acceptance of uphill and downhill moves; and the controlling of when moves are 

tabu-ed. An integer tolerance parameter [91] is defined stating the maximum number of 

tabu-ed edges allowed in a move. Moves containing a number of tabu-ed edges 

exceeding this tolerance parameter value are tabu-ed. The following section discusses 

how the tolerance parameter is used to control when moves are tabu-ed.

4.4.3.3.1.1 The effect of the tolerance parameter

For transfer moves, a tolerance parameter value between zero and two was chosen 

and for interchange moves, a value between zero and four was chosen. If the tolerance 

parameter is set to zero, no moves involving tabu-ed edges are permitted; if it is set to 

the maximum value for either range all moves of that particular type are possible. 

Franca et al. [91] outlines that, setting the values to zero, is likely to result in 

diversification "as most active moves in the current neighbourhood will be forbidden" 

while setting the value to four for interchange or two for a transfer "should promote 

intensification". Values in between will effect a trade-off between the intensification 

and diversification processes.

The diagram in Figure 34 uses a series of three interchange moves to analyse the 

effect of varying the tolerance parameter. Assuming all three moves are performed 

during the same iteration, the values selected from the tabu range for all edges are 

greater than zero and the original state of the solution is depicted in screen one. The
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tabu-ed edges at the end of each move are shown on the tabu list. Each edge is 

represented by listing the two segments it connected, in the move of which it was a part.

/'

1

Tabu List

Tabu-ed edge involved in 
this move pl-nL pl-n2 
andp3-nl

Tabu List
pl
p2
Pl
p2
P3
p3
P^
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n3
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Tabu-ed edge involved 
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nl
n2
n2
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nl
n3 3

Figure 34 A series of interchange moves, analysing the effect of the tolerance parameter.

The interchange move transferring the solution from screen one to that shown in 

screen two is permissible irrespective of the tolerance parameter's value. The second 

interchange move, the result of which is shown in screen three, involves one tabu-ed 

edge (p2 - nl). Hence, if the tolerance parameter value were set at zero this move would 

be prevented. Edge p2 - nl would be a tabu-ed edge in the second move, as it had 

previously been involved in the first move. The interchange move resulting in the 

solution shown in screen four involves three tabu-ed edges and consequently would 

require a tolerance parameter of three or greater to be implemented.
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4.4.3.4 A comparison of the two refinement strategies

At each level, the simple segment transfer heuristic attempts to relocate each 

segment in the solution. When used with the simple search algorithm, since there is no 

history of moves made at previous levels, computational resources could potentially be 

wasted. This can occur when expensive cost calculations are made, in attempting to 

transfer or interchange segments that had previously been exchanged as a part of an 

improving move, and the move currently being attempted would return their respective 

clusters to the states they were in before the improving moves were performed. This 

type of move will ultimately not be implemented once the calculations reveal it is not an 

improving move. The tabu search algorithm potentially reduces the waste of 

computational resources due to these types of calculations. The edges involved in each 

new move are checked against the tabu list. If the tolerance parameter is not set to its 

maximum value this type of move just described would be marked as tabu-ed and the 

cost calculations that would have been performed in assessing the move would not be 

performed.

The experimental analysis of both strategies (section 5.3.3.2) shows the advantages 

the tabu search algorithm offers over the simple search approach.

4.4.4 Iterated Multilevel Algorithm for the CPMP

An iterated multilevel algorithm is implemented as outlined in Figure 22 (p. 109). 

The last generated solution is recoarsened respecting the clusters in place and refined. 

The coarsening algorithm applied is the same as described for the coarsening phase of 

two-phase coarsening (see section 4.4.2.2). For the tabu search multilevel algorithm the 

tabu list is propagated through all iterations, this has the effect of improving the use of
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memory of the search process. It may be possible to increase this effect by increasing 

the tabu range and allowing the tabu attributes to be tabu-ed for more iterations.

As demonstrated by the experimental results (see section 5.3.3.3) the iterated 

multilevel algorithm significantly improves the quality of the solutions obtained from 

the multilevel algorithm, regardless of the refinement approach used.

4.5 Part V - The CPMP Single-level Algorithm

As was the case for the CVRP, the single-level algorithm constructed for the CPMP 

provided a reference point from which to judge the effectiveness of the multilevel 

framework on the CPMP.

The single-level algorithm for the CPMP is outlined in Figure 24 (p. 110). The 

construction phase follows the solution construction process outlined in section 4.4.2.2, 

and both refinement algorithms (see section 4.4.3.2) are implemented.

The experimental testing of the single-level algorithm (section 5.3.3.3) shows the 

algorithm implemented to be an effective solution technique for the CPMP.
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Chapter V

5 Computational Results for the CVRP and CPMP

5.1 Introduction

This chapter presents the results of the experimentation done to determine whether 

the multilevel technique could aid the solution process for routing and location 

problems. The heuristics implemented throughout the research are tested using standard 

benchmarking suites from the literature and results presented both for the capacity 

vehicle routing problem (CVRP) and the capacitated p-median problem (CPMP). The 

results demonstrate that the multilevel technique can aid the solution process for routing 

and location problems. Additionally, through testing done across both problem types, it 

is shown that two-phase coarsening can significantly aid the performance of multilevel 

algorithms.

The results demonstrate that when the multilevel technique is coupled with a tabu 

search mechanism it is not only able to significantly outperform its single-level 

counterpart (a feat it also achieves without the tabu search mechanism), but it is also 

able to produce results comparable with the leading solution techniques in the field. 

Throughout the chapter, it is also demonstrated that the iterated multilevel algorithms 

produce results comparable to the standard in the literature for both routing and location

problems.

The chapter is divided into two parts. Part I is devoted to the results for the CVRP. 

This part starts by laying out the suites of problem instances used for experimentation 

and the conditions under which those experiments were conducted. This is followed by 

results justifying the algorithmic configuration and parameter settings used for the main
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results presented for the CVRP. The remainder of this part of the chapter analyses the 

results produced by the multilevel, single-level and their iterated versions for each suite 

of problem instances used for the CVRP.

Part II of the chapter presents the results for the CPMP and follows a similar format 

to that used in Part I.

5.1.1 Platform

The algorithms designed for the CVRP and the CPMP and described in Chapter IV 

have been implemented in Java (jdkl.5.0_09) using an object oriented design. The 

development and testing was done on a Pentium-4, 3GHz PC with 1 GB memory 

operating windows XP Professional SP2. For small to medium problems, the Java 

Virtual Machine (JVM) [134] is assigned 256MB of memory and up to 800 MB of 

memory for large and very large-scale problems.

5.2 Part I • Experiments for the CVRP

5.2.1 CVRP Instance Sizes

The CVRP test instances in the literature can be classified by size as small-medium, 

large and very large instances. Small-medium problems range in sizes from 20 

customers to 200 customers. Classic representatives of the class of small-medium 

problems are the instances of Christofides and Eilon [48] and Christofides et al. [49]. 

Large CVRPs range in sizes from 200 customers to 500 customers and the test suite 

proposed by Golden et al [122] is a classic representative of this class of problem size. 

Very large-scale instances are still emerging in the literature. The size of these problems 

typically range from around 500 to 20000 customers. Li et al. [170] and Irnich et al. 

[147] provide large-scale instances of varying sizes. The grouping of problems
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according to these sizes may evolve in response to more powerful computers and better 

algorithms, but this classification is typical of the current field. In their recent works, 

Kytojoki et al. [163] and Mester and Braysy [180] use a similar classification.

5.2.2 CVRP Instance Types

The algorithms have been tested extensively on a number of standard suites of 

problem instances used by other authors for benchmarking VRP algorithms. This 

section introduces the five suites of problem instances used.

The first set contains the problems proposed by Christofides et al. [49]. Of this set, 

instances 1-5 are CVRPs, instances 6-10 and 13 & 14 are distance-constrained VRPs 

(DVRPs) and in instances 11-14 the nodes are clustered. When we refer to DVRPs we 

refer only to instances 6-10, when we refer to clustered problems we refer to instances 

11 - 14. In addition to looking at the performance of the heuristics across the entire test 

suite, the heuristics' performance are analysed across the different problem groupings 

just identified. The problem instances in this test suite range in size from 50 - 199 

customers.

The second suite of CVRP instances used for testing contains the instances provided 

by Christofides and Eilon [48]. The instances in this test suite range in sizes from 20 - 

100 customers and are all CVRPs.

The test suite, provided by Golden et al. [122], contains 20 classical large-scale 

problem instances ranging in size from 200 to 483 customers. The first 8 instances are 

distance-constrained with zero service times and the remaining problems are CVRPs. 

These instances are symmetrical, with the customers located in concentric circles, 

squares, or a star formation. The depot is located in the centre of the customers or in one 

corner of the Euclidean plane. This is the third suite of instances used. Internet
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addresses are provided in [296] and [299] for the above three sets of test cases.

The fourth suite used is that of Li et al. [170] and the fifth that of Irnich et al. [147]. 

The suite of Li et al. [170] contains 12 very large-scale instances ranging in size from 

560 customers to 1200 customers. These instances are symmetrical as the customers are 

located in concentric circles around the depot. An internet address is provided in [297] 

for these instances.

Irnich et al. [147] provides a diverse test suite of large scale to very large-scale 

instances grouped in series. They are, however, not much used in the literature. Five 

series are used for testing (series 1 - 5). Among these series, the customers are

^
uniformly distributed from [-100, +100] with their coordinates represented by integers. 

The demand distribution is different for each series (section 5.2.12.1). Within each 

series, the capacity constraint is varied across a number of problem sizes. An internet 

address is provided in [298] for these instances.

5.2.2.1 Computational standard CVRP

All computations for the CVRP are done with double precision real numbers and the 

provided solution values are rounded up to two decimal places. The runtimes provided 

include the input and processing times. The processing time is measured to the 

termination of the process at the end of level zero in the refinement process.

5.2.2.2 Best Known Solution value (bks)for the CVRP

When solution costs for individual problems are given, where possible, they are 

represented as a percentage above the bks for the problem. The use of the bks in this 

way provides a standard way of rating the current quality of a particular solution. Since, 

most of the bks are not proven optimal, the rating given to solutions in this way is 

potentially a moving criterion (one of the many difficulties of analysing heuristics [13]).
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It is also worth highlighting that across all the test suites the bks are produced by many 

different methods. Section 1 (p. 232) provides a detailed listing of the bks presented in 

the following results.

5.2.3 Parameter Tuning for the CVRP

As noted by Cordeau et al. [55], the proliferation of parameters in heuristic design 

results in algorithms that are difficult to use. In this section, the main parameters used 

are justified and experiments carried out in order to determine suitable values are 

presented.

We have kept the parameters used in the multilevel algorithm for the CVRP to a core 

set of four. These are:

  The segment balancing factor (sbf) which governs the targeted demand of 

segments created at each level of coarsening. The sbf is based on the average 

demand of customers in the problem and is used in the cases where 

coarsening homogeneity is employed (see section 4.2.4.2).

  The capacity overload factor (cof). When constraint relaxation is employed 

(see section 4.2.4.1), the allowed capacity for a route is determined at each 

level. The allowed capacity cannot exceed a maximum limit. This maximum 

limit, is given by the cof times the stated capacity of the problem.

  The cycle depth, used in the cases where the cyclic segment transfer heuristic 

is employed (see section 4.2.3.5). The cycle depth states the maximum 

number of routes allowed in cycles formed by the heuristic.

  The X-interchange parameter (X). X states the maximum number of segments 

transferable between pairs of routes in a solution when the simple segment 

transfer heuristic is employed (see section 4.2.3.4). Preliminary testing for X
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showed that the runtime of the simple segment transfer heuristic increased for 

increasing A, values. However, there were no corresponding improvements in 

the quality of the solution. The value of A was therefore set to one.

5.2.3.1 Justification for the cycle depth parameter range

In the case of the cyclic depth, integer values 2 to 6 inclusive were chosen. The 

operation of the cyclic segment transfer heuristic requires cycle depth values of 2 or 

greater since cycles cannot be formed consisting of less than two routes. The cyclic 

depth plays a key role in determining the runtime of the cyclic segment transfer 

heuristic, with increased cyclic depth corresponding to increased runtime. Hence, the 

upper limit of 6 routes was chosen to allow large neighbourhoods to be searched by the 

heuristic while limiting the computational resources devoted to the heuristic. 

Additionally, experimentation revealed that increasing the cyclic depth beyond this 

upper limit yielded no additional improvements in the solution, for the additional 

computation resources (see section 5.2.3.4).

5.2.3.2 Justification for the capacity overload factor (cof) range

The cof parameter requires real number values. The range chosen was between 1.0 

and 1.5 inclusive. Within this range the parameter value were then increased in 

increments of 0.1. This range encompasses the values that yielded the best results (we 

found) for the heuristic.

Values of less than 1 for the cof, strengthen the capacity constraints and therefore has 

the opposite effect to that desired from the constraint relaxation heuristic: that of 

relaxing the capacity constraints. These values were therefore not considered. A cof of 

1, indicates that the problem stated capacity is applied at all levels i.e. constraint
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relaxation has no effect on the solutions produced. As the cof is increased, the feasibility 

of the solution decreases, for instance, a cofof 2 indicates routes can be formed having 

capacity twice the problem specified values. The experimentation revealed that forming 

infeasible solutions beyond a certain point failed to result in improved final solutions. 

This point proved to be values above 1.5 for the cof. The increment of 0.1 was the 

smallest increment at which consistent changes in the solution quality could be 

discerned due to changes in the parameter (see section 5.2.3.4).

5.2.3.3 Justification for the segment balancing factor (sbf) range

The sbf has been a particularly difficult parameter to tune. As with the cof, the sbf 

requires real number values. Since the sbf is used along with the average demand of 

customers in a problem to determine the targeted demand values of segments created by 

the coarsening homogeneity heuristic, values below 0 for the sbf are invalid. Values 

between 0 and 1.0 were found to produce a 'drawn out' coarsening process consisting of 

many levels and almost no coarsening in the lower levels. This resulted in wasted 

computational resources in the lower levels of the refinement phase. Values far in 

excess of 1.5 produced a 'compressed' coarsening process that coarsened the problems 

in very few levels. The segments so produced, did not offer the benefits to inter-route 

heuristics sought and consequently the final solutions were of poor quality.

The range chosen (between 1.0 and 1.5 inclusive) contains the values for the 

parameter that gave the coarsening homogeneity heuristic the best chance to produce the 

effect desired, that of facilitating additional improvements due to inter-route heuristics 

(see section 5.2.3.4). The increment of 0.1 was chosen for the same reason as that given 

for choosing the increment for the cof.
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5.2.3,4 Experimentation for parameter tuning

The results for tuning the cof and sbf are summarized in the Table 2 and the results for 

the tuning of the cyclic depth are summarized in Table 3. In both tables the solution 

quality is expressed as the cost of each instance normalised with respect to the bks for 

each instance and averaged over all instances in the test suite. This is followed by the 

standard deviation of the solution quality. The runtimes for Table 3 are normalised with 

respect to instance size for each instance and averaged over all instances.

Table 2 Results of tuning the capacity overload factor and segment balancing factor for a constant cycle 

depth of 4. Two-phase coarsening is applied with the parallel CWS used to produce feasible initial 

solutions. The multilevel algorithm is applied to these for the Christofides instances

COf
1.0

1.1

1.2

1.3

1.4

1.5

sbf
1.1
1.5
1.1
1.5
1.1
1.5
1.1
1.4
1.0
1.2
1.0
1.1

Average normalised cost
1.043
1.051
1.041
1.051
1.042
1.055
1.041
1.058
1.050
1.059
1.066
1.047

Standard deviation
0.028
0.033
0.032
0.035
0.027
0.031
0.027
0.033
0.028
0.028
0.031
0.024

In tuning the parameters, each cycle depth value in the range is fixed during testing 

one at a time. For each cycle depth value, the cof is fixed one at a time and the sbf 

varied. In total, 180 sets of test were conducted. The results summarised in both of these 

tables were done around the cycle depth value that produced the best results.

The best values were found when the cyclic depth was set to 4. The minimum and 

maximum normalised cost values found for each cof, while varying the sbf, and the 

cycle depth is set to 4, is shown in the table above. It can be seen that as the cof is 

increased beyond 30% of the problem stated capacity, the quality of the results 

decreases. The best values found are highlighted.

All combinations of the cof and sbf within the range of 1.0 and 1.5 in increments of
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0.1 where tested with the cycle depth varied between 2 and 6 as described above. The 

results of Table 3 show the effect on the results for varying the cycle depth with the sbf 

and cof set to the best values found for these two parameters.

The best combination of values for the sbf, cof, X and cycle depth that were found for 

the Christofides instances were 1.1, 1.3, 1 and 4 respectively. These parameters were 

kept constant for the CVRP results provided below.

Table 3 Results for tuning the cyclic depth with sbf set to 1.1 and cof set to 1.3. Two-phase coarsening is 
applied with the parallel CWS used to produce feasible initial solutions. The multilevel algorithm is 
applied to these for the Christofides instances
Cycle depth

2
3
4
5
6

Average normalised
cost
1.057
1.042
1.041
1.041
1.041

Standard deviation

0.036
0.028
0.027
0.027
0.027

Average normalised
Time (min)

0.001
0.002
0.003
0.004
0.016

5.2.4 Coarsening Heuristics Testing

One of the contributions of this research has been the creation of new ways of 

coarsening for the multilevel technique. In this section, we look at the results produced 

from these varied coarsening approaches.

Section 4.2.2 described four methods of coarsening that were implemented for the 

CVRP (savings, nearest neighbour, parallel nearest neighbour and parallel Clark-Wright 

Savings). These four methods were tested across the Christofides test suite, both with 

and without the use of coarsening homogeneity and constraint relaxation. When 

constraint relaxation was employed, each method was tested in the case where 

constraint relaxation is used to produce infeasible solutions at the end of the coarsening 

phase. Additional tests were done for the situations where constraint relaxation was 

applied by the split procedure during the refinement phase, starting from feasible initial 

solutions.
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Column 1 of the following three tables presents the coarsening methods. When 

coarsening is used to create the initial solutions, the merges are implemented by the 

savings and the neighbour heuristics and when two-phase coarsening is used, the 

solutions are constructed by the parallel nearest neighbour heuristic and the parallel 

CWS. Columns 2 and 3, present the average solution cost above the best known at the 

end of the coarsening and refinement phases respectively. Columns 4 and 5 provide the 

runtimes averaged over all instances in the test suite, again at the end of the coarsening 

and refinement phases respectively.

Table 4 The multilevel algorithm applied to the Christofides instances with varying coarsening strategies. 

Coarsening homogeneity and constraint relaxation were not used in the solution process. The initial 
solutions are feasible.____________________________________________

Method of Coarsening Average % Average % Average time - Average time
cost above cost above end of coarsening end of solution
b/rsendof b/rsendofthe (Min) (Min)
coarsening solution

Coarsening used to create initial 81.31 9.15 0.02 0.27 

solution (savings heuristic)

Coarsening used to create initial 70.51 7.97 0.002 0.24

solution (nearest neighbour
heuristic)

Two phase Coarsening (parallel 32.13 5.46 0.03 0.26 

nearest neighbour heuristic)

Two phase Coarsening (parallel 7.63 5.55 0.05 0.18 

CWS)

The results shown in Table 4 looks at the case where coarsening homogeneity and 

constraint relaxation are not used in the solution process. From these results, it can be 

seen that without the enhancements, two-phase coarsening using the parallel nearest 

neighbour heuristic produces the best final results. However, two-phase coarsening 

using the parallel CWS produced the best initial results and the final results produced 

starting from this method of coarsening is comparable to the best results found for these 

experiments. The two-phase coarsening methods outperformed the others in all areas.
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The results shown in Table 5 look at the case where coarsening homogeneity and 

constraint relaxation are used in the solution process. In this case, the enhancements are 

employed in the refinement phase only. Hence, the initial solutions are feasible and are 

equivalent to the initial solutions presented in Table 4. With the addition of the 

enhancements, two-phase coarsening using the parallel CWS, produced the best final 

results and the best results found for all the testing on the coarsening heuristics, that of 

4.11 % above bks. This is as opposed to the previous case where the parallel neighbour 

heuristics produce the best final results. Again, the two-phase coarsening methods 

outperformed the others in all areas.

Table 5 The multilevel algorithm applied to the Christofides instances with varying coarsening strategies. 
Coarsening homogeneity and constraint relaxation are used in the solution process. The initial solutions 
are feasible

Method of Coarsening Average % Average % cost Average Time Average Time
cost above above bks end of end of end of
bks end of the solution coarsening solution (Min)
coarsening (Min)

Coarsening used to create initial 
solution (savings heuristic)

Coarsening used to create initial 
solution (nearest neighbour 
heuristic)

Two phase Coarsening (parallel 
nearest neighbour heuristic)

Two phase Coarsening (parallel 
CWS)

81.31

70.51

32.13

7.63

8.03

7.88

4.96

4.11

0.02

0.002

0.03

0.05

0.55

0.51

0.55

0.61

For the results shown in Table 6 coarsening homogeneity and constraint relaxation 

are used in the solution process. In this case however, the enhancements are used to 

create infeasible initial solutions. This is different from the two previous sets of results. 

From these results the parallel nearest neighbour heuristic led to the best final solutions, 

but the result of 4.88% above the bks is outperformed by the best found in the case 

shown in Table 5, that of 4.11 % above the bks.
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Table 6 The multilevel algorithm applied to the Christofides instances with varying coarsening strategies 
Overloading and Segment Balancing are used in the solution process. The initial solutions are infeasible. 
Method of Coarsening Average % Average % cost Average Time Average Time

cost above above bks end of
bks end of the solution
coarsening

75.32 7.64

end of 
coarsening

end of 
solution

Coarsening used to create initial 
solution (savings heuristic)

Coarsening used to create initial 
solution (nearest neighbour 
heuristic)

Two phase Coarsening (parallel 
nearest neighbour heuristic)

Two phase Coarsening (parallel 
CWS)

65.41 7.44

0.01

0.001

0.41

0.42

30.60

7.18

4.88

5.34

0.02

0.06

0.45

0.51

5.2.4.1 Conclusions from the Coarsening Heuristics Testing

The following conclusions can be drawn from the results presented for the four 

methods of coarsening.

The methods of coarsening relying on the savings and nearest neighbour heuristic, 

are consistently outperformed by the two-phase coarsening methods, and can therefore 

be disregarded as suitable coarsening approaches for the CVRP. The quality of the 

solutions produced, at the end of coarsening, by the parallel nearest neighbour heuristic 

is on average 4 times worse than that produced by the parallel Clark-Wright Savings 

heuristic. However, the quality of both sets of solutions at the end of refinement 

compares favourably. This indicates that the parallel nearest neighbour heuristic can be 

used as a suitable construction heuristic for the CVRP.

The solutions produced by the parallel Clark-Wright Savings heuristic were close to 

local optima with regards to the accessible neighbourhoods [28] for the refinement 

algorithms as incorporated in the multilevel framework. Since, initial solutions 

produced by the parallel nearest neighbour heuristic were poorer, the refinement 

algorithms were able to obtain larger percentage improvements.
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For the preferred means of coarsening, that of constructing feasible solutions, the 

average time spent during coarsening was always less than 28% of the overall solution 

time (see Table 4 and Table 5). It can also be seen that the runtimes for two-phase 

coarsening exceeded the runtimes where coarsening was used to create the initial 

solutions by a factor of 2.5 in best cases and a factor of 15 in worst cases (see Table 4 

and Table 5). However, the final runtimes obtained using either type of coarsening are 

almost identical, with two-phase coarsening producing superior solutions in all cases. 

The tradeoffs between constructing a solution very quickly, which typically requires 

longer to improve or constructing a solution of better quality and spending less time in 

refinement, is one the multilevel algorithm has to balance. For the CVRP two-phase 

coarsening, appear to provide an acceptable balance.

The use of constraint relaxation to produce infeasible routes at the end of coarsening 

proved less effective, compared to the cases where the initial routes were feasible and 

constraint relaxation implemented during the refinement phase. Where constraint 

relaxation is reported on in the remainder of the results, this refers to constraint 

relaxation implemented during the refinement phase.

In summary, it can be seen that the best results were obtained when the following 

conditions existed:

  Two-phase coarsening was used along with coarsening homogeneity and 

constraint relaxation.

  The initial routes, constructed by parallel CWS were feasible. 

This is the method of coarsening used for all further results produced for the CVRP

unless otherwise stated.

Note additionally that for the single-level algorithm, the parallel CWS proved the
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dominant heuristic in all cases. Also coarsening without constraint relaxation 

predominantly produced better results. This occurred because using constraint 

relaxation with the single-level algorithm meant the constraints had to be brought back 

in line immediately at level zero. This contrasts with the case of the multilevel 

algorithm where the process of satisfying the constraints can be gradually implemented 

throughout the refinement levels. This implies that the multilevel algorithm is a 

platform potentially more suited to cases where constraint relaxation is desired.

5.2.5 Testing Enhancements and Problem Types

In the previous section (5.2.4) the preferred method of coarsening was identified as 

two-phase coarsening using the parallel CWS to construct feasible initial solutions. In 

this section, that method of coarsening is used with the multilevel algorithm, and 

coarsening homogeneity and constraint relaxation are varied, to assess their influence. It 

is of interest to look at how coarsening homogeneity and constraint relaxation 

influences the results, as in the experimental testing of the algorithms these heuristic 

approaches appear to offer significant improvements on some of the problem instances, 

most notably the ones in the Christofides test suite.

In the following results of Table 7, a segment balancing factor (sbf) of 1.1 indicates 

that the targeted level demand at the first level of coarsening is 1.1 times the average 

demand of customers in the problem. Similarly, a capacity overload factor (cof) of 1.3 

indicates that the problem stated route capacity can be increased by a maximum of 30% 

when constraint relaxation is employed. The values used for the parameters sbf and cof 

are the best values found for these parameters, as outlined in the section on parameter 

tuning (section 5.2.3). N/A indicates the heuristic was not used. The last four columns 

list the solution values normalized with respect to the bks for each problem and
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averaged over all problems in the test suite or sections of the test suite as outlined. 

Table? A comparison of the different heuristics approaches applied to the Christofides et al. instances
sbf

N/A
N/A
1.1
1.1

cof

N/A
1.3
N/A
1.3

Average normalised cost
All instances

1.056
1.054
1.043
1.041

Clustered VRPs
1.008
1.014
1.006
1.018

DVRPs
1.080
1.078
1.061
1.059

VRPs
1.069
1.061
1.056
1.042

From a comparison of the four different configurations of sbf and cof shown in 

Table 7 it can be seen that using either coarsening homogeneity or constraint relaxation 

leads to improvements in the results, compared to the cases where these heuristics are 

not used. Additionally we see that of the two, coarsening homogeneity has the greatest 

effect and offers improvements for all problems types.

5.2.5. 1 Comparison of the clustered and non-clustered instances

Table 8 shows solution quality for the clustered Christofides instances compared 

with the non-clustered instances.

Table 8 Solution quality for the clustered vs. non-clustered Christofides et al. instances______
Instances Average normalised cost

End of coarsening End of solution
Non-clustered VRPs (instances 1 -10) 1.098 1.050 
Clustered VRPs (instances 11 -14) 1.022 1.018

The results indicate that where the problems are clustered there is a greater 

likelihood of improvements being found in the solution cost. Whilst more extensive 

testing needs to be done using larger datasets of clustered problems, the results appear 

to arise for the following reason. When the problems are clustered, there is a high 

probability that the nodes can be partitioned into disjoint clusters with the nodes of each 

cluster belong to the same route, allowing for the capacity constraints. The coarsening 

phase is well adapted at identifying these clusters, as can be seen from the results shown 

in Table 8. The refinement phase then needs only improve the solution by optimising

150



Chapter V Computational Results for the CVRP and CPMP

the order the customers of each route are visited. The refinement phase is then 

equivalent to solving a TSP utilising Lin-Kernighan type heuristics [304]. It has been 

demonstrated in the literature [304] that the multilevel technique performs well in these 

circumstances.

5.2.5.2 Conclusions from the Testing of Enhancements and Problem Types

The following conclusions are drawn from the testing carried out for coarsening 

homogeneity and constraint relaxation.

Firstly, in a situation where there is no constraint relaxation, at the start of the 

refinement phase the total capacity in the solution (equal to the problem capacity 

multiplied by the number of routes) is close in value to the total demand of the solution. 

This means that there is a high possibility that inter route moves will be rejected 

because they violate the capacity constraint on the routes. Conversely, when the solution 

uses constraint relaxation the total capacity of the solution 1 at the start of the refinement 

phase exceeds the total demand of the solution. This additional capacity increases the 

possibility of implementing improving inter-route moves at the upper levels.

Coarsening homogeneity lead to solutions of better quality as it enhanced the 

possibility of improvements being found by inter-route heuristics. Where coarsening 

homogeneity is not employed, improving moves can be prevented due to the capacity 

constraints. Example, an improving move involving the exchange of two segments of 

vastly differing demand values, between two routes both of capacity equal to the 

maximum allowed capacity at a given level, would be prevented as one of the routes 

would violate the capacity constraints. In the cases where coarsening homogeneity is

1 The total capacity of the solution is equal to the (relaxed) capacity of a route times the number of routes 

in the solution.
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employed, the segments are likely to be approximately equal in demand and moves 

similar to the one just described would be allowed. Therefore, we can conclude that the 

use of coarsening homogeneity yields improvements as the performance of inter-route 

heuristics improves when exchanging segments that are approximately equal in demand. 

This is so as the effect of the capacity constraints is minimised and negated if the 

segments are equal in demand.

It is interesting to note the cases where the use of constraint relaxation returns 

results worse than those obtained when it was not employed. This highlights a weakness 

with the multilevel algorithm that can occur even in cases where constraint relaxation is 

not employed and for all types of problems. This weakness stems from the fact that the 

algorithm can accept improving moves in the upper levels that results in a local 

optimum from where the algorithm can find no further improvement. This can result in 

situations where, for a given problem instance, an equivalent single-level algorithm 

could return results superior to its multilevel counterpart. This effect is more likely to 

surface when constraint relaxation is used as it permits a wider array of improving 

moves in the upper levels. This can then result in a solution that in some cases cannot be 

improved to the same quality as that possible in the case where constraint relaxation was 

not used and the corresponding moves not permitted.

However, across all the testing we have conducted it has been found that 

coarsening homogeneity and constraint relaxation are two enhancements to the 

multilevel technique capable of aiding the multilevel solution process.
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5.2.6 Component Testing

The refinement algorithm descried in section 4.2.3 (p.91), used a combination of 

inter and intra route heuristics. It is of some interest to know how significant the 

individual heuristics or components of that algorithm are to the solutions produced by 

the algorithm. Using the Christofides et al. instances [49], this section analyses the 

effectiveness of the components of the multilevel algorithm, acting with and without the 

enhancements implemented for the algorithm.

The four components of the multilevel algorithm are shown in columns 2 - 5 of 

Table 9. Column 6 shows the two enhancements, constraint relaxation (cr) and 

coarsening homogeneity (ch). A dot indicates that the components or enhancements 

were used in the solution process. The last three columns list the solution values 

normalized with respect to the bks for each problem and averaged over all problems in 

the test suite, the standard deviation of the solution values, and the runtime normalised 

with respect to problem sizes and averaged over the test suite. 

Table 9 Varying the combination of components that make up the multilevel algorithm.__________

n o
^ TO'

3
r+o"
3

1
2
3
4
5
6
7
8
9
10
11

12

Components

3-opt Split Simple 
Procedure Segment 

Transfer

Enhancem
ents

Cyclic cr and ch 
segment 
Transfers

•
•

•
•

•
•
•

.

Measurements

Average 
normalised 

cost

1.070
1.070
1.068
1.060
1.054
1.068
1.059
1.056
1.089
1.060
1.083

1.041

Standard 
deviation

0.043
0.043
0.042
0.037
0.034
0.042
0.037
0.035
0.046
0.035
0.044

0.027

Average 
normalise 

dTime

0.0003
0.0003
0.0003

0.001
0.001

0.0003
0.001
0.001

0.0003
0.002

0.0004

0.003
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The 3-opt exchange is always used, as coarsening followed by expansion and 3-opt 

refinement is the most basic multilevel configuration that can be applied to the CVRP 

for the multilevel algorithm that was implemented. The best configuration is 12, which 

uses all four components and both enhancements. Simple segment transfers and cyclic 

segment transfers are the two most significant components, as demonstrated by the 

results of configurations 3 and 4. Based on these results, the full multilevel algorithm, as 

shown in configuration 12 is used for CVRP.

5.2.7 Experiments and algorithms

The remainder of this chapter on the CVRP presents results for the single-level (SL) 

and multilevel (ML) algorithms applied to all the CVRP test suites used in the research. 

Results are also presented for the iterated single-level (It.SL) and iterated multilevel 

(It.ML) algorithms applied to the CVRP test suites (except for the very-large scale 

instances, where runtime precluded this analysis). Where the iterated versions of the 

algorithms are employed, the number of iterations for which the solutions are explored 

is varied based on the size of the problem instances in the test suite. For the Christofides 

et al. and Christofides and Eilon test suites, the number of iterations is set to 10 

iterations and for the Golden test suite, it is set to 5 iterations.

For the tables of results presented in the following three sections (section 5.2.8, 

section 5.2.9 and section 5.2.10 ), the first two columns give the problem instance 

number and problem size. The next four columns compare the solution quality produced 

by the four algorithms, whilst the last four columns present the corresponding runtimes 

in minutes.
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5.2.8 Results for the Christofides et al. test suites
This section presents the detailed results for the Christofides et al. [49] instances.

Table 10 Results for the Christofides et al. instances.

Instance

1
2
3
4
5
6
7
8
9

10
11
12
13
14

Avera

N
50
75

100
150
199

50
75

100
150
199
120
100
120
100

ige

Quality (% above bks) 
SL ML It.SL

8.62
5.75
6.78
9.70
7.29

11.56
5.10

11.01
10.56

9.42
0.71
0.30
2.29
0.25
6.38

1.96
2.42
4.20
5.47
6.98
1.79
5.08
7.29
7.13
7.97
5.27

0
1.29
0.71
4.11

8.62
5.75
6.67
8.20
6.94

11.56
4.13
8.15

10.56
8.44
0.52
0.13
1.36
0.25
5.81

Time (min) 
It.ML SL

0.49
0.76
1.92
2.25
3.39
1.70
4.49
6.71
5.72
4.12
3.29

0
1.26
0.21
2.59

0.01
0.03
0.05
0.16
0.38
0.01
0.09
0.16
0.27
0.45
0.07
0.05
0.17
0.06
0.14

ML

0.05
0.14
0.27
0.67
1.40
0.11
0.19
0.54
1.35
2.25
0.40
0.18
0.78
0.19
0.61

It.SL

0.01
0.01
0.03
0.18
0.55
0.01
0.09
0.42
0.16
0.81
0.06
0.05
0.53
0.04
0.21

It.ML

0.14
1.72
2.67
3.16

10.19
0.08
0.30
0.55
2.00

26.14
5.95
0.11
0.70
0.23
3.85

As can be seen, the multilevel algorithm can get within an average of 4.11% of the 

best known values (see section 8.2) with an average runtime of 0.61 minutes. The 

single-level algorithm is considerably faster (by around a factor of 4, as predicted by 

Walshaw in a general discussion of multilevel schemes [304]) but gives results 

approximately 1.5 times worse in quality compared to the multilevel algorithm results.

The iterated multilevel algorithm provides a means of obtaining very good results 

(2.59% above best known) but with a corresponding compromise made on the 

computational runtime. Indeed, the quality of the solutions found by the iterated 

multilevel version is comparable to the improved petal heuristic [225], which reports an 

average cost of 2.43% above the best known values but with faster runtimes (see section

5.2.13).

The results indicate that where the problems are clustered (problems 11, 12, 13, 14) 

there is a greater likelihood of improvements being found in the solution cost. This can
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be explained by the following: when inter-route heuristics transfer segments of equal 

cost and demand between routes, an improvement is found once the costs of the new 

edges are less than the costs of the edges being replaced in the affected routes. In a 

clustered problem, new edges generated by exchanges of segments between the routes 

should be similar in cost and similar to the cost of old edges since the segments are 

close to each other.

On average, therefore, most potential moves attempted should return a cost 

approximately equal to zero (no improvement or deterioration in the cost function). In 

some cases, there may be slight differences in the cost of the new edges compared to the 

old edges. In the cases where these differences correspond to improvements, the 

solution is changed. This allows the algorithm to explore areas of the search space that 

might not have been possible in the case where the problems are not clustered. This 

effect can be further seen when we look at solving the clustered problems with and 

without coarsening homogeneity. The results were worst in quality in the case where 

coarsening homogeneity was not used (see section 5.2.5).

5.2.9 Results for the Christofides and Eilon test suites

Results for selected instances from the Christofides and Eilon instances are presented 

in this section.

The multilevel algorithm for these instances (see Table 11) returns results 2.88% 

above the bks compared with 3.29 % above the bks (see section 8.1) for the single- 

level. The general trends observed for small to medium scale instances are confirmed by 

these results: The multilevel algorithm has the ability to improve on the single-level 

results and this is further improved by the use of the iterated version. Again, the results 

for the iterated multilevel algorithm are highly competitive with the standard in the
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published literature.

Table 11 Results for the selected Christofides and Eilon instances
<L> 
u
c ro•!-•i/»
_c

E-n22-k4
E-n23-k3
E-n33-k4
E-n76-kl4
E-n76-k8
E-n76-k7
E-nl01-kl4
Average

N
21
22
32
75
75
75

100

Quality (% 
SL

2.47
0

0.80
6.25
4.50
2.89
6.14
3.29

above 
ML

2.47
0.18
0.69
4.69
2.57
4.43
5.16
2.88

bks) 
It.SL

2.41
0

0.80
6.12
4.49
2.89
6.08
3.26

It.ML

0.07
0.18
0.36
2.68
2.06
1.35
2.52
1.32

Time (min) 
SL

0.001
0.002
0.002

0.02
0.02
0.02
0.03

0.014

ML

0.006
0.003

0.01
0.083
0.083

0.12
0.15
0.07

It.SL

0.001
0.001
0.002

0.05
0.02
0.02
0.05
0.20

It.ML

0.006
0.003

0.03
0.32
0.48
3.05
2.06
0.85

5.2.10 Results for the Golden test suite

This section presents the results for the Golden test suite [122] of large-scale 

problem instances (see section 8.3 for bks). For the Christofides instances, the average 

problem size is approximately 114 nodes while for these, the Golden instances, it is 

approximately 348 nodes. Although the average problem size has been increased by a 

factor of three, the average single-level runtime has increased at a rate approximately 

twice that experienced for the multilevel runtime (see runtimes Table 10 and Table 12). 

This finding is consistent with the expectation of the multilevel algorithm as a 

framework more suitable for larger scale problems [304] and arises because most of the 

large improvements in the solution quality are made at the (computationally cheap) 

coarsest levels. Thus, when the multilevel scheme reaches the (computationally 

expensive) finer levels it already has a high quality solution to work with, in contrast to 

the single-level algorithm which must do all its computations on the entire problem, 

working with what initially may be a very poor solution.
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Table

Instance

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

Avers

12 Results for the Golden test suite.

N
240
320
400
480
200
280
360
440
255
323
399
483
252
320
396
480
240
300
360
420

ige

SL

4.61
8.54

11.54
14.35
7.86

11.56
15.97
11.24
11.78
13.89
13.71
12.17
10.10
9.59
9.08

11.02
6.56
4.28
4.65
5.18
9.88

Quality (% 
ML

4.58
7.33

11.34
14.09
7.29

11.38
13.91
10.55
11.33
14.11
12.82
13.10

7.21
9.63
8.20
8.61
6.66
3.98
5.54
5.11
9.34

above bks) 
It.SL

4.61
7.05

11.52
14.35

7.46
10.98
15.97
11.24
8.94

12.57
11.26
8.74
6.20
8.57
5.31
5.98
6.36
4.14
4.42
5.03
8.54

It.ML

3.22
6.64

11.28
9.24
4.78

11.19
13.32
10.47

2.98
6.35
3.91
7.04
2.72
5.56
2.77
3.93
6.56
3.98
4.95
3.69
6.23

SL

2.31
1.61
4.71
8.97
0.75
1.33
3.24
7.66
0.32
0.74
1.36
2.18
0.42
1.07
1.05
2.12
0.48
0.60
1.33
2.17
2.22

Time (min) 
ML It.SL

1.99
4.64
8.34

27.48
1.83
2.88
6.83

16.33
1.01
1.80
2.90
4.82
0.89
1.78
2.78
5.98
0.74
1.07
2.21
3.54
4.99

2.24
5.69
6.47
8.71
2.01
7.89
3.17
7.44
1.96
1.92
5.68

11.85
2.42
4.20
7.96

14.39
0.60
1.53
2.58
4.60
5.17

It.ML

4.97
14.31
11.87

313.87
24.08
11.58
40.56
33.08
13.24
29.07
55.98
62.00
18.04
18.00
54.52
89.29

1.15
1.07
8.58

26.62
41.59

For these larger problem instances, the multilevel algorithm again outperforms the 

single-level version on solution quality. The results of the multilevel algorithm are a 

factor of 1.06 better then the single-level results based on a comparison of average 

result of both algorithms (see Table 12). The iterated multilevel algorithm further 

improves the multilevel results, but we can also see that the improvements found are not 

as pronounced as those for the Christofides test suite. However, we expect that if the 

iterated multilevel algorithm were allowed more runtime, it would continue to make 

gradual improvements to the solutions. This expectation is supported by the algorithmic 

performance plot of Figure 35 which shows a convergence towards the best-known 

values.
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5.2.11 Algorithmic comparisons across all three test suites

Figure 35 shows the performance of the iterated multilevel (It.ML) and iterated single 

level (It.SL) algorithms applied to the instances of Golden et al. [122], Christofides et 

al. [49] and Christofides and Eilon [48], referred to as Eilon in the figure. Starting with 

the values obtained from the single-level and multilevel algorithm, each plot shows the 

quality of the solution with respects to best known as the algorithms are iterated.

Overall, the iterated multilevel algorithm is the dominant algorithm over all the test 

suites. Indeed, the iterated multilevel algorithm does not yet appear to have reached its 

asymptotic performance and, given sufficient runtime, could well approach closer to the 

best known values. In contrast, the iterated single-level algorithm produces negligible 

improvements in the solution cost as compared with the single-level algorithm. Finally 

the performance of both these algorithms deteriorates for increased problem size.

• It.SL Golden
•It.ML Golden 
It.SL Christofides

•It.ML Christofides 
1 It.SL Eilon
•It.ML Eilon

Number of times the algorithm is iterated

Figure 35 Comparisons of the algorithms applied to the Golden, Christofides and Christofides and Eilon 
instances. Iteration value zero indicates the result for running the single-level or multilevel algorithm.

5.2.12 Results for the Very Large Scale CVRP instances.

This section presents the results for the multilevel and single-level algorithm 

applied to the very large-scale Li et al. [170] instances. Also, this section presents
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results showing that the multilevel algorithm is able to produce superior results to the 

single-level algorithm in the upper levels of refinement. This is a feature of the 

performance of the multilevel algorithm than can be exploited in solving large 

problems. This is of particular importance for large problems, as in some instances a 

fairly significant percentage of the runtime incurred by the multilevel algorithm occurs 

when refining the solution at level zero. 

Table 13 Results for the Li et al. instances.

Ol 
u
c
TO  4->
to
_c

21
22
23
24
25

26
27

28
29
30
31
32

Aver;

Quality (% above BKS) 

SL ML MLa
N

560
600
640

720
760

800
840

880
960
1040
1120
1200

age

13.37
6.96

11.50

11.56
2.59

10.50
7.80

12.69
12.39
12.62
12.82
12.98

10.65

12.83
6.90

11.07

10.53
2.48

10.34
8.12

12.47
11.84
12.48
12.74
12.91

10.39

12.90
6.37

11.33

11.42
2.483

10.47
7.425

12.66
12.32
12.60
12.82
12.99

10.48

Time (min) 
SL ML

14.79
18.59
57.80
44.60
35.81

58.69
26.94

89.80
64.97

287.74
336.59
413.43

120.81

32.64
34.16
51.67

79.10
66.49

104.22
74.10

177.73
337.13
451.15
846.64
853.68

259.05

MLff

25.12
15.50
45.19
16.99
32.32

53.00
36.46

106.05
162.93
203.61
353.20
401.43

120.98

The problem instances of Li et al. [170] are solved by both multilevel and single- 

level algorithms and the results are presented in Table 13. The first two columns give 

the problem instances as they appear in [170] and the problem sizes. Columns 3 and 4 

compare the solution quality as a percentage above the bks (see section 8.4) for the 

single-level and multilevel algorithms, whilst columns 6 and 7 present the 

corresponding runtimes in minutes. Columns 5 and 8 presents results for a shortened 

run of the multilevel algorithm (MJJ3). In this run the problem constraints are 

strengthened during the refinement phase such that they are all satisfied at (what would 

normally be ) the end of the penultimate level of refinement i.e. level 1.
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The multilevel algorithm again outperformed the single-level algorithm, in this 

instance by a factor of 1.03 based on the average results of both algorithms in the 

preceding table. This confirms the multilevel algorithm's ability to aid the performance 

of local search heuristics deployed for the CVRP. This has been demonstrated over all 

problem suites used.

One of the features the multilevel algorithm offers is that solutions in the upper 

levels (once feasibility is ensured) are often better than those found by the single-level 

algorithm. This feature can be exploited when working with very large-scale instances 

as demonstrated in this case. Starting from feasible initial solutions, all problem 

constraints were satisfied by the end of the penultimate level of refinement and the 

solution cost and runtime attributed to the MLn algorithm were measured at this level. 

As can be seen from the results of Table 13, the MLn algorithm slightly outperforms the 

single-level algorithm when not refining the entire problem. The problem is still in a 

partially coarsened state at level 1. This feature can be further exploited in multilevel 

algorithm implementations. Note that in the upper levels, the runtime of the MLn 

algorithm is comparable to that of the single-level algorithm. A practitioner could 

therefore satisfy the problem constraints and take a solution at some level of the 

multilevel refinement above zero. This might be useful in a situation where a quick 

solution is needed and the decisions made on that solution can be adapted later if a 

better solution is found.

5.2.12.1Result analysis for the Irnich et al. instances

The final set of instances tested for the CVRP, were the instances of Irnich et al. 

This section analyses the performance of the multilevel and single-level algorithms for 

these instances.
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From the instances of Irnich et al. [147], 140 problem instances are chosen from 

series 1-5. Table 14 shows the distributions for the customer locations, demand, and 

capacity for each series. The problems chosen are of the following sizes 250, 300, 400, 

500, 600 and 700 customers. Each problem size is represented in all the series. For each 

problem size in a series, a problem instance of that size is tested for each capacity value; 

consequently, the demand distribution is varied for each such problem instance.

The results (see section 7.1, p.230) looked at the solutions obtained for all 140 

problem instances grouped by problem sizes. Within each grouping, the results looked 

at the effect of varying the vehicle capacity and consequently the average number of 

customers per route and the effect of varying the demand distribution of the customers.

The multilevel algorithm performed better where there was a 'good' spread in the 

distribution of the customer demand as in series 2. Where the initial demands are fairly 

large, and with a tight distribution, the solution quality is poorer compared to the cases 

where the initial demand is smaller. This is consistent with the effect of coarsening, as 

the chances of refinement in the upper level will be limited in these instances. The 

runtimes were analysed for all problem sizes. While confirming that the multilevel 

algorithm will take more runtime for these instance sizes, the results were not 

particularly revealing. This however is a test suit worthy of further usage in CVRP

research.

Table 14 The series of the Irnich et al. instances.____________________
Series Location (xy) Demand Capacity
1 [-100,+100] 2 [10,30] {500,1000,1500,2000}
2 [-100, +100] 2 [10,50] {750, 1500,2250,3000}
3 [-100, +100] 2 [10,90] {1250,2500,3750,5000}
4 [-100, +100] 2 [1,99] {1250,2500,3750,5000}
5 [-100, +100] 2 [90,110] {2500,5000,7500,10000}
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-———————•————————————————._——m.__________,____________.___________|mtj___________________ --_______ _________________________________.___________________________________________________________________________________________________________________________________________________________________________________________.___________________________——————————————

5.2.13 Comparison of Multilevel results with other solution techniques.

Some of the leading solution techniques for the Christofides et al. instances [49] are 

presented in the Table 15. Since these problems have been extensively reviewed 

through the years a complete comparison is beyond this thesis. However, additional 

comparisons can be found in [283].

Those chosen are: A genetic algorithm (PGA) due to Prins [221] implemented in 

Delphi 5 on a Pentium-3 1 GHz PC. A tabu search heuristic termed Tanuroute [108] by 

Gendreau, Hertz and Laporte, implemented on a Silicon Graphics workstation, 36 MHz, 

5.7Mflops. A hybrid guided local search and evolution strategies (HES) metaheuristic 

[180] due to Mester and Braysy implemented in VB6.0 on a Pentium IV Net Vista 2800 

MHz PC. An improved petal composite heuristic (IPH) by Renaud et al. [225] 

implemented in Pascal on a Sun Sparcstation 242 Mflops. A granular tabu search (GTS) 

by Toth and Vigo [293] implemented on a Pentium 200 MHz PC, 15 Mflops. 

Table 15 Comparison of solution approaches for the Christofides et al. instances.
Solution Approach

PGA
Tanuroute
HES
IPH
GTS
It. ML

Quality (% above
bks)

0.23
0.86
0.03
2.38
0.64
2.59

Runtimes (Min)

5.19
46.8

2.8
3.48

3.8
3.85

Runtimes Scaled to
PC4 (Min)

-
0.09

-
0.05
0.02
3.85

TIP
(MFlops)

N/A
5.7

N/A
42
15

2880

It is difficult to compare the runtimes of different algorithms implemented on 

different platforms. The Toward Peak Performance (77V) [76] value is used in 

attempting to do this. The TPP value for a computer gives an indication of the "number 

of millions of floating-point operations the computer can execute per second (Mflop/s) 

when solving a systems of equations of order 1000 in a Fortran environment" [76]. The
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TTP rating [76] of the computer used in this research (PC4) is 2880 MFlops. The 

runtimes in Table 15 are scaled to the PC4.

The multilevel algorithm implemented, collaborated the solution process of local 

search heuristics, this therefore means the final results were not expected to outperform 

the leading metaheuristics in the field. However, from the above comparisons it can be 

seen that the iterated multilevel algorithm can produce results comparable to the current 

standard in the field.

5.2.14 CVRP Conclusion

Across all the test suites used for the CVRP, the multilevel algorithm improved on 

the quality of solutions produced by the single-level algorithm. This demonstrates the 

ability of the multilevel framework to aid the solution process of the leading local 

search heuristics employed for the CVRP. The iterated versions of the multilevel 

algorithm in all instances were able to further improve the quality of the multilevel 

solutions.

The multilevel enhancements of constraint relaxation and coarsening homogeneity 

play a role in improving the performance of the multilevel algorithm deployed for the 

CVRP. The results also demonstrated that using a two-phase coarsening approach can 

significantly aid the performance of multilevel algorithms for the CVRP.
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5.3 Part II- Experiments for the Capacitated P-median Problem

The concepts of the multilevel algorithms used for the CVRP, that of coarsening the 

graph and improving the resulting solutions primarily through the use of inter-route 

heuristics, were extended to the CPMP. In this case, the graph is coarsened and the 

solution improved primarily using inter-cluster heuristics. Throughout this part of the 

chapter the results obtained for the CPMP are presented.

Initially the problem instances used for CPMP experiments are introduced. This is 

followed by results analysing the coarsening methods implemented for the CPMP. 

Finally the results produced by the multilevel, single-level and their iterated versions, 

for each suite of problem instances, are presented.

The results presented in this part of the chapter show that, as in the case for the 

CVRP, the multilevel algorithms implemented for the CPMP aid the solution process. 

Therefore, multilevel refinement has a role to play in the field of location analysis.

5.3.1 CPMP Instance Types

A number of standard benchmark suites from the literature, have been used to test the 

algorithms developed for the CPMP. This section introduces each suite used.

The Osman and Christofides instances [207], encompass two sets (A and B) of 

problems totalling 20 instances. Set A contains 10 instances of 50 nodes (ri) and 5 

medians (p) while set B contain 10 instances with n = 100 and p = 10. The node 

locations are randomly generated using a uniform distribution in the range [1, 100]. The 

Euclidean distances dfj between nodes i and j are rounded down to the nearest integer. 

The demand value for node /, w/, is generated from the uniform distribution with range 

[1, 20]. The capacity constraints imposed on each instance are chosen, such that the
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ratio between the total demand of nodes in an instance divided by the total capacity of 

the instance (equal to p * the capacity constraint) ranges between [0.82, 0.96]. While 

this range was not justified by the original proponent of the test instances [207] or by 

subsequent researchers [91], it can be seen from the nature of the CPMP that increasing 

the ratio closer to 1 increases the difficulty of constructing feasible solutions and 

reducing the ratio much pass 0.8 makes the problem simpler to solve. An Internet 

address is provided by [204] for the above test instances. Maniezzo et al. [178] provided 

optimal solution values (opt) for these instances using a branch and bound algorithm.

A set of larger instances (the San Jose dos Campos instances [175]), available from 

[145] use real data collected from the Brazilian city of San Jose dos Campos. The six 

instances have dimensions (n, p) of (100, 10), (200, 15), (300, 30), (402, 30) and (402, 

40). Each demand node represents one city block, with the demand estimated based on 

the number of living quarters in each block. For blocks with no living quarters, the 

demand is set to one. The capacity constraints are the quotient of dividing the total 

demand of an instance by a fraction of the number of medians in the instance. The 

divisor is given by the number of medians times 0.9 or 0.8. These values again influence 

the difficulty of solving the problem instances.

5.3.1.1 Computational standard CPMP

All computations for the Osman and Christofides (OS) instances [207] are rounded 

down to the nearest integer, in accordance with the standard in the published literature 

[207],[91]. Computations for the CPMP San Jose dos Campos instances [175] are done 

with double precision real numbers and the provided solution values are rounded up to 

two decimal places. For all test instances the runtimes are measured from the start of the
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solution process to termination at level zero in the refinement process and includes input 

times.

5.3.2 Parameter Tuning for the CPMP

The two types of refinement implemented for the CPMP, simple search and tabu 

search, are tested and reported on. The ^-interchange parameter, X = 1, is employed for 

both types of refinement. It is used to handle the complexity issues as the discussions 

for the CVRP identified.

Three other parameters are employed when tabu search refinement is used; these

are:

• The number of iterations available to the tabu search algorithm to search for 

improving solutions (see Figure 33, p. 130). A suitable value for this parameter 

was determined experimentally to be 4 and kept constant for all the results 

produced.

• The tabu range defining the upper and lower bounds for the number of 

iterations that solution attributes can be tabu-ed. France et al. [91], proposed 

setting the minimum tabu range to be the number of customers divided by 4 and 

the maximum to be equal to the number of customers divided by 2. This has 

been utilised to determine the tabu range at each level as the number of 

segments at the level divided by 2 and 4 respectively. These values are kept 

constant for the results produced.

• The tolerance parameter, governing how many tabu edges can be part of a 

move (see section 4.4.3.3). The work of France et al. [91] advocated using the 

tolerance parameter equal to 1 for transfers and 3 for exchanges. 

Experimentation showed these values to be suitable for this thesis.
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5.3.3 Results for the Osman and Christofides Instances

5.3.3.1 Construction and Coarsening Heuristics Testing

Two types of coarsening were implemented for the CPMP. These were two-phase 

coarsening and coarsening used to construct the initial solutions. Where two-phase 

coarsening was used the initial solutions were constructed by the grouping and greedy 

heuristics. All the methods of coarsening are experimentally evaluated for both tabu 

search and simple search algorithms and the important results presented in the 

remainder of this sub-section. These results show that the preferred method of solution 

construction for the multilevel algorithm for the CPMP is two-phase coarsening using 

the greedy heuristic.

For these results, the average normalised cost values presented, represent the 

solution costs normalised with respect to the optimal solution values (opt) for each 

problem and averaged over all problems in the test suite. The standard deviations 

presented are the standard deviations of the average normalised cost. Runtimes are 

normalised with respect to the number of nodes for each problem and averaged over all 

problems in the test suite.

5.3.3.1.1 Results for the construction phase of two-phase coarsening

The results for the two construction heuristics, the grouping and greedy heuristics, 

are presented in this section. These results show the quality of the solution initially 

passed to the single-level algorithm and to the coarsening phase of the multilevel 

algorithm when two-phase coarsening is used.
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Table 16 Results across both test suits of the Osman and Christofides instances, at the end of the 
construction phase.___________________ ___

Construction Average normalised Standard deviation Average normalised
Heuristics cost time (S)

Grouping heuristic 1.1923 0.1156 0.003

Greedy heuristic 1.2031 0.1913 0.017 

5.3.3.1.2 Results for the coarsening phase

Two types of coarsening results are shown in this section. The first are the results 

for two-phase coarsening, the second are the results obtained from using coarsening to 

construct the initial solution. These results show the quality of the solution initially 

passed to the refinement phase of the multilevel algorithm.

Table 17 Results across both test suits of the Osman and Christofides instances, at the end of the 
coarsening phase.
Method of Coarsening Average Standard Average 

normalised cost deviation normalised 
time. (S)

Two-phase Coarsening (Grouping heuristic)

Two-phase Coarsening (Greedy heuristic)

Coarsening used to create the initial solution

1.2468 0.131 0.004

1.2545 0.200 0.018

2.9046 0.6039 0.002

In the cases where construction and coarsening are separated (two-phase 

coarsening), at the end of the construction phase the grouping heuristic returned results 

an average 19.23% above the optimal values compare with 20.31 % for the greedy 

heuristic (see Table 16). Since the single-level algorithm does not comprise a 

coarsening phase, this is the quality of the results at the start of its refinement phase. 

Two-phase coarsening for the multilevel algorithm is applied to these initial results. At 

the end of this coarsening phase the differences in the quality of solutions produced 

were minimal (see Table 17). The increase in cost above that initially produced by a 

construction heuristic arises from the fact that the final locations for the upper level
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segments in some instances will be different to the initial median locations assigned to 

the clusters by the construction heuristic.

5.3.3.1.3 Results at the end of the solution process for the different methods of 

coarsening

The refinement phase 1 is applied to the results produced by all the methods of 

coarsening and the final solution results are presented in Table 18, for the OS instances. 

At the end of the multilevel solution process there are negligible differences between 

the methods employing two-phase coarsening (see Table 18). The final solutions 

produced, starting from two-phase coarsening, are outperformed by the solutions 

produced when coarsening is used to create the initial solutions. However, when 

coarsening is used to create the initial solution, the solution process requires 

approximately 40% additional computational effort (compared to when two-phase 

coarsening is used) based on a comparison of the runtimes for the multilevel algorithms 

(see Table 18).

Table 18 Results across both sets of the Osman and Christofides test suits, at the end of the solution 

process using tabu search refinement.

Method of Coarsening

Two phase Coarsening
(Grouping heuristic)

Two phase Coarsening
(Greedy heuristic)

Coarsening used to
create the initial
solution

Average normalised cost

SL
1.0294

1.0325

1.0326

ML
1.0233

1.0233

1.0200

Standard

SL
0.035

0.047

0.033

deviation

ML
0.028

0.031

0.020

Average normalised
time (S)

SL ML
9.757 21.768

8.9 21.256

13.340 30.549

1 The refinement phase uses tabu search refinement as tabu search refinement outperforms the simple 

search refinement on all occasions.
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While the result for the multilevel algorithm shows the final solutions starting from 

either two-phase approaches to be equal in quality (see Table 18), when the tests are 

extend to the iterated multilevel versions and to the set of larger test instances, solutions 

starting from the initial configuration of two-phase coarsening with the greedy heuristic 

were better in quality (see Table 19 and Table 20).

Table 19 Results at the end of the iterated multilevel solution process using tabu search refinement 
across both sets of the Osman and Christofides test suites. For the iterated multilevel algorithm, the 
number of iterations is equal to 5._____________________________________
Method of Coarsening Average normalised cost. standard Average normalised

deviation time. (S)
It.ML It.ML It.ML

Two-phase Coarsening 1.0078 0.011 82.99 
(Grouping heuristic)
Two phase Coarsening 1.0049 0.007 98.17 
(Greedy heuristic)

As the algorithms are extended to the larger test cases, the differences in 

performance between the two configurations is magnified (see Table 20) and here it can 

be seen that two-phase coarsening using the greed heuristic is the better of the two 

configurations.

Table 20 Results at the end of the solution process using tabu search refinement for the Osman and 
Christofides instances and the San dos Campos instances._________________________ 
Method of Coarsening Average normalised cost.

Osman and Christofides San dos Campos
ML ML

Two-phase Coarsening 1.0233 1.0713 
(Grouping heuristic)
Two-phase Coarsening 1.0233 1.0488 
(Greedy heuristic)

After reviewing all the results, two-phase coarsening with the greedy heuristic is the 

preferred means of creating initial solutions for the CPMP multilevel algorithm. It 

outperforms the other two-phase coarsening methods when viewed across the iterated 

multilevel algorithm and on the larger set of problem instances. This is the method of
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coarsening used for all the multilevel results for the CPMP, presented in the remainder 

of this thesis.

We also note that while the grouping heuristic gave better results than the greedy 

heuristic for the single-level algorithm for the OS instances, when the investigations 

were extended to the larger test cases, results starting from the greedy heuristic proved 

to be of better quality. At the end of the solution process, solutions starting from the 

greedy heuristic were 7.73% above the optimal values compared to 9.12% for the 

grouping heuristic. The greedy heuristic is therefore used to produce all the initial 

solutions for the single-level algorithm, for the remainder of this thesis.

5.3.3.1.4 Coarsening for the CPMP: an analysis

This section discusses why single-phase coarsening, used to create the initial 

solution, is not advocated as the coarsening method of choice for the CPMP.

When coarsening is used to create the initial solutions, the quality of these initial 

solutions are an average 190.46% above the optimal values. However, the results 

produced at the end of the refinement phase of the multilevel algorithm starting from 

these initial solutions, are better than the best produced when the other coarsening 

methods were employed, these results being 2 % above the optimal values compared to 

2.33% for the recommended configuration (two-phase coarsening using the greedy 

heuristic, see Table 18). However, the runtime incurred by the heuristic to recover from 

these poor starting results is approximately 40% more than the runtime experienced for 

the better starting results, as can be seen for the multilevel runtimes in Table 18.

Similar findings also held for the San Jose dos Campos instances. In this case, 

superior results were obtained in less runtime starting from two-phase coarsening and 

then refining using the iterated multilevel algorithm. These results were superior to

172



Chapter V Computational Results for the CVRP and CPMP

those produced using coarsening to construct the initial solutions and refining using the 

multilevel algorithm.

The fact that the problem is capacity constrained and the number of medians 

specified a priori, means that using coarsening to create the initial solution is 

unnaturally biased towards the demand considerations as opposed to the cost 

considerations. For this reason, using coarsening to construct the initial solution results 

in the solution process consuming more runtime than that used by the two-phase 

coarsening process which produces better results overall. Two-phase coarsening is 

therefore advocated for this problem.

5.3.3.2 Refinement approaches applied to the Osman and Christofides (OS) Instances

Two refinement approaches were implemented for the CPMP, simple search and 

tabu search. This section analyses their performance for both the single-level and 

multilevel algorithms. The results to be presented show firstly that the multilevel 

algorithms outperform the single-level algorithms and secondly that configurations 

using the tabu search approach outperform the simple search versions.

The performance of the multilevel and single-level algorithms using both simple 

search and tabu search are compared in Table 21 and Table 22. Both sets of results 

show that, irrespective of refinement type, the multilevel algorithms outperform the 

single-level versions. The difference in performance of the algorithms is most profound 

when the simple search is used. In this case, the average single-level results across both 

test suites are 64% worse than those of the multilevel scheme (see Table 22). In the case 

of the tabu search, the average single-level results across both test suites are 40% worse 

when compared to the multilevel results (see Table 21). These results demonstrate the 

multilevel technique's ability to aid the solution process for the CPMP.
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The results also showed that the tabu search algorithms outperform their equivalent 

simple search counterparts. The multilevel simple search algorithm returns results 

21.89% above the tabu search multilevel algorithm when the average results of both 

algorithms are compared. In the case of the single-level algorithms, the simple search 

average results were 42.94% above the tabu search average results (see Table 21 and 

Table 22 where these comparison are done based on the average figures across both test 

suites). The general findings presented above also hold if the results for each set are 

analysed individually, where it can be seen, both for the smaller problems of set A, and 

the larger problems of set B. The multilevel algorithms outperform the single-level 

versions (see Table 21 and Table 22).

Table 21 Results for the Osman and Christofides instances. The refinement phase uses the tabu search 
algorithm. ___ ___ ______^_______<_
Instance N P Average quality (% above opt) Average runtime (S)

SL ML SL ML
Set A 50 5 1.20 1.09 20.97 63.37 
SetB 100 10 5.32 3.57 136.20 295.34 
Average across both sets 3.26 2.33 78.59 179.36

Table 22 Results for the Osman and Christofides instances. The refinement phase uses the simple search
algorithm.
Instance N P Average quality (% above opt) Average runtime (S)

SL ML SL ML
Set A 50 5 3.55 1.43 6.53 11.71 
SetB 100 10 5.76 4.25 46.82 63.09 
Average across both sets 4.66 2.84 26.68 37.4

Runtime analysis: Consistent with the experience of multilevel performance in 

numerous areas [304], the single-level algorithm outperforms the multilevel on 

runtimes, in this instance by approximately a factor of two. This is true for the Osman 

and Christofides test cases as well as the larger San dos Campos instances (see section 

5.3.4).
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However, if the results are looked at across the OS instances, when the tabu search 

approach is used they reveal that, as the size of the instances are increased from set A to 

set B, the runtime for the single-level tabu search scheme increases by a factor of 6.49 

(see Table 21 single-level runtime) compared to an increase by a factor of 4.66 for the 

multilevel version (see Table 21 multilevel runtime). The simple search algorithm sees 

the single-level runtime increase by a factor of 7.16 for the larger test cases of set B 

over that experience for set A, whereas the multilevel runtimes increase by a factor of 

5.38 (see Table 21 and Table 22 runtimes ). These results suggest that for increasing 

problem sizes the multilevel algorithm potentially scales in a manner superior to the 

single-level algorithm.

5.3.3.3 Detailed results for the Osman and Christofides (OS) Instances

This section presents the detailed results for the OS instances for the single-level, 

multilevel and their iterated versions. The solutions are refined using the tabu search 

approach.

The results are shown in Table 23. The first two columns give the problem instance 

and the optimal values (see section 9.1, p.236). Columns 3, 4, 5 and 6 compare the 

solution quality, represented as percentage of the solution cost above the optimal values 

for the SL, ML, It.SL and It.ML algorithms. The last 4 columns present the 

corresponding runtimes. For the It.ML algorithm the solution is iterated 5 times. For 

the It.SL algorithm the solution is iterated 3 times, as no improvement in the solution 

quality is obtained for increased iterations. Instances 1 to 10 are the instances of set A, 

i.e. n = 50, p = 5, and instances 11 to 20 are the instances of set B, i.e. n = 100, p= 10.
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Table 23 Detailed results for the Osman and Christofides instances.

O) 
u
c
03 SL

Quality (% above opt) 
ML It.SL It.ML SL

Time (s) 
ML It.SL It.ML

  opt
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Average

713
740
751
651
664
778
787
820
715
829
1006
966
1026
982

1091
954
1034
1043
1031
1005

0
0

0.26
0

1.65
0

8.25
0.85

0
0.96
3.67
2.38

10.23
3.15
3.24
3.03
4.15
1.82
1.93

19.60
3.26

0
0

0.26
0.46
1.65

0
0.50
6.82

0
1.20
2.58
3.62

10.91
1.52
0.54
3.98
0.19
2.68
0.87
8.85
2.33

0
0

0.26
0

1.20
0

5.97
0.85

0
0.24
3.37
2.38

10.23
1.12
3.02
3.03
4.15
0.47
1.93

16.81
2.75

0
0

0.26
0

1.20
0
0
0
0

0.24
0.29

0
2.63
0.61
0.45
0.41
0.19
0.38
0.77
2.38
0.49

19.26
18.09
23.65

9.5
26.09

8.6
18.10
25.76
32.56
28.10

225.01
59.92

173.98
200.37
139.50
185.43
61.20

144.35
132.38
39.90
78.59

85.79
75.10
74.87
64.53
65.23
61.81
77.54
36.34
47.76
44.89
320.23
212.12
345.26
262.59
276.29
269.07
301.15
341.63
354.26
270.76
179.36

20.36
19.34

112.34
10.64

223.71
9.23

116.71
71.92
33.49

116.51
675.72
286.31
531.81
619.19
413.49
475.81
350.80
644.41
390.96
187.82
265.53

92.48
80.10
77.71

230.91
233.91
64.51

681.45
560.26
50.67
97.52

917.60
3556.56
2319.78
1190.08
703.59

3656.01
305.63

1152.27
895.52
1403.92
913.52

While the iterated single-level algorithm did not lead to significant improvements in 

the single-level results, the multilevel results are further improved by the iterated 

multilevel algorithm that produces results 0.49% above the optimal values. This is 

comparable to the performance of some metaheuristics applied to the stated test cases 

[52].These results again demonstrate the success the multilevel technique had in aiding 

the solution process.

5.3.3.4 Algorithmic comparisons across Osman and Christofides test instances

Figure 36 shows the performance of the iterated multilevel and iterated single-level 

algorithms applied to the Osman and Christofides instances. The cost values are 

normalized with respect to the optimal values for each problem and averaged over all 

problems in the test suite and the runtime normalised with respect to the number of
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nodes for each problem and averaged over all problems in the test suite The first data 

point on each plot, viewing the plots from left to right, represents the cost value for the 

single-level and multilevel algorithm on their respective plots. Starting with these 

values, obtained from the single-level and multilevel algorithms, each plot then shows 

the quality of the solution with respects to the optimal values as the algorithms are 

iterated. As was the case for the CVRP, the iterated multilevel algorithm given 

sufficient runtime has an asymptotic performance approaching the optimal values.

1.035

1.03

1.025 -

1.02

ic 1.015

8 1.01 H 
^

1.005

20 100 12040 60 80 

Average normalised time (s)

Figure 36 A performance comparisons of the iterated algorithms applied to the Osman and Christofides 

instances.

5.3.4 Results for San Jose dos Campos city test cases

The San Jose dos Campos city instances are the second suit of test instances used for 

testing the algorithms developed for the CPMP. This section presents the results of 

those tests for the single-level, multilevel and iterated multilevel versions. The results 

for the iterated single-level algorithms did not enhance the single-level results and were 

outperformed by the iterated multilevel results. The iterated single-level results are 

therefore omitted from this analysis.

The results for applying the algorithms to the San Jose dos Campos city instances 

are shown in see Table 24. The refinement phase uses the tabu search algorithm. The
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first four columns give the problem instance, the number of nodes, the number of 

medians and the best known solution values (bks) (see section 9.2, p.237). Columns 5, 6 

and 7 compare the solution quality, represented as a percentage of the solution cost 

above the bks for the SL, ML and It.ML algorithms, whilst the last 3 columns present 

the corresponding runtimes. For the It.ML algorithms the number of iterations to search 

for improvements is set to 1 . 

Table 24 Detailed results for the San Jose dos Campos instances.

N P BKS

Quality (% above BKS) Time (min) 
SL ML It.ML SL ML It.ML

SJC1 100 10 17288.99 2.45 2.45 0.79 5.99 10.05 59.76
SJC2 200 15 33270.94 4.45 4.27 0.76 27.94 85.92 487.35

SJC3a 300 25 45338.01 16.39 7.17 2.99 96.61 261.65 1067.74
SJC3b 300 30 40635.90 10.58 7.10 6.75 45.37 124.08 300.37
SJC4a 402 30 61928.91 7.26 2.74 1.79 225.10 539.99 1061.98
SJC4b 402 40 52541.72 5.23 3.22 1.66 161.75 274.85 956.25

Average 7.73 4.49 2.46 93.79 216.09 655.58

As the algorithms are applied to the larger scale instances, the multilevel algorithm 

outperforms the single-level algorithm by a factor of 1.72 (based on the average cost 

values of each algorithm see Table 24). This compares to the case of the smaller Osman 

and Christofides instances where the multilevel algorithm outperformed the single-level 

algorithm by a factor of 1 .4.

For these larger scale instances, the iterated multilevel algorithm was only executed 

for one iteration due to runtime considerations; however, the algorithm was still able to 

improve upon the multilevel results. The average values returned of 2.46 % above the 

best known values compared with 4.49 % for the multilevel algorithm. These results 

show that the multilevel technique aids the solution process for these large scale CPMP 

instance as it did for the smaller OS instances.
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5.3.5 Multilevel results compared with other solution techniques

This section gives an indication of how the quality of the solutions produced in this 

research compares numerically to the literature, keeping in mind the differing nature of 

multilevel algorithms and metaheuristies as discussed in section 1.3.

5.3.5.1 Comparisons for the Osman and Christofides instances

Some of the leading solution techniques for the Osman and Christofides instances 

are presented in Table 25 alongside some of the results from this research. From these 

results it can be seen that the multilevel technique is highly competitive with the 

standard in the field.

The optimal values are produced by the branch and bound procedure due to 

Maniezzo et al. [178] termed a Bionomic Approach to the Capacitated p-Median 

Problem (BAC). The algorithms were implemented on an IBM PC with a Pentium 166 

MHz CPU in FORTRAN 77. 

The following heuristic techniques from the literature included are:

• A tabu search implementation (TS), an advanced tabu search implementation 

(ATS) and a further advanced tabu search implementation (ATS+ ) due to Franca 

et. al [91]. Franca's algorithms are implemented on a SUN Soarc20 workstation 

in C. The tabu search implementation (TS) uses the same local search heuristic 

used in this research. From the results in the table below it can be seen that the 

multilevel technique can significantly improve the heuristic's performance

• A hybrid simulated annealing and tabu search algorithm (HSATS) by Osman and 

Christofides [207] implemented on a VAX 860 computer in FORTRAN 77. 

Computation times are measured for processing only and so exclude input and 

output operations.
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• A simulated annealing procedure (SAP) by Connolly [52] implemented on a 

VAX 860 computer in FORTRAN 77.

• A hybrid scatter search (HSS) heuristic due to Diaz and Fernandez [73]

implemented on a Sun Blade 1000/750 coded in C.

The iterated multilevel results (It.ML) and the single level results are also presented. 

These algorithms are implemented in JAVA on a Pentium-4, 3GHz PC (PC4).

Apart from the result for HSATS, the computation times reported for the other 

algorithms do not indicate how the times are measured. Times measured for the 

multilevel heuristics include input and processing times. The Toward Peak Performance 

values [76] were not available for the platforms the solution techniques have been 

implemented on. However, we can see that the solution qualities of the multilevel 

algorithms are competitive with the standard in the literature.

Table 25 Comparison of solution approaches for the Osman and Christofides instances.
Solution Approach Quality (% above BAC) Runtimes (Min)

BAG 0 92.66
75 3.27
ATS 0.047 2.65
ATS+ 0.004 4.52
HSATS 0.049 6.02
SAP 0.36 3.28
HSS 0.04 4.32
It.ML 0.49 15.22
SL 3.26 1.31

5.3.5.2 Comparisons for the San Jose dos Campos instances

Currently the San Jose dos Campos instances are not as much used in the literature 

as the OS instances. However, a couple of the leading solution techniques for the San 

Jose dos Campos instances are presented in Table 26. A Column generation approach 

using Lagrangean surrogate relaxation (CLS) due to Lorena and Senne [175] 

implemented in C on a Sun Ultra 30 Workstation. A hybrid scatter search (HSS)
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heuristic due to Diaz and Fernandez [73] implemented on a Sun Blade 1000/750 coded 

inC.

Table 26 Comparisons of solution techniques for the San Jose dos Campos instances.___

Solution Approach Quality (% above HSS) Runtimes (Min) 
HSS 0 582.47 
CLS 0.13 105.53 
It.ML 2.46 655.58

For these instances the multilevel approach is not as competitive as the standard in 

the literature, but the throughout the research, results demonstrated the multilevel 

technique's ability to aid the solution process for the embedded local search heuristics.

5.3.6 CPMP Conclusion

As was experienced for the CVRP, across all of the test suites for the CPMP, the 

multilevel algorithm improved on the quality of solutions produced by the single-level 

algorithm. Again this demonstrates the multilevel technique's ability to aid the solution 

process of the local search heuristics employed. It was also demonstrated that the 

multilevel technique was able to further improve the performance of the local search 

heuristics when a tabu search configuration was employed. The results produced when 

the tabu search configuration was used were highly competitive with those in the 

literature.
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Chapter Vl
6 Multilevel Refinement CVRP and CPMP: an Evaluation

From the results presented in the preceding chapter, it is clear that the multilevel 

technique can aid the solution process for routing and location problems. In some cases, 

this effect is quite significant. This chapter, presented in five parts, looks at issues 

arising from the work done and projects the research forward.

The research objectives were accomplished and Part I addresses this. Part II 

addresses some general issues arising from the application of the multilevel technique to 

the two problem areas. Part III highlights the main contributions and summaries the 

main results. Part IV presents a further works section. This section outlines some novel 

ideas resulting from the research that are outside the scope of the current work. 

Conclusions are presented in Part V.

6.1 Parti- Review of research objectives

Location and routing are two areas of combinatorial optimisation that are of 

importance to industry and academia. Because the number of possible solutions to the 

types of problems encountered in these areas typically increases exponentially for linear 

increases in the problem sizes, exact solution techniques are limited to small-scale 

instances.

Industry and academia devote significant resources to improving existing solutions 

and solving larger problem instances. From a business perspective, being able to 

improve the routing or location solutions employed, provides the possibility of deriving 

economic benefits. In the case of direct transportation, or location analysis related 

services, the benefits can be derived from a service provider being able to more
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efficiently serve their customer base, serving a larger customer base, or being able to 

allocate resources more efficiently etc.

The academic interests in these problems are manifold. In addition to meeting one of 

academia's responsibilities, that of responding to valid commercial needs, the 

theoretical understanding garnered from studying these problems are, in and of 

themselves, worthy pursuits. Additionally, the abstract nature of the models developed 

in academia offers invaluable knowledge across a number of fields. The p-median 

problem, for instance, models the location of physical facilities while at the same time 

offering insights into data clustering, among other disciplines.

There are also societal considerations influencing the efforts devoted to these problem 

areas by both commercial parties and academic institutions. This is because 

improvements in location and routing models tend to have positive impacts on 

environmental and other social factors. Transportation, for instance, has been identified 

as a leading producer of CC>2, a major contributor to global warming. Where society has 

faced challenges on these scales, industry and academia has typically sought to engineer 

solutions. The fields of routing and location, because of the benefits accruable from 

improvements and the adverse effects resulting from inefficiencies, have been, and will 

continue to be, areas where practitioners strive for advancements. This research is 

concerned with advancements in solution techniques to routing and location models.

Because exact solution is impractical, heuristics and metaheuristies are the leading 

approaches deployed for location and routing problems. The multilevel technique has 

been demonstrated, throughout the research literature, to aid the solution process for 

combinational optimisation problems. Significantly, it has been found to be able to aid 

the solution process, when coupled with both heuristic and metaheuristic approaches.
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However, the multilevel technique had not been applied to routing and location 

problems before this research.

The research was conducted against this backdrop and the results validate the 

conclusions that:

• Multilevel refinement has a role to play in the fields of routing and location, 

and also in the wider combinatorial optimisation problem areas surrounding 

these fields.

• The multilevel technique is capable of significantly aiding the solution process 

of local search procedures and metaheuristic approaches used in the fields of 

routing and location.

• The multilevel technique, may provide a valuable solution technique for

increasing problem sizes, in the areas of vehicle routing and facility location. 

The key research questions proposed at the start of the research have been 

answered.

The first of these questions was to determine: could the multilevel technique aid the 

solution process for the vehicle routing problem? The research has demonstrated that 

the multilevel technique does improve the solution process for the vehicle routing 

problem.

The other key research question was: could the multilevel technique aid the 

solution process for facilities location problems? Again, the research has demonstrated 

that this could be successfully done.

Thirdly, the research has shed new light on the multilevel technique and provided 

researchers with new means of constructing solutions and enhancements to the 

refinement process (for example, two-phase coarsening and coarsening homogeneity).
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The research has also given some insights on how the multilevel technique could be 

utilised in other areas.

6.2 Part II - An evaluation of some general issues

This part of the chapter evaluates issues that relate to the multilevel technique for 

both routing and location problems. These issues may also be of interest to multilevel 

practitioners in other problems areas.

6.2.1 The effect of the quality of the initial results.

This section advocates an additional area, where a practitioner should consider 

using the multilevel technique. This is in the cases where, for a given problem, the 

existing construction heuristics return poor quality solutions. This recommendation is 

based on the observation that the multilevel technique outperforms the single-level 

algorithm by even wider margins when they are both started from initial solutions of 

poor quality.

There exist notable differences in the quality of the solutions produced by the 

multilevel and single-level algorithms when the quality of the initial solution is poor. In 

the case where coarsening is used to construct the initial solution for the multilevel 

algorithm, and an equivalent algorithm is used for the construction phase of the single- 

level algorithm, the initial and final solutions are typically worse in quality compared to 

the case where two-phase coarsening is employed 1 . This is true for both multilevel and 

single-level results, but in both cases the multilevel algorithm outperforms the single 

level versions.

1 In the case of the single-level algorithm, only the construction phase of the two-phase coarsening 
approach is employed.
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Table 27 Multilevel and single-level algorithms applied to the Christofides et al. instances_______ 
Method of Coarsening Average % cost Average % cost above Factor By

above bks end of bks end of the solution which the ML 
coarsening out performs SL

SL ML SL ML
Coarsening used to create initial 81.31 81.31 20.97 8.03 2.6 
solution (merges implemented by 
savings heuristic)
Two phase Coarsening (initial 7.63 7.63 6.37 4.11 1.6 
solution constructed with parallel 
CWS)

However, in the case where the initial results are poor, the multilevel algorithm 

outperforms the single-level by greater margins. Table 27 shows a comparison for the 

CVRP where it can be seen that, starting from initial results of poor quality, the 

multilevel algorithm returns results 2.6 times better then the single-level algorithm. This 

compares to the case where the initial results were of a better quality and the multilevel 

results were better by a factor of 1.6.

A somewhat similar trend was seen for the CPMP, exemplified by the San Jose dos 

Campos instances. Where the coarsening algorithm was used to produce an initial 

solution for the multilevel algorithm and the equivalent construction algorithm used for 

the single-level version, the initial solutions were approximately 392% above the best 

known values, while the better performing two-phase approach produced results, 

approximately 27.36 % above the best known values at the end of the construction 

phase. In the case where the initial solutions were poorer, the multilevel results were 

three times better than the single-level results. This compared to the case where the 

initial solutions are of a much higher quality and the multilevel results were 1.7 times 

better than the single-level result.

The trends demonstrated by these results imply that the multilevel technique 

potentially possesses the ability to improve initially poor solutions better than does an 

equivalent single-level counterpart. This could be related to the global perspective that
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the technique imparts to the underlying local search algorithms. It is well known that 

local search algorithms are susceptible to becoming trapped in local optima [28] which 

are far from the global optimum. In the case where both sets of starting solutions are 

close to the global optimum, the effect of the single-level algorithm's weakness, that of 

becoming trapped in low-quality local optima, is not as obvious. The potential for the 

multilevel algorithm to overcome the same weakness is not as noticeable.

However, in the cases where both sets of solutions are far from the global optimum, 

what has been seen through repeated testing is that the multilevel technique is able to 

get closer to the global optimum values compared to the single-level algorithm's 

performance. This does not mean that the multilevel technique should be restricted to 

the case where suitable construction heuristics do not exist, although if it were clearly 

demonstrated that the technique was superior in these cases, this would be a major 

endorsement of the technique. The results demonstrate the ability of the multilevel 

technique to improve the performance of local search heuristics by shaping the search 

space.

6.2.2 The effect of coarsening on restricting areas of the search space

The coarsening process demarcates sections of the search space that are prohibited 

from being refined at given levels. It is of inertest to note that the restricted spaces are 

distributed (across the routes or clusters) differently when two-phase coarsening is used 

as opposed to the cases when coarsening is used to construct the initial solution.

When coarsening is used to construct the initial solution, the coarsening process is 

applied fairly evenly across the search space. For a routing problem, for example, the 

highest level of coarsening is typically experienced across all routes i.e. if there were v 

levels of coarsening there will likely be a segment coarsened at level y on each route in
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the solution. Additionally, there are likely to exist some routes with no segments 

coarsened at certain levels below y.

When two-phase coarsening is used, a number of different sets of circumstances are 

experienced. The highest level of coarsening is typically not experienced on each route. 

If the last level of coarsening is y, and for each route / in the solution the last level of 

coarsening is measured as */, then set level ;t* equal to the jc/ value of maximum 

difference between ;t, and y for all values of */. In this case, on all routes in the solution 

there will exist segments coarsened at level x* and levels below. The levels above x* up 

to y and inclusive, where there is a difference between the values of x* and y, will be 

experienced only by some routes in the solution.

The difference in the number of levels between ;t* and y can be significant and 

while it means that more effort could be spent refining in some parts of the search space 

as opposed to others, no adverse effects on performance have been established as a 

result of this.

6.2.3 Approximate Refinement: a strategy for large scale problems

The issue of how to efficiently refine large problems is one of constant interest to 

practitioners. What has been seen in this research, and discussed in the remainder of this 

section, is that the multilevel technique can enhance the search space reduction 

techniques offered by coarsening to tackle this issue, by not fully expanding the 

problem at any stage during refinement. This concept, of not fully expanding the 

problem, we term approximate refinement.

Typically, the runtime used by a multilevel algorithm at level zero is less then the 

runtime used by the refinement phase of an equivalent single-level algorithm. However, 

the runtime used by the multilevel algorithm at level zero and in the immediately
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preceding levels is a significant amount of the runtime incurred by the multilevel 

algorithm during the refinement phase.

One feature that has been observed of the multilevel technique and demonstrated on 

the large scale routing problems is that the solution found by the multilevel technique in 

the upper levels of refinement is often of a quality superior to that produced by the 

single-level algorithm.

This suggests that an approximate refinement strategy, whereby the problem is never 

fully expanded during the refinement phase, could hold some benefit for the technique. 

This might be most effective when two-phase coarsening is deployed, ensuring that a 

good solution is in place and the sections of the solution fixed at the lower levels are of 

a high quality. Additionally, if the new method of relating levels and approximation 

(where the fixed edges of all levels are continually interrogated throughout the levels of 

refinement - see section 6.4.1) is coupled with the process of approximate refinement, 

this researcher expects that this will aid the multilevel technique in the solution of large- 

scale problems.

6.2.4 Representations effect on efficiency and accuracy

In applying the coarsening algorithm to a given problem, the way in which the 

coarsened approximations are represented plays a role in determining the quality of 

solutions produced by the multilevel technique. This sections looks at desirable 

characteristics for the coarsened approximations.

The series of approximations created by a coarsening algorithm for routing and 

location problems are required to be easier to solve than the original problem and, 

consequently, are represented in a manner which differentiates each approximation from 

the problem in its original form. The representation chosen for an approximation plays a
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significant role in determining how efficiently the search space can be explored during 

the refinement phase. In computational experimental analysis, since the efficiency of 

exploring solutions for given problems will have implementation dependencies, it is 

probably not possible to specify generic efficient representations. However, there are 

characteristics that seem desirable in all representations.

The representation should be such that detail is filtered from the search space, 

where groups of nodes are coarsened together. For example in a routing problem, 

location information should be filtered from the problem. The representations should 

also be such that they can be easily manipulated by the local search procedures being 

used. The representations should preserve the properties of high quality solutions over 

solutions of poorer quality. An analogy is the representation presenting metadata about 

the problem as opposed to raw data. For example, in coarsening any given number of 

nodes of a routing problem, the presentation chosen for this research gives one measure 

for their total demand, one measure for the cost of connecting the nodes in one chosen 

formation and two pairs of (x, y) coordinates. Representation also plays a role in 

influencing the accuracy of the search - in other words, the metadata presented by the 

chosen representation should facilitate the construction of accurate solutions to the 

original problem. This typically means distortions to the original problem should not be 

introduced by the representation: hence, exact coarsening is preferred over inexact 

coarsening [305].

6.2.5 Failures of the multilevel technique

This section looks at a weakness of the generic multilevel technique that practitioners 

should be cognisant of when applying the technique. 

The multilevel technique is susceptible to accepting improvements in the upper levels
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that can result in a final solution of poor quality. In some instances, this solution can be 

worse in quality than a solution produced by an equivalent single-level heuristic. In the 

experiments conducted, primarily on the Irnich et al. instances [147], while the 

multilevel technique was observed to return worse results than the single level results on 

a number of occasions, overall the multilevel algorithm outperformed the single-level 

version.

Outside of a research environment, a practitioner typically will not engage a 

multilevel and single-level version simultaneously. Therefore, without best known 

solutions, verifying if the solutions produced by the multilevel technique suffer from 

being caught in local optima of poor quality in the upper levels will be difficult. One 

strategy that could potentially aid in reducing the infrequent (as experienced in our 

research) occurrence of this weakness, is projecting all proposed moves in the upper 

levels onto the original problem and only accepting those moves corresponding to 

improvements on the original problem. A similar idea has been proposed in the field of 

covering design, as a part of a multilevel algorithm that has produced impressive results 

[67].

6.3 Part III - Conclusions from the main results

The research developed and implemented multilevel and single-level algorithms for 

the capacity vehicle routing problem (CVRP) and the capacitated p-median problem 

(CPMP). This research constitutes the first application of the multilevel technique in 

these areas. The research demonstrated that for the CVRP and the CPMP, the multilevel 

technique provides significant gains over its single-level counterparts. In all cases, the 

multilevel technique was able to improve the asymptotic convergence in the quality of 

solutions produced by the single-level's local search heuristics.
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The following two tables show the improvements the multilevel algorithms offer 

over their single-level counterparts, first for the CVRP and then the CPMP. The first 

column lists standard test suites from the literature used for the benchmarking of 

heuristic approaches for the relevant problem type. The second column in each table 

shows the factor by which the multilevel technique's results are an improvement on the 

results produced by the single-level heuristic. The third column of each table shows the 

equivalent comparisons for the iterated multilevel algorithm results, relative to the 

single-level heuristic results.

Table 28 A comparison of the classes of algorithms applied to CVRP test suites.___________ 
Problem suites Factor of multilevel Factor of iterated multilevel

improvement over improvement over single-level
single-level

Christofides and Eilon instances 1.14 2.49 
Christofidesetal. Instances 1.55 2.46 
Golden Instances 1.06 1.58 
Li et al. instances 1.03

Table 29 A comparison of the classes of algorithms applied to CPMP test suites.___________ 
Problem suites Factor of multilevel Factor of iterated multilevel

improvement over improvement over single-level
single-level

Osman and Christofides instances 1.40 6.65 
San Jose dos Campos instances 1.72 3.14

From the above results, it can be seen that for the CVRP and the CPMP the 

multilevel technique is able to aid the solution process, in some cases significantly.

The research constructed a general framework for solving instances of the CVRP 

and the CPMP. The similarities between the problems, chiefly the requirement to 

partition the set of customers into feasible subsets while respecting the problem 

constraints and minimising connection costs, was exploited to this end. From these 

results, we can conclude that practitioners in the areas of location and routing should
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consider the multilevel technique and what role it can play in their attempts at devising 

efficient solutions.

6.3.1 Coarsening

The research designed and implemented simple ways of constructing solutions to 

the CVRP and the CPMP that are acquiescent to the coarsening philosophy of the 

multilevel technique.

The research also developed new methods of solution construction that had not 

previously been advocated for multilevel algorithms. These were centred on separating 

coarsening and solution construction. It has been demonstrated that, in many instances, 

solutions starting from the new methods of coarsening developed in the research were 

superior to solutions found based on the coarsening philosophy of using coarsening to 

construct the initial solutions. For example, in the case of the Christofides et al. [49] 

instances the new type of coarsening outperformed the old by a factor of 1.95 times. In 

the case of the CPMP, the new types of coarsening developed allowed the leading 

construction heuristics in the field to seamlessly amalgamate with the coarsening 

process. The fact that the CPMP is capacitated and the number of medians 

predetermined meant the more traditional coarsening approaches faced difficulties in 

constructing feasible solutions of good quality. It was therefore possible to use the 

technique of separating construction and coarsening in creating feasible solutions to the

problem.

The work done in this research on expanding the applicability of the coarsening 

process is significant. Significant from the viewpoint that coarsening has posed 

problems for practitioners seeking to devise coarsening strategies capable of 

constructing feasible solutions to their problems. In some cases, practitioners could fail
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in their quest to use coarsening as a suitable construction technique. With the new 

approach, the practitioner is free to construct solutions utilising the leading construction 

techniques available for a given problem, thereby ensuring very good initial results and 

accruing the resulting decrease in computational resources extended on refinement.

Additionally, it allows the practitioner to concentrate on the representational aspects 

of coarsening as opposed to the solution construction aspects. This then means that the 

main advantages the multilevel technique offers (search space reduction, global 

perspective to the local search heuristics etc.) can be brought to bear on a problem 

without excluding the best construction heuristics in the field. It is expected that the 

development of two-phase coarsening in this research will play a role in increasing the 

uptake of multilevel refinement 1 .

6.3.2 Enhancements

The research also designed and implemented effective enhancements to the 

multilevel technique for the CVRP and the CPMP. These enhancements were constraint 

relaxation, coarsening homogeneity and solution-based recoarsening.

For example, for the (CVRP) Christofides et al. instances [49], with constraint 

relaxation and coarsening homogeneity, the multilevel technique was able to produce 

results 1.36 times superior to the case where these enhancements were not used. The 

effect of solution-based recoarsening is displayed in the Table 28 and Table 29 (p. 192), 

illustrated by the results for the iterated multilevel algorithms2 .

1 This is complemented by the fact that the concepts of two phase coarsening (that given a solution it can 
be coarsened) is shared by solution based recoarsening; and the success that solution based recoarsening 
has had seemingly on all occasions it has been utilised. This suggests that a multilevel practitioner should 
investigate this form of coarsening as their default option.
2 Solution-based recoarsening forming the basis of iterated multilevel algorithms.
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These enhancements to the technique demonstrated that the technique could be 

adapted to aid the solution process of heuristics and metaheuristics in varied settings, 

particularly in areas requiring added side constraints. They also demonstrated that the 

technique could aid its underlying local search procedures to produce results 

comparable to the standard in the published literature.

6.3.3 Collaborative technique for metaheuristics

In the case of the CPMP, two multilevel algorithms were implemented - one using 

a tabu search metaheuristic, the other relying on a simple local search procedure. Both 

multilevel algorithms outperformed their single-level counterparts. However, the 

multilevel algorithm using the tabu search metaheuristic outperformed the multilevel 

algorithm executing the local search procedure. This reinforced the concept that the 

multilevel technique can aid the solution process for metaheuristics. It is the hope of this 

researcher that the technique will be explored in this regard, both in academia and in 

industry.

6.4 Part IV - Further works: Multilevel refinement

The multilevel technique is a new solution approach for combinatorial 

optimisation problems of the type reported on in this thesis. The research presented a 

discussion on the wide range of areas where the technique has been successfully 

applied. This is with the aim of demonstrating that the technique can be customised to 

aid the solution process in varied settings.

While the technique, in some circumstances, aided the asymptotic convergence in 

runtimes and reduced the possibility of its underlying local search procedures being 

trapped in local optima of poor quality, there are occasions where the technique failed at
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these pursuits. Where these failings occur, a practitioner can be faced with two of the 

major weaknesses of the technique. The first is the case where the technique accepts 

improvements in the upper levels that result in final solutions of poorer quality than that 

produced by an equivalent single-level algorithm. The second occurs when the 

improvements produced by the technique in the upper levels of refinement are 

insufficient to enable the technique to sufficiently reduce the runtime expended in the 

lower levels. While the research has advocated strategies for tackling these weaknesses, 

these areas demand further research.

Other weaknesses of the technique are analysed throughout the thesis, but most 

important seems to be the relationship between the successful application of the 

technique and the objective functions of the problems that it is being applied to. It has 

been recognised in the literature that problems where local changes in the solution are 

not reflected in the global quality of the solution, are potentiality not suited to the 

multilevel technique [304].

However, there is also a need for further analysis on the types of problems the 

technique is suited for, and if there are problems it is not suited to handle. In some 

discrete problems conforming to graph models, it has been identified that the successful 

application of some heuristics can be affected by the degree to which these models 

satisfy the triangle inequality [234]. The multilevel algorithm, being an amalgamative 

process, impacts on the structure of the graphs it is applied to. It is of interest to 

determine: can a multilevel algorithm change the underlying structure of a problem in a 

manner that makes it impossible for local search heuristics to operate efficiently on the 

resulting graphs? This issue requires further analysis, particularly in the areas where the 

multilevel algorithm fails to return results superior to the single-level version.
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There are numerous other new areas of research identified because of the work done 

during our research. These are presented in the remainder of the chapter.

6.4.1 Levels and Approximations

This section presents a new way of relating levels and approximations. The 

proposed method is viewed as one way of finding greater improvements in the upper 

levels and could possibly improve the solution process for large-scaled problems, when 

coupled with approximate refinement.

The coarsening algorithms implemented in this research, and as used in other 

multilevel implementations [302], present one main approximation per level. Each 

approximation specifies a maximum number of free edges allowed in a feasible solution 

during the refinement phase. The approximation also demarcates the only areas in the 

search space these free edges can be optimised for improvements. This is enforced by 

fixing edges in the other areas.

In the refinement phase at a given level, undoing the steps that created a given 

approximation then project the solution to the level below. In the case of a routing 

problem this corresponds to expanding all the edges fixed at level jc and transforming 

the solution to the approximation of level x-1. Therefore, as levels are created and 

reversed by the fixing and freeing of edges, a level can be characterised by the number 

of free edges present in a feasible solution. Additionally, edges are only freed in the 

process of reversing a level. Since the fixed edges in the solution demarcate sections of 

the search space not available for refinement, and these fixed edges cannot be freed 

until the levels at which they were fixed are visited in the refinement phase, this can 

lead to a situation in which improvements are often not found in the upper levels. The 

tight coupling of the approximations available to the refinement algorithm and the
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freeing of edges means that the refinement algorithms only 'see' the main 

approximation created for a given level.

In light of the situation just outlined and the advocacy of two-phase coarsening 

presented in this thesis (two-phase coarsening emphasising the fact that the 

approximations are created to demarcate sections of the search space that are not to be 

optimised at particular levels), we are proposing a new heuristic for relating 

approximations and levels. The new heuristic would be employed in the refinement 

phase. The difference between the new heuristic and the old method of relating 

approximations and levels is simple. Similar to the old approach the new one adheres to 

the maximum number of free edges allowed at a given level. However, the new method 

disregards the concept that at a given level, free edges can only be experienced in the 

areas of the search space demarcated during coarsening.

The new method defines a shifting process such that after all improving moves at a 

given level have been performed, the free edges at that level can be fixed and an 

equivalent number of fixed edges are freed and further improvements sought. This is 

done for a given number of attempts before a new level is explored. A new level is 

explored by increasing the number of free edges allowed in the solution. Two key areas 

for the heuristic to address, therefore, are a means of determining the edges to be fixed 

and freed at a given level (the edges to be shifted) and a means of projecting the 

solution to a new level by introducing additional free edges into the solution.

The following is proposed as one means of determining how to fix and free edges at 

a given level: at each level, let the number of free edges allowed in a feasible solution 

represent the maximum number of edges that can be shifted at that level. All feasible 

combinations of edges in the solution can be attempted to be shifted. The size of a
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combination, however, must be less than or equal to the maximum number of free edges 

allowed at that level. Where the number of free edges in the solution exceeds the 

number of fixed edges, the maximum number of edges allowed to be shifted is equal to 

the number of fixed edges in the solution. The coarsening process would determine the 

number of fixed and free edges allowed at each level. After each shift, the refinement 

algorithms in place would be applied to the solution.

In projecting the solution to a new level it is proposed that if the solution is 

currently at level x, in transferring to level x-1, the number of edges fixed at level x-1 in 

the coarsening phase is determined and an equivalent number of fixed edges in the 

current solution is arbitrarily chosen and freed.

In the forms of refinement used throughout this research and others [304], the 

transferring of the solution from one level of refinement to another results in the 

sections of the solution demarcated as not for optimising at that level being the same as 

those sections demarcated as not for optimising in the equivalent level of coarsening. In 

the new form of refinement outlined, the number of areas of the search space 

demarcated as not for optimising in the refinement and coarsening phase at a given level 

would be the same, but the actual areas may be different. This method of refinement 

should allow more improving moves to be implemented in the upper levels and is an 

area the researcher is excited to take forward. Coupled with the work on approximate 

refinement (see section 6.2.3) this should give the multilevel technique added impetus to 

handle large-scale problems.

6.4.2 Multilevel Refinement as part of another Refinement Strategy

Past and current research for multilevel algorithms have focused on the multilevel 

technique being used as a collaborative technique, but providing the over-arching
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philosophy of the collaboration. Another area potentially worthy of exploration is one in 

which a multilevel approach may be embedded as part of another metaheuristic strategy 

with that other strategy providing the over-arching philosophy. This might be 

worthwhile in the case where a metaheuristic approach is dominant for a particular 

problem and although a multilevel version of this metaheuristic does not outperform the 

metaheuristic in all instances, the search space reduction techniques of coarsening is 

found to be beneficial in some circumstances.

A practitioner using another technique altogether could incorporate a phase of 

coarsening and refinement during the improvement phase to aid the solution process. In 

this case the coarsening and refinement is being used more in the form of a refinement 

tactic as opposed to being the over-arching refinement approach. This could be applied 

to the entire problem or a part of the problem. Related research in applying the 

technique to parts of a solution has been investigated by Oduntan [198] who considered 

partial solution spaces.

6.4.3 Rich Routing Problems

The multilevel technique has been applied to the CVRP, the DVRP and the CPMP. 

While the technique remains to be applied to routing problems with additional side- 

constraints, the technique does demonstrate it has the capability to work with rich or 

complex routing and location problems, especially when coupled with constraint 

relaxation. Additionally, the feature selection technique proposed by Oduntan [197], 

where different features of the problems are solved on different approximations of the 

problems, presents another promising addition to the technique that potentially aids in 

the solution of rich problems.
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A lot of the research on routing problems assumes a static operation environment. 

However, in some real life situations, the requirement is often for vehicle routes that 

change during a planning period [177]. Here again the multilevel technique possesses 

scope for performing well on dynamic problems, as, once feasibility is guaranteed, the 

technique presents a succession of solutions throughout the levels of refinement. 

Updating these to take into consideration a changing environment seems eminently 

plausible.

6.4.4 Multilevel Technique applied to other Routing and Location problems

From the work done on the VRP, a prime candidate for further investigations of the 

multilevel technique in routing problems appear to be the multi-depot vehicle routing 

problem. The multi-depot vehicle routing problem appears appropriate because of the 

level and clustering aspects of additional depots. These features should make the 

problem fit the methodology of coarsening.

A number of interesting location problems present potential opportunities for 

research centered on the multilevel technique. They include the competitive location 

problems, the uncapacitated p-median problem and capture problems. The future 

problems of most interest to the researcher however, are location-routing problems: a 

combination of the work done in the thesis.

6.4.5 Extracting data from the problem being solved.

The multilevel algorithms implemented for both routing and location problems can 

be described as 'stable heuristics' [100], i.e. the algorithms are decoupled from the data 

of the problem they are applied to. An iterative search procedure by Taillard [279] 

demonstrated, however, the improvements in the quality of solutions found when
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characteristics of the problem data are taken into account. The Taillard procedure was 

applied to the Christofides et al. instances and made use of the fact that the test 

instances are symmetric in solving the instances. While the researcher is mindful of 

solving test instances, as opposed to developing algorithms capable of solving classes of 

problems (a concerned shared by Ropke in his PhD thesis [246]), the other side of the 

argument has some validity. If a company is given a set of customers for whom a 

vehicle schedule is required and there exists stability in the customer information, the 

company will quite possibly take into account the customers' data in developing a 

suitable solution. One possible approach out of this conflict, therefore, is for a 

researcher to produce two versions of the algorithms, one coupled with the data, one 

without. Further applications of the multilevel technique should address how much 

consideration should be afforded to the data of the problems being solved.

6.4.6 Multilevel Technique and Self-adaptation

A number of implementation and experimental analysis issues have influenced this 

research. It is not possible to offer comprehensive treatment for some of these issues in 

the thesis as they relate primarily to optimising the implementations of the heuristics. 

They are therefore cases for further research.

One area however deserving of special mention is the issue of self-adaptation of the 

algorithms. Automatic parameter selection or tuning [144] [16] [210] is an area of 

considerable importance in the literature with proven effect on influencing the 

performance of algorithms. The PhD theses of Sullivan [278] and Ridge [237] offer 

comprehensive treatment of a number of the issues. An automatic schedule has not been 

developed for this research and instead a heuristics testing suite was developed that 

fixed each parameter individually and searched for the best setting around those until a
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suitable set of parameters emerged. It would be of interest for further research, however, 

to investigate the effects of tuning on the performance of multilevel algorithms, applied 

in routing and location.

6.4.7 Representation and the expansion process

An area where the multilevel technique can be improved is how it makes use of 

memory of the search process. There is no provision in the generic multilevel algorithm 

to explicitly make decisions based on past search history. This can lead to wasted 

computational resources among other problems. This section proposes that a tabu search 

mechanism should be added to the generic multilevel algorithm to provide the 

techniques with explicit means of exploiting memory of the search process.

As the solution process moves from one approximation to the next in the refinement 

phase, typically the expansion process imparts a diversification effect on the solution. 

As can be deduced from the section on levels and approximation (section 6.2.2), in 

transferring from one approximation to another, the expansion process is not necessarily 

applied to all areas of the coarsened problem. Consequently, the diversification effect of 

expansion is not felt in all areas of the search space and in the areas where expansion is 

not applied, potentially wasted computational effort will accrue.

In instances like this, a tabu search element to the multilevel technique can have the 

effect of reducing this wasted computational effort by noting areas of the search space 

where expansion has not taken place and restricting expansion dependent improvement 

in these areas. This would be similar to the effect described for location problems (see 

section 4.4.3.3), where it was outlined that a tabu search mechanism can play a 

significant role in reducing computational effort as the solution moved from one 

approximation to another.
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6.4.7.1 Tabu search mechanism: expansion and intensification

The generic multilevel algorithm does not include a mechanism for explicitly 

handling intensification. The tabu search mechanism, used as a part of the multilevel 

algorithm deployed for the CPMP, provided a means for managing diversification and 

intensification. From the performance of this algorithm compared to the case where it 

was not used (see section 5.3.3.2) it seems a worthwhile idea to investigate, coupling a 

tabu search mechanism with the generic multilevel algorithm as a means for managing 

diversification and intensification.

A tabu search mechanism presents one means of managing diversification and 

intensification in a controlled manner. However, the expansion process can have the 

effect of moving the search back to a tabu-ed area of the search space. This result from 

the expansion process replacing tabu-ed attributes in the solution with the segments 

from which they are made. To overcome this problem a partial score mechanism could 

be added to the tabu search, such that when coarsened attributes that are tabu-ed are 

expanded, the constituting attributes become partially tabu-ed. The weight applied to the 

partially tabu-ed attributes can be used in a manner similar to the tolerance parameter 

used for the CPMP, to control diversification and intensification.

6.4.8 Closing thoughts on further works

Across both problems both routing and location problems, two-phase coarsening 

lead to better initial and final solutions compared to the standard form of coarsening 

presented in this thesis. However, where the initial solutions are of poor quality, the 

multilevel technique outperforms the single-level technique by larger margins. In cases 

where the initial solutions are poor in quality therefore, a practitioner should consider 

investigating the multilevel technique.
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While the multilevel technique has emerged as an attractive solution approach, there 

are still areas in the technique that future research should focus on. The one with 

perhaps the most significance is investigation into a new approach to relating levels and 

approximations. This has the potential to fundamentally change the dynamics of the 

technique and make it even more suited to solving large-scale problems.

6.5 Part V - Concluding

Routing and location analysis are important economic and academic pursuits. 

Efficient solutions to routing and location models can lead to economic benefits and 

significant theoretical understanding. The leading methods for solving these models use 

heuristic approaches.

The multilevel technique is a collaborative technique capable of aiding the 

solution process of heuristic approaches. We have demonstrated that the multilevel 

technique can aid the solution process for heuristic approaches employed in the fields of 

routing and location. We have further demonstrated that the collaborative process can 

be sufficiently decoupled, allowing the leading construction heuristic(s) in an area 

where the technique is being applied, to be incorporated into the technique. 

Consequently, the multilevel technique has a role to play in industry and academia in 

producing high quality solutions to routing and location models. This could potentially 

lead to added economic benefits and provide new ways of understanding prevailing 

solution techniques.
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7 Appendices A - Irnich Results
7.1 Detailed results for the Irnich et al. instances

This section presents the detailed results for the experiments of applying the 

multilevel technique to selected instances from the Irnich et al. [147] test instances for 

the CVRP (see section 5.2.12.1).

Each table shows the results for problems of one instance size across all five 

series. Within each table, the results look at the effect of varying the vehicle capacity 

and consequently the average number of customers per route and the effect of varying 

the demand distribution of the customers. The costs are normalised with respect to the 

best cost found for each problem size.

Table 30 Varying vehicle capacity and demand distribution for instance size 250 of the Irnich et al. 
instances for a constant customer distribution (series 1-5)

Varying demand 
distribution by 
series

1
2
3
4
5

Normalised solution cost for Instance Size 250 
Increasing average number of customers per route

25 50 75 100
SL ML SL ML SL ML
1.373 1.366 1.140 1.126 1.091 1.070
1.365 1.346 1.081 1.080 1.027 1.029
1.381 1.374 1.140 1.125 1.103 1.095
1.365 1.384 1.128 1.130 1.056 1.055
1.417 1.381 1.159 1.147 1.106 1.103

Table 31 Varying vehicle capacity and demand distribution for instance size 300

SL
1.035
1.011
1.040
1.030
1.075

of the Irnich et

ML
1.038

1
1.038
1.030
1.068

al.
instances for a constant customer distribution (series 1-5)

Normalised solution cost for Instance Size 300
Varying demand
distribution by
series

1
2
3
4
5

Increasing average number of customers per

25 50 75
SL ML SL ML SL ML

1.477 1.461 1.149 1.143 1.079 1.068
1.400 1.395 1.115 1.114 1.065 1.063
1.453 1.444 1.150 1.159 1.073 1.051
1.411 1.400 1.147 1.132 1.052 1.050
1.500 1.473 1.125 1.118 1.071 1.068

route

100
SL
1.029
1.005
1.059
1.040
1.055

ML
1.027

1
1.062
1.036
1.027
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Table 32 Varying vehicle capacity and demand distribution for instance size 400 of the Irnich et al. 

instances for a constant customer distribution (series 1-5)

Normalised solution
Varying demand
distribution by
series

1
2
3
4
5

cost for Instance Size 400

Increasing average number of customers per route

25
SL

1.520
1.460
1 .544
1.431
1 .571

ML SL
1
1
1
1
1

Table 33 Varying vehicle capacity

.517 1.154

.460 1.133

.490 1.149

.426 1.143

.536 1.168

and demand
instances for a constant customer distribution

50
ML
1.151
1.124
1.139
1.140
1.161

75
SL
1.076
1.045
1.095
1.040
1.071

distribution for instance
(series 1 -

Normalised solution
Varying demand
distribution by
series

1
2
3
4
5

5)
cost

ML
1.070
1.046
1.071
1.039
1.071

100
SL
1.011
1.025
1.022
1.001
1.045

size 500 of the Irnich et

for Instance Size
Increasing average number of customers per

1
1
1
1
1

25
SL
.617
.596
.593
.541
.667

ML SL
1
1
1
1
1

Table 34 Varying vehicle capacity

.596 1.232

.573 1.214

.572 1.224

.546 1.133

.631 1.245

and demand

instances for a constant customer distribution

50
ML
1.206
1.194
1.199
1.131
1.232

distribution for

75
SL
1.099
1.075
1.103
1.059
1.120

instance

ML
1.074
1.055
1.084

1.06
1.113

size 600

500
route

100
SL
1.

1.
1.
1.

012
1

077
010
029

of the Irnich et

ML
1.009
1.014
1.023

1
1.052

al.

ML
1.004

1
1.074
1.010
1.024

al.

(series 1-5)
Normalised solution

Varying demand
distribution by
series

1
2
3
4
5

Table 35 Varying

cost
Increasing average number

1
1
1
1
1

25
SL
.670
.662
.658
.568
.667

ML SL
1
1
1
1
1

vehicle capacity

.662 1.189

.663 1.217

.628 1.238

.555 1.213

.644 1.246

and demand
instances for a constant customer distribution

50
ML
1.183

1.20
1.211
1.209
1.244

for Instance Size 600
of customers per

75
SL
1.075
1.077
1.113
1.084
1.097

distribution for instance
(series 1 -

Normalised solution

Varying demand
distribution by
series

1
2
3
4
5

5)
cost

ML
1.081
1.068
1.109
1.074
1.096

size 700

route

100
SL
1.
1.
1.
1.
1.

050
010
068
Oil
057

of the Irnich et

ML
1.041

1
1.057
1.011
1.051

al.

for Instance Size 700

Increasing average number of customers per

1
1
1
1
1

25
SL
.696
.655
.682
.648
.698

ML SL
1
1
1
1
1

.680 1.238

.647 1.219

.673 1.241

.637 1.217

.672 1.226

50
ML
1.223
1.196
1.227
1.216
1.224

75
SL
1.112
1.095
1.121
1.091
1.100

ML
1.086
1.083
1.118
1.094
1.079

route

100
SL
1.
1.
1.

024
005
029

1.049
1.047

ML
1.014

1
1.028
1.037
1.031
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8 Appendices B - Best known solution and methods CVRP
This section presents the best known solution for the CVRP instances used in the 

research.

8.1 Best known solution for the Christofides and Eilon instances

This section presents the Best Known Solution (BKS) for the Christofides and Eilon 

instances [48] for the CVRP (see section 5.2.9).

Table 36 Best Known Solution for the Christofides and Eilon instances
O) 
u
c 
ro

Source
N BKS

E-n22-k4 

E-n23-k3 

E-n33-k4 

E-n76-kl4

E-n76-k8 

E-n76-k7 

E-nl01-kl4

21

22

32

75

375* BCA

569* BCA

835* BCA

1021 ABC A

75 735* BCA

75 682* BCA

100 1071 ABCA

Notes

All the BKS values rounded up to the nearest
integer as specified by [224].
* Denotes values that are proven optimal
Reported runtime of 0.1 s on a 400 MHz Sun-
Ultrasparc II
Reported runtime of 0.1 s on a 400 MHz Sun-
Ultrasparc II
Reported runtime of 0.7 s on a 400 MHz Sun-
Ultrasparc II
Reported runtime of 986 s on a 700 MHz Intel Celeron
processor and 256 MB of RAM running under Microsoft
Windows 98
Reported runtime of 126 s on a 400 MHz Sun-
Ultrasparc II
Reported runtime of 95 s on a 400 MHz Sun-
Ultrasparc II
Reported runtime of 1040 s on a 700 MHz Intel
Celeron processor and 256 MB of RAM running under
Microsoft Windows 98

BCA: Branch and cut algorithm [23]. The work in [23] is based on the heuristics of [11] 
ABCA: Branch and cut algorithm [176]
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8.2 Best known solution for the Christofides et al. instances
This section presents the Best Known Solution for the Christofides et al. instances

[49] for the CVRP (see section 5.2.8)

Table 37 Best Known Solution for the Christofides et al. instances

Instance

1
2
3
4
5
6
7
8
9
10
11
12
13
14

N

50
75

100
150
199
50
75

100
150
199
120
100
120
100

BKS

524.61*
835.26
826.14

1028.42
1291.45
555.43
909.68
865.94

1162.55
1395.85
1042.11
819.56

1541.14
866.37

Source

PTS
PTS
PTS
PTS
PLS
PTS
PTS
PTS
PTS
PLS
PTS
PTS
PTS
PTS

Notes
* Denotes values that are proven optimal
++Run times for individual cost not provide explanation
provided in [279], were the goal of the algorithm was to
obtain the best results possible for each instance

++

++

PTS: Parallel iterative search [279] 
PLS: Probabilistic local search [239]
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8.3 Best known solution for the Golden instances
This section presents the Best Known Solution for the Golden instances [122] for 

the CVRP (see section 5.2.10) 

Table 38 Best Known Solution for the Golden instances
Instance

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

N

240
320
400
480
200
280
360
440
255
323
399
483
252
320
396
480
240
300
360
420

BKS

5627.54
8447.92

11036.22
13624.52
6460.98
8412.80

10181.75
11663.55

583.39
741.56
918.45

1107.19
859.11

1081.31
1345.23
1622.69
707.79
998.73

1366.86
1820.09

Source

AGES
AGES
AGES
AGES
AGES
GA
ALNS
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES
AGES

Notes
Runtime in minutes
3.12
16.93
14.33
357.03
1.27
9.97
Runtime not published
12.25
6
1.25
7.33
10.78
6.67
0.8
0.45
13.33
0.5
2.5
0.39
3.83

AGES: Active-guided evolution strategies [180]. Implemented in Visual basic 6.0 and executed on a
Pentium 4 Net Vista PC 2.8 GHz. 512 MB RAM.
ALNS: Adaptive large neighborhood search [213]. Value taken from [214]
GA: Evolutionary algorithm [221] implemented in Delphi 5 and executed on a 1 GHZ Pentium -3 PC
running windows 98.
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8.4 Best known solution for the Li et al. instances
This section presents the Best Known Solution for the Li et al. instances [170] for 

the CVRP (see section 5.2.12)

Table 39 Best Known Solution for the Li et al. instances
Instance l

21
22
23
24
25
26

27
28
29
30
31
32

N

560
600
640
720
760
800

840
880
960

1040
1120
1200

BKS

16212.74
14597.18
18801.12
21389.33
16902.16
23971.74

17488.74
26565.92
29154.34
31742.51
34330.84
36919.24

Source

AGES
AGES
AGES
AGES
ALNS
AGES

AGES
AGES
EST
AGES
AGES
EST

Notes
Runtime
2.98
0.58
666.67
1.67
Runtime
2.17

4.88
333.33
Runtime
15
83.33
Runtime

in minutes

not available

not applicable

not applicable
AGES: Active-guided evolution strategies [180]. Implemented in Visual basic 6.0 and executed on a
Pentium 4 Net Vista PC 2.8 GHz. 512 MB RAM.
ALNS: Adaptive large neighborhood search [213]. Value taken from [214]
EST: Estimated solution from [170]

1 Instances are giving the original identifying number used in [170]
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9 Appendices C - Best known solution and methods CPMP
This section presents the best-known solution for the CPMP instances used in the

research.

9.1 Best known solution for the Osman and Christofides instances

Optimal solution values (opt) for the Osman and Christofides instances [207] for the

CPMP (see section 5.3.3.3).

Instances 1 to 10, N = 50, P = 5. Instances 11 to 20, N = 100, P = 10.

Table 40 Optimal solution values for the Osman and Christofides instances.
Instance opt Runtimes (s) Notes

1
2 
3 
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

713 
740 
751 
651
664
778
787
820
715
829

1006
966

1026
982

1091
954

1034
1043
1031
1005

23 All solution values are optimal values produced by the branch and 
2 bound procedure of Maniezzo et al. The algorithms were coded in 
g Fortran 77 and run on a IBM PC equipped with a Pentium 
4 166 MHz CPU.

5
9

49
3186

17
255
722

3485
274

11042
8414
1908

12315
3239

11894
54345
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9.2 Best known solution for the San Jose dos Campos instances
Best known solution for the San Jose dos Campos instances [175] for the CPMP (see 

section 5.3.4).

Table 41 Best Known solutions for the San Jose dos Campos instances.

O)u
c 
ro N bks

Time 
(min)

SJCl
SJC2 

SJC3a 
SJC3b 
SJC4a 
SJC4b

100
200
300
300
402
402

10
15
25
30
30
40

17288.99
33270.94
45338.01
40635.90
61928.91
52541.72

3.57
28.45
177.87
443.33

1265.44
1576.21

Notes

The best known values 
were produced by A 
hybrid scatter search 
(HSS) heuristic due to 
Diaz and Fernandez [73] 
implemented on a Sun 
Blade 1000/750 coded in 
C
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