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ABSTRACT

In this thesis, we first considered a modified Markov branching pro 

cess incorporating both state-independent immigration and resurrection. 

After establishing the criteria for regularity and uniqueness, explicit ex 

pressions for the extinction probability and mean extinction time are pre 

sented. The criteria for recurrence and ergodicity are also established. 

In addition, an explicit expression for the equilibrium distribution is pre 

sented.

We then moved on to investigate the basic properties of an extended 

Markov branching model, the weighted Markov branching process. The 

regularity and uniqueness criteria of such general structures are first es 

tablished. There after closed expressions for the mean extinction time 

and conditional mean extinction time are presented. The explosion be 

haviour and the mean explosion time are also investigated. In particular, 

the Harris regularity criterion for ordinary Markov branching process is 

extended to a more general case of non-linear Markov branching process.

Finally, we studied a new Markov branching model, the weighted 

collision branching process, and considered two special cases of this pro 

cess. For this weighted collision branching process, some conditions of 

regularity and uniqueness are obtained and the extinction behaviour and 

explosion behaviour of the process are investigated. For the two spe 

cial cases, a collision branching process and a general collision branching 

process with 2 parameters, the regularity and uniqueness criteria of the 

process are established and explicit expressions for extinction probabil 

ity vector, mean extinction times, conditional mean extinction times and 

mean explosion time are all obtained.
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Chapter 1. Introduction

In this first chapter we introduce the background and basic proper 
ties of continuous-time Markov chains and Markov branching processes 
upon which our later models are built. We also outline the structure of 
the thesis at the end of this chapter.

1.1. Background

There is no field of science or engineering that the concepts of ran- 
domness and probability do not touch. Even everyday life cannot be 
comprehended fully without some familiarity with them. As Laplace 
commented more than 180 years ago, "... there is no science more wor 
thy of our meditations, and no more useful one could be incorporated in 
the system of public instruction." The Markov process is a clear and lu 
cid presentation of the most fundamental models of random phenomena. 
This process is named after A. A. Markov who introduced this extremely 
important concept in 1907, with emphasis on the case of finite number of 
states. The denumerable case was launched by A. N. Kolmogorov in 1936, 
and more general cases have been considered by many mathematicians 
since then. Looking back on the course of development of Markov pro 
cesses, considerable achievement has been made in the past century. Even 
now, the theory of Markov processes is still thriving and has been exten 
sively used in applied probability, statistics and many other branches of 
sciences.

The continuous-time Markov chain (henceforth referred to as the 
Markov chain, for simplicity) is one of the most important classical fields 
of Markov processes and has a vast range of applications. The literature 
in the fields of science, engineering, finance and humanities have plenty 
of examples of stochastic processes that have been modelled by Markov 
chains, with varying degrees of success. The first systematic study of 
Markov chains was made by A. N. Kolmogorov (1931). In his study, 
he found that the probability law governing the evolution of a process 
occurs as the solution of either of two systems of differential equations,



now called the Kolmogorov backward and forward equations, respectively. 
These investigations continued into the 1940s. During this period, more 
and more mathematicians engaged in the study of Markov chains. Over 
the past forty years, Markov chains have sufficiently shown their power in 
many areas of science and technology with real applications to queuemg 
theory, demography, and epidemiology.

One of the most important subclasses of Markov chains is the Markov 
branching process with denumerable state space. Originally evolved in 
the 19th century from analysis of the survival of family names, the subject 
of Markov branching processes has had an obvious impact on population 
dynamics. With the development of computer science, new applications 
have been found in several new areas such as algorithms, data structures, 
combinatorics, and molecular biology particularly in molecular DNA se 
quencing.

As is well-known, the basic property of a Markov branching process 
is the branching property, i.e., different particles act independently when 
they give offspring. This branching property is very important in the 
study of Markov branching processes and it makes this class of processes 
a very fruitful subject of Markov chains.

However, in many practical applications, this independence property 
is unlikely to be appropriate. Indeed, in such cases, the branching events 
are affected by the interaction of two or more particles rather than by 
the particles individually. In other words, particles evolve dependently 
in the system.

In view of this, the main aim of the thesis is to consider interacting 
branching systems and to investigate their basic properties.

1.2. Basic Concepts of Continuous-time Markov Chains

In this section, we recall the basic concepts and general properties 
of continuous-time Markov chains. Recall that a stochastic process is a 
family of random variables indexed by the time parameter, either discrete 
or continuous time.



Definition 1.2.1. A continuous-time stochastic process {X(t)]t > 0}, 
denned on a probability space (f2, T ", P), with values in a countable set E 
(to be called the state space of the process) , is called a continuous-time 
Markov chain if for any finite set 0 < t\ < t^ < • • • < tn-i < s and t > 0 
of "times", and corresponding set i\,i<i, - • - , in_i,i, j of states in E such 
that if P(X(s) — i, X(tn-i) = in_i, • • • , X(ti) = ii) > 0, we have

P(X(t + s) = j\X(s) = i,
P(X(t + s)=j\X(s) = i). (1.2.1)

Equation (1.2.1) is called the Markov property. If for all s, t > 0 
and all i, j £ E, the conditional probability P(X(t + s) = j\X(s) = i) 
appearing on the right-hand side of (1.2.1) depends only on t and not on 
s, then we say that the process {X(t)\t > 0} is homogeneous. In this 
case, we can define

Pij (t) =: P(X(t + s)=j\X(s) = i), i,j e E, t > 0

and (pij(t)': i : j ; E E, t > 0) is called the transition function of the process.

It is well-known that the finite-dimensional probability distributions 
of the process {X(t)]t > 0} are all expressible in terms of the tran 
sition function (pij(t)\ijj G E,t > 0) and the initial probability dis 
tribution pi - P(X(0) = i) (i e E) of X(ff). Moreover, by general 
theory of Markov chains, a continuous-time Markov chain is uniquely 
determined by its transition function and a given initial probability dis 
tribution. Therefore, we may concentrate on discussing the transition 
function and sometimes call it a "process". Now, we give the general 
definition of transition function:

Definition 1.2.2. Let E be a countable set, to be called the state space. 
A family of functions (pij(t)\ i, j G E, t > 0) is called a transition function 

on E if

(i) Pij(i) > 0 for alH > 0 and i, j G E; and

{ 1, if i = j] 
n •/•-/• 0, if ^ ^ 3-



(ii) For allt > 0, i € E,

E Pa(t) < I-

(iii) For all s, t > 0 and z, j £ E,

(iv) limt_*oP»t(£) = 1 for alH E E.

A transition function is called honest if EjeEPf/W = 1 f°r a^ * — 
0, i 6 E, and dishonest otherwise. The equation (1.2.3) is called Chapman- 

Kolmogorov equation, or the semigroup property.

The basic conclusion of the following theorem is a significant result 

in the study of Markov processes.

Theorem 1.2.1. Let (pij(t)]i,j E E,£ > 0) be a transition function. 

Then for all z, j E E, q^ = p^-(O) exists and 0 < qij < +00 for all i ^ j 

and — ex) < qu < 0. Furthermore, E^eE %' < 0 f°r all i E E.

The matrix Q = (%•; z, j € E) is called the density matrix of (Pij(t)] i,j 

E). A state i is said to be stable if <& =: — g^ < +00 and instantaneous 

if qi = +00. The matrix Q is called stable if all states i € E are stable.

Based on the above result, we now give the following fundamental 

definition of a stable, conservative Q matrix.

Definition 1.2.3. A matrix Q = (q^ i, j G E) is called a stable ^-matrix 

if qtj > 0 (i ^ j) and Ej&qij < -qu < +00 (i E E). The matrix Q is 
called conservative if furthermore EJ& qij = ~qu for all i e E. A state i 

is called absorbing if $ — 0.

Since the g-matrix associated with the models considered in this 

thesis is always stable and conservative, we shall frequently omit these 

two adjectives unless it is necessary to mention the difference.

Let (nj(A); i,j E E, A > 0) be the Laplace transform of a transition 

function (pij(t)',i,j E E). Then by the property of Laplace transform, 

the conditions (i)-(iv) in Definition 1.2.2 become

> 0, A E rik (X) < 1,



(A -

and

lim Ar^(A) = 1.A-)-oo

Therefore, we now give the following definition which is parallel with the 
transition function.

Definition 1.2.4. A family of functions (r^(A);i,; G E, A > 0) is called 
a resolvent function if

rij(X) > 0, (1.2.4)

A E r*(A) < 1, (1.2.5)

r0-(A) - ry(A*) + (A - A*) E

lim Ar«(A) = 1 (1.2.7)
A-^oo

The resolvent function (r^-(A); i, j G E) is called honest if equality holds 
in (1.2.5). Equation (1.2.6) is called the resolvent equation.

Let (pij(t)]i,j G E) be a transition function and let ^j(A) be the 
Laplace transform of Pij(t). Then (r^-(A);i, j G E) is a resolvent function 
and is honest if (pij(t);i,j G E) is. Conversely, let (^(A);^,^ G E) be a 
resolvent function then there is a unique transition function (p^-(t); ijj£ 
E) such that (^-(A); i, j G E) is its Laplace transform and (pjj(t); i, j G E) 
is honest if (r^-(A);z, j G E) is.

The importance of resolvent functions lies in the fact that there exists 
a one to one correspondence between the resolvent function and transi 
tion function. Therefore, sometimes we even call a resolvent function a 
"process" . The following theorem, the proof of which can be found in 
the second part of Chung (1967) or in Anderson (1991), shows the basic 
properties of a transition function.

Theorem 1.2.2. Let (pij(f)\i,j G E, t > 0) be a transition function. 

(i) Suppose i is a stable state, then pj;-(t) exists and is finite and 

continuous on [0, oo) for all j G E. Furthermore,

Pij(s + 1) = E Pik(s)pkj(t), s > 0, t > 0,



£ \Pij(t)\ < 2* 
jeE

and

where <i(t) = 1 - 

(ii) Suppose j is a stable state, then p'^t) exists and is finite and 

continuous on [0, oo) for all i E E. Furthermore,

+ *) = E Pik(*)p'kj (*), s > 0, * > 0.
jeE

It can be proved easily that for any stable state « G E, we have the 
following backward inequality:

P'ij(t) > E fc*«y(t)» * > 0, j e E (1-2.8)
fc€E

and the forward inequality:

rfW ^ E A*(*)g*j, * > 0, j e E. (1.2.9)

The equation

PJjW = E <bkPkj(t), t > 0, j e E (1.2.10)
jfeeE

is called the Kolmogorov backward equation and the equation

P'ift] = E Pik(t)qkj, t > 0, j e E (1.2.11) 
fceE

is called the Kolmogorov forward equation.

The following are the resolvent versions of the Kolmogorov backward 
and forward equations respectively.

Ar^(A) - Sij + E «*ny(A), A > 0, j e E (1.2.12)
A;€E

Ari;-(A) - ̂ - + E rik (X)qkj , A > 0, j e E. (1.2.13)

In general, "forward equation" approach is more convenient and thus 
could get more results (in physics, "forward equation" is refered as "Mas 
ter equation"). Therefore, we will mainly use Kolmogorov forward equa 
tion in this thesis.
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A general transition function (or resolvent function) may satisfy nei 
ther the Kolmogorov backward equation nor the Kolmogorov forward 
equation. However, it can be proved that for any stable g-matrix, there 
exists a transition function (or resolvent function) satisfying both Kol 
mogorov backward and forward equations, as shown in the later Theorem 
1.3.1.

The general theory says that the Kolmogorov backward equation 
holds for any stable state i satisfying E^eE %• = 0. Hence, if Q is stable 
and conservative then the Kolmogorov backward equation holds for all 
i £E.

All the results in this section can be found in many books on 

continuous-time Markov chains, for example, Anderson (1991) or Yang 
(1990).

1.3. Classical Problems on Markov chains

Suppose Q is the g-matrix of a continuous-time Markov chain deter 
mined by its transition function. It is clear that Q describes the infinites 
imal characteristics of the process. So we often call (pij(t)',i,j £ E) a 
Q-function or Q-process and call its Laplace transform (<&j(A); i,j E Z+) 
a Q-resolvent. In most cases, it is much easier to obtain Q — (q^ i, j £ E) 
rather than (pij(t)] i,j £ E) itself. Therefore, in nearly all the cases, par 
ticularly in applications, the starting point for study is the ^-matrix. 
Therefore, for a given (/-matrix Q = (qij\i,j £ E), the following funda 
mental and classical problems arise.

(i) (Existence Problem) . Under what conditions does there exist a 
Q-function (pij(i))f

(ii) (Uniqueness Problem). If there exists a Q-function, then under 
what conditions will it be unique?

(iii)(Property). How do we study the properties of the Q-process 
in terms of the given (/-matrix?

The following is the standard existence theorem of Q-functions for



a given Q = (%•)> which is due to Feller(1940).

Theorem 1.3.1. Let Q = (q&ij G E) be a stable but not neces 
sarily conservative g-matrix. Then there exists a (possibly dishonest) 
Q-function (py(t);i, j G E) satisfying both the Kolmogorov backward 

and forward equations. Moreover, this Q-function (pij(t)',i,j £ E) is 
minimal in the sense that for any other Q-function (pij(i)]i,j £ E), 
Pij(t) > Pij(t) (ij G E,t > 0). (This minimal solution is often called 
the Feller minimal Q-function and the Laplace transform of the Feller 
minimal Q-function is called the Feller minimal resolvent function).

The Feller minimal Q-resolvent function ((/>ij(X)',i,j € E) can be 
obtained either by the backward integral recursion

with <f>$ (A) t <fe W as n -> oo for all i, j G E, or by the forward integral 

recursion

A+« -> (132)

with (f>ij(\) t 0tj(A) as n —)> co for all i,j G E, where "f means "in 

creasing" .

Now we recall the conditions for the uniqueness of Q-functions. 

Theorem 1.3.2. The following statements are equivalent.

(i) The Feller minimal Q-function is the unique solution of the Kol-

mogorov backward equation, 

(ii) The equation Qx — Ax, 0 < x < 1; i.e.,

\ijXj = Axz-, 0 < Xi < 1, i G E (1.3.3)

has no nontrivial solution, for some (and therefore for all) A > 0. 

(iii) The inequality Qx > Ax, 0 < x < 1; i.e.,

X) %'Z; = (A + ft)«t, 0 < X. < 1, i G E (1.3.4)
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has no nontrivial solution, for some (and therefore for all) A > 0. 

(iv) The equation Qx = Ax, — 1 < x < 1; i.e.,

ijXj = Ax;, — 1 < xi < 1, i G E (1.3.5)

has no nontrivial solution, for some (and therefore for all) A > 0.

If Q is conservative, then the Feller minimal Q-function is the unique 
Q-function if and only if one of the above statements holds.

Definition 1.3.1. A conservative g-matrix which satisfies any one of 
conditions (i)-(iv) in Theorem 1.3.2 is said to be regular. The corre 
sponding Q-function is then also said to be regular. In this case, the 
Feller minimal Q-function is honest.

Condition (ii) for regularity in Theorem 1.3.2 is the one most com 
monly encountered in the literature. There is a similar test for uniqueness 
of solutions to the Kolmogorov forward equation.

Theorem 1.3.3. Suppose that the Feller minimal Q-function (where 
Q is not necessarily conservative) is dishonest. Then it is the unique 
Q-function satisfying the Kolmogorov forward equation if and only if the 
equation

(1.3.6)
j€E

has no nontrivial solution, for some (and therefore for all) A > 0.

The uniqueness problem is one of the most important problems for 
Q-processes. Doob and Reuter solved this problem for the conservative 
case while the nonconservative case was solved by Zhenting Hou in 1974.

All the above results can be found in Anderson (1991) or Yang 
(1990).

If a g-matrix Q is regular then further important and interesting 
properties of the corresponding process are about the problems regarding 
absorbtion, recurrence and ergodicity. We shall now define these terms 
in the following definitions.

9



Definition 1.3.2. Given i,j £ E, we say that j can be reached from i, 
and write i <^> j, if pij(t) > 0 for some (and therefore for all) £ > 0. We 
say that i and j communicate, and write i 4-> jf, if i and j can be reached 
from each other.

Using the inequality pik (t + s) > Pij(t)pjk(s), it is very easy to show 
that <H> is an equivalence relation on the state space E, and thus can 
partition E into disjoint equivalence classes called the communicating 
classes. We call (pij(t);i,j E E) irreducible if the entire state space E 
forms the only communicating class.

Definition 1.3.3. Let (pij(t);i,j E E) be a regular transition function. 

(i) A state i is called absorbing if qi — 0. 

(ii) A state i is called transient if f§° pu(t)dt < H-oo and recurrent if

f§° Pu(t)dt — +00. The process (pij(t)) is called recurrent if all

the states are recurrent. 

(iii) A state i is called positive recurrent if lim^oo pu(t) > 0. The

process ((pij(t)',i,j E E) is called positive recurrent if all the

states are positive recurrent.

It is well-known that if i «-> j then i is recurrent if and only if j is 
recurrent. The same relationship holds for positive recurrence. There 
fore, if ((pij(t)',i,j E E) is an irreducible transition function, then the 
process is recurrent (positive recurrent) if and only if any particular state 
is recurrent (positive recurrent). It can be further proved that for an 
irreducible transition function ((pij(t)]i,j E E), it is positive recurrent if 
and only if there exists a probability measure (KJ\ j E E) such that

An irreducible and positive recurrent transition function is often 
called ergodic.

Definition 1.3.4. Let (pij(t}',i,j E E) be an irreducible and regular 
transition function and (7^-; j E E) be a probability measure.

10



(i) (pij(t)]i,j £ E) is called exponentially ergodic if there exists

/3 > 0 such that for any i, j £ E, \pij(t) — KJ = O(e~^*) as t —> oo. 

(ii) (pij(t)]i,j £ E) is called strongly ergodic (or uniformly ergodic) 

if
sup \pij(t) — 7Tj| -> 0 as t -> oo.
ieE

Fo a more detailed account of the criteria for recurrence, ergodicity, 
exponentially ergodic and strongly ergodic, one may refer to, for example, 
Anderson (1991) and Chen (1992).

1.4. Markov branching processes

A (one-dimensional) continuous-time Markov branching process (MBP) 
is a special class of continuous-time Markov chain with the state space 
Z+ = {0,1, • • •} and the ^-matrix Q = (q^-; i, j £ E) having the form

"7 * /* " x. "I

Z0j_t+i, Z/ Z > 1

0, otherwise 

where
!),-&! =£6fc<+°°- (1.4.2)

Due to their importance in probability theory and applications, Markov 
branching processes form one of the most important topics in Markov 
chain theory. The study of Markov branching processes has a long his 
tory, which, as might be expected, is closely interwoven with applications 
in the physical and biological sciences. There are several specialized books 
devoted to this subject (see Harris (1963), Athreya and Ney (1972) and 
Asmussen and Hering (1983), for instance).

Like the one-dimensional case, the multi-dimensional Markov branch 
ing process is also important and has a wide range of applications. How 
ever, we only consider the one-dimensional case throughout this thesis 
and omit the term "one-dimensional" from now on.

The following theorems deal with the most important properties 
of Markov branching processes; see Anderson (1991), Athreya and Ney

11



(1972) or Asmussen and Hering (1983) for more detail.

Theorem 1.4.1. Let Q be given in (1.4.1)-(1.4.2) and (pa(t)) be the 
corresponding Feller minimal Q-function. Then the following holds.

(i) (pij(t)) is the unique solution of the Kolmogorov forward equa

tion. 

(ii) For alH > 1, j > 0 and t > 0, we have

Pii(t)=

and hence
oo oo

j=0 j=0

Property (1.4.3) is the most important property of Markov branching 
processes. It is often called the branching property.

The following theorem deals with the regularity criteria for Markov 
branching processes.

Theorem 1.4.2. (Harris Criterion) Let Q be given in (1.4.1)-(1.4.2). 
Denote B(s) = E^Lofy^'- Then Q is regular (i.e., the Feller minimal 
Q-function (pij(t)} is honest) if and only if one of the following condition 
holds.

(i) B'(l) < +00.

(ii) B'(l) = +00 and for some (therefore for all) e £ (q, 1),
ds

where q is the smallest positive root of B(s) = 0.

It is clear that a Markov branching process has the property that 
all positive states are transient. Such instability runs contrary to the be 
haviour of many natural populations (for a description of such population 
models, see the excellent reference of Renshaw (1991)). Therefore, there 
has been an increasing effort to generalise Markov branching process to 
more general models (Athreya and Ney (1996)).

12



1.5. Outline of the Thesis

In this thesis, the models considered in the references cited earlier 
will be generalised and, in addition, some new mathematical models for 
complex branching systems, as mentioned in the previous section, will be 
constructed and studied.

This thesis concentrates mainly on the theoretical study of such 
mathematical models. Until now, we have not made any attempt to per 
form realistic simulation. However, we realise the importance of applica 
tions and simulations of the theoretical results. Such important problems 
will be considered in future.

Chapter Two is devoted to studying the impact on the Markov 
branching process caused by state-independent immigration and resur 
rection. We will consider the regularity of the process, its extinction 
behaviour if there is no resurrection and its recurrence behaviour if there 
is resurrection.

In Chapter Three, we study the regularity, uniqueness and hitting 
times of weighted Markov branching models.

Chapter Four concentrates on the study of the collision branching 
processes. The extinction behaviour and hitting times of the process are 
discussed in detail.

In Chapter five, we shall consider the general collision branching 
processes which contains our collision branching process as a special case. 
The regularity, uniqueness, extinction behaviour and explosion behaviour 
of the process will be studied in detail.

The most general collision branching models, weighted collision branch 
ing processes, will be constructed and their regularity, uniqueness and 
hitting times will be considered in Chapter Six.

The main conclusions of this thesis will be briefly summarised and 
some related problems will be pointed out in the final Chapter Seven.

Throughout this thesis, we always let Z + denote the set of all non-

13



negative integers. All the g-matrices discussed in this thesis are assumed 
to be stable and conservative from now on.

I have tried to be fairly exhaustive in citing references closely related 
to the material presented in this thesis. Some other papers which are not 
cited in the text but judged to be important and interesting are included 
in the References.
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Chapter 2. Markov Branching Processes with 
Immigration and Resurrection

We shall study a modified Markov branching process incorporating 
both immigration and resurrection in this chapter.

2.1. Introduction

The recent developments regarding Markov branching processes can 
be seen in Athreya and Jagers (1996). Within the Markov branch 
ing framework both state-independent and state-dependent immigration 
have important roles to play. For the former, Aksland (1975, 1977) con 
sidered a modified birth-death process where the state-independent im 
migration is imposed on a simple birth-death underlying structure, see 
also Adke (1969). A detailed and systemic analysis of this model, using 
the partial differential equation approach, can be found in Section 3.2 
of Anderson (1991). Renshaw (1972, 1973) considered birth and death 
processes with migration. On the other hand, the latter (state-dependent 
immigration) can be traced to Foster (1971) and Pakes (1971) who con 
sidered a discrete branching process with immigration occurring only 
when the process occupies state 0. Yamazato (1975) investigated the 
continuous-time version in which once the process reaches 0 it remains 
there for an exponentially distributed time and then jumps to some pos 
itive state with a given probability law. This latter model is also called 
a Markov branching process with resurrection. See also the discussion in 
Pakes and Tavare (1981). Chen and Renshaw (1990, 1993b, 1995, 2000) 
considered a new type of resurrection, namely the instantaneous resur 
rection. For further discussion, see Pakes (1993). More recently, Chen 
(1997) considered a more general branching process with or without res 
urrection which may be viewed as an extension of Yamazato's model. For 
further discussion of this latter model, see Chen (2002a,b).

We now combine the state-independent immigration and resurrec 
tion to generalise Yamazato's model to include further immigration effect
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when the process is in some positive state.

Definition 2.1.1 A g-matrix Q = (qij ; ij £ Z+) is called a branching 
g-matrix with immigration and resurrection (henceforth referred to as a 
BIR ^-matrix), if

+ a>j-i, if *>!,.?>* (2.1.1)

0, otherwise\ i

where
> 0 (i ^ 0), 0 < -/in - E£i hi <

j > 0 (j ^ 0), 0 < -a0 = E£a a,- < co (2.1-2)
j > 0 (j ^ 1), 0 < -61 = Ejyi fy < co. 

The corresponding continuous-time Markov chain is called a Markov 
branching process with immigration and resurrection (henceforth referred 
to as a MBPIR). Hence, the basic known conditions for our process are 
three sequences {6n ; n > 0}, {an ; n > 0} and {/in ; n > 0}.

For convenience, let b := — b\, a :— —ao, and h := — ho and hence 
b > 0, a > 0 and h > 0. Note that a — 0 if and only if a,j — 0 for all 
j > 0. Similarly, h = 0 if and only if hj — 0 for all j > 0.

It is worth pointing out that if a,j — hj (j > 0), as in the BDI 
process, the techniques in the theory of partial differential equations can 
be applied. However, if the two sequences {o^; j > 0} and {hj] j > 0} are 
not identical, this approach fails since no partial differential equation can 
be constructed and we have to find some new techniques and methods. 
In this chapter, we shall not assume that {a^-; j > 0} and {/i^-; j > 0} are 
identical. Indeed, one of the main questions investigated in this chapter 
is the case that a > 0 together with h = 0 and hence {a,-; j > 0} and 
{h^ j > 0} are not identical. Fortunately, the new techniques required 
have been discovered in this chapter. Therefore, in addition to the new 
results, our approaches used have methodological significance and may 
be applicable in some other models.

Note that if 60 = 0, then the property of the corresponding process is 
easily obtained and therefore, in order to avoid discussing this trivial case

16



we shall assume 60 > 0 throughout this chapter. Note also that if a = 
0, then the property of the corresponding process is well-discussed and 
understood. For this reason, we shall also assume that a > 0. However, 
all of our conclusions and methods work perfectly well if a = 0.

2.2. Preliminary and Regularity

To begin with the study, we introduce the generating functions B(s), 
A(s) and H(s) of the three known sequences in (2.1.1) — (2.1.2) as

oo oo oo
B(s) = £ 6,V, A(s) = £ o,V, H(s) = £ hjS? .

j=0 j=0 j=Q

It is clear that B(s), A(s) and H(s) are all well-defined and finite at least 
on [— 1, 1] with jB(l) = 0 and therefore 1 is a root of B(s) = 0. Also let

oo oo oo
, ma := £ jaj? mh := £ j

denote the mean birth, immigration and resurrection rates of the process 
respectively. These, together with the (mean) death rate 60? are the most 
important quantities of the process.

The following simple yet interesting lemma has important applica 
tion later. Recall that a root is called simple if it has multiplicity 1.

Lemma 2.2.1. (i) If a > 0 then A(s) < 0 for all s E [-1,1) and

limsti A(s) = A(l) = 0, while if a = 0 then A(s) = 0. Similar 

property holds for H(s).

(ii) B(s) is a convex function on [0,1]. If m^ < &o then B(s) > 0 for 

all s E [0,1) and B(s) = 0 has exactly one root 1 on [0,1]. 

Furthermore, if ra& < 60 then 1 is a simple root while if ra& — 69 

then 1 is a root of multiplicity 2. If 60 < ra& < +00, then B(s) 

— 0 has exactly two roots q and 1 on [0,1] with 0 < q < 1 such 

that B(s) > 0 for s E (0,g) and B(s) < 0 for s E (q, I). Both q 

and 1 are simple roots of B(s) = 0.
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(iii) For any k > 0, kB(s) + sA(s) is convex on [0,1] and thus has 

at most two zeros on [0,1]. If k(mb - 60) + ma < 0 then kB(s) 

+sA(s) > 0 for all s G [0,1) and kB(s) + sA(s) = 0 has only one 

root 1 on [0,1] which is simple or of multiplicity 2 depending on 

whether k(mb — 60) + ma < 0 or fc(ra& — 60) + ma = 0. 

If k(mb - bQ) + ma > 0, then kB(s) + sA(s) = 0 has exactly two 

roots sk and 1 on [0,1] with 0 < sk < 1 such that kB(s) + sA(s) > 

0 for s G (0, sk ) and kB(s) + sA(s) < 0 for s G (sk , 1). Moreover, 

both Sfc and 1 are simple roots.

(iv) If ma = +00 and &o > rri& or if 0 < raa < +00 and 60 — rnb-> 

then for any k > 0, the equation kB(s) + sA(s) = 0 has exactly 

one root sk G (0,1) such that sk is increasing with respect to k 

and that lim^oo s& = 1.

(v) Suppose that 0 < raa < +00 and b$> mb . If 0 < fc < , m°
^- ^ Ofl^^rfil)

then the equation kB(s) + 5^4(s) = 0 has exactly one root 

Sfc G (0,1) such that s& is increasing with respect to k and that 

Sk 11 as & —^ ^?^ while if A: > ^^ then fc5(s) + sA(s) > 0 

for all 5 G (0,1) and thus 1 is the only root of kB(s) + sA(s) = 0 

on [0,1].

Proof. First, if a = -a0 > 0 then A(s) = - E™= i %(1 - sj ) < -ai(l - 
s) < 0 for all s G [-1,1). limsn A(s) = A(l) = 0 follows from the 
definition of A(s). If a = 0 then a,j = 0 for all j > 0, thus A(s) = 0. A 
same argument can yield the statement regarding H(s). (i) is proved.

We now prove (ii). Note that B"(s) = E™=2 j(j - l)6J-s^2 > 0 for 
s G [0,1], so B(s) is convex on [0,1]. It follows from the definition of 
B(s) that B(Q) = bQ >Q J B(l) = 0 and

oo _ oo
>// \ V^ 't 7 — 1 V~^ 1 f f c i — \ in • cJ — \ h •" I O i —— / I C/o O —— / \J i \ / /—( J vj" Z-*( VJ
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which is a increasing function on [0,1].

If mb < &o, then B'(s) < E^U ~ l } bj - bQ = mb - bQ < Q for all 
s E [0,1] and hence B(s) — 0 has exactly one root 1 on [0,1], this root is 
simple. If mb = 60 , then B'(s) < E^C? ~ l)fy -bQ = mb -bQ = Q for all 
s 6 [0,1) and B'(l) = mb - 60 = 0, therefore B(s) = 0 has exactly one 
root 1 on [0,1] and this root is of multiplicity 2.

If 60 < mb < +00, then £'(0) = bi < 0 and B'(l) = mb - bQ > 0. 
So, the increasing function B'(s) has exactly one zero point £ in (0,1). 
By the convexity of 5(s), we know that B(s) is decreasing on [0, £) and 
increasing on ((",!]• Thus, B(s) = 0 has exactly two roots q and 1 on 
[0,1] with 0 < q < 1 such that B(s) > 0 for s e (0, q) and B(s) < 0 for 
s E (g, 1). Both g and 1 are simple roots of B(s) — 0. Therefore (ii) is 
proved. The proof of (iii) is same as that of (ii).

Next prove (iv). Denote Fk(s) := kB(s)+sA(s) for any k > 0. Under 
either assumption in (iv), we always have k(mb — 69) + ma > 0 (k > 0). 
Therefore, by (iii), kB(s) + sA(s) = 0 has exactly one root Sk E (0,1) for 
any k > 0. Now, view this root sk as a function of k > 0 and we prove that 
Sk is increasing with respect to k > 0. Indeed, suppose that 0 < k\ < k% 
and s^, sk2 are the corresponding roots. Then Fkl (skl ) = Fk2 (sk2 ) = 0 
and Fk2 (skl ) = k2 B(skl ) + skl A(skl ) = (k2 -ki)B(skl ) > 0 since B(s) > 0 
for all s e [0,1). However, Fk2 (s) > 0 for s 6 (0,s/b2 ) and Fk2 (s) < 0 
for s G (sfc2 ,l). Hence ^(sjbj > 0 implies s^ < sk2 . This proves the 
increase property of Sk on k. It then follows that the limit s := lim^-^cx) sk 
exists and s < 1. We now claim that s = 1. Indeed, if s < 1, then by (iii) 
we have Fk (s) < 0 for all k > 0. On the other hand, noting B(s) > 0 we 
have

Fk(s) = kB(s) + sA(s) t +00 as k ->• oo

which contradicts F^(s) < 0 for all k > 0. Hence 5 = 1, which completes 
the proof of (iv). Finally, the proof of (v) can be given exactly the same as 
in the proof of (iv) together with the simple fact that k(mb - 60 ) +ma < 0 

if and only if k > ma /(bQ - ra&). D

Remark 2.2.1. The conclusions (iii)-(v) in Lemma 2.2.1 hold for any
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real number k > 0. However, in the latter application k will be mainly 
taken to be a positive integer. Note also that the conclusions (iv) —(v) 
in Lemma 2.2.1 hold similarly for the case 60 < ™<b < +°°- The onty 
difference is that for this latter case, the unique root sk G (0,1) of the 
equation kB(s) + sA(s) = 0 will increasingly tend to q < 1 rather than 
to 1. Indeed, If 60 < rnb < +00, then Fk (l) - k(mb - b0) + ma > 0 and 
B(s) = 0 has a root q in (0,1). By (iii) in Lemma 2.2.1, Fk (s) = 0 has a 
root sk £ (0,1). Note that kB(sk) + skA(sk) = Fk (sk ) = 0 and A(sk] < 0, 
it follows that B(sk] > 0 and hence 0 < sk < q. Secondly, suppose that 
0 < ki < k2 and skl , S£2 (€ (0,g)) are the corresponding roots, i.e., 
Fkl (skl ) = Fk2 (sk2 ) = 0. Then Fk,(skl ) = (k2 - k1)B(skl ) > 0 since 
B(s) > 0 for all s E [0,g), hence skl < sk2 . Now denote 5 := lim^^oo sk . 
lfs<q then by (iii) in Lemma 2.2.1 and the fact sk < s for all k > 0, we 
have Fk(s) < 0. On the other hand, Fk (s) = kB(s) + sA(s) t +00 since 
B(s) > 0, which contradicts Fk (s) < 0. Thus, s > q and hence s = q 
since we already have s < q.

In the sequel, we always let q(< 1) denote the smallest nonnegative 
root of B(s) — 0 for the case 60 < ra& < -foo.

Lemma 2.2.2. Let (pij(t)\i,j € Z+ ) and (4>ij(\}',i,j G Z+ ) be the 
Feller minimal (J-function and Q-resolvent, respectively, where Q is a 
BIR q-matrix. Then for any i > 0 and 5 £ [0,1),

oo

;=0 j=
CXD

+^W-EPifc(0-^*"1 (2.2.1) *=1 v ;
or equivalently if in resolvent version,

00 -. oo

oo

E &*(A) - fca*-1 . (2.2.2) fc=i v *
Proof. From the Kolmogorov forward equations we obtain that

J" 
+ E p^^) • (kbj_k+l + aj-fc) H- 6dftj+i(*) • 0" + 1).fc=i
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Multiplying s-7 on both sides of the above equality and then summing 
over j yields that for 5 G [0, 1),

00 00

j=0 j=0 fc=
oo j

oo oo

OO OOE aj-
00

OO

So we have proved (2.2.1). Finally, (2.2.2) is just the Laplace transform 
version of (2.2.1). D

Since the BIR q- matrix Q is conservative and totally stable, general 
theory (see Anderson (1991) or Yang (1990)) dictates that there always 
exists an MBPIR, namely the (possibly dishonest) Feller minimal process. 
Therefore the existence problem does not occur. However, the regularity 
and uniqueness problems do arise, which will be the main topic of this 
section. Recall that a conservative ^-matrix Q is called regular if the 
corresponding Feller minimal Q-process is honest.

Theorem 2.2.3. A BIR g-matrix Q is regular if and only if one of the 
following conditions holds.

(i) ra& < +00.

(ii) mi = +00 and J* z^y^5 = +°° fc>r some (equivalently, for all) 

6 G (<7jl)j where q(< 1) is the smallest nonnegative root of 

B(s} = 0, guaranteed by the condition ra& = +00.

Proof. If 60 > mb tnen (n) °f Lemma 2.2.1 implies that B(s) > 0 for all 
s G [0, 1]. Thus by (2.2.2) we have that for all 0 < s < 1,

00 .. 00

A E
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Now letting 5 t 1 in the above inequality and using (i) of Lemma 2.2.1 
immediately yields A£^L0 <^(A) ^ 1» which implies that X'EjLo&jW = 
I since the converse inequality always holds. Hence the Feller minimal 
Q-process is honest and thus Q is regular.

We now assume 60 < mb < +00. Note that 60 < m& < +0° implies 
Si z^yds = +00 for some (equivalently, for all) e G (q, 1)- Therefore we 
only need to prove that Q is regular if and only if f* _B^ds = +00 for 
some (equivalently, for all) e G (#>!)•

Suppose that f£ ^m^ds = +00 for some (equivalently, for all) e G 
(g, 1) but Q is not regular, i.e., p =: 1 - A£*L0 ^-(A) > 0 for some i > 0 
and a fixed A > 0. Then there exists an e G (g, 1) such that

00

s1 — A E (/>ijMsJ > P/2 anc? |H"(s) + -A(s)| < Ap/4, 5 G (e, lj.

Note that B(s) < 0 for s G (e,l), it follows from (2.2.2) that for all

oo

a* - A E

>
-45 W

Therefore, ££Li ^-(A) • (1 — e-7 ) > | /ex _^/s\ ds = +00 which is a contra 
diction.

Conversely, suppose that Q is regular but /J _Ls\ds < +00 for some 
£ £ (<?> 1)- Hence the Feller minimal Q-process is honest, i.e., £^0 pj 
1 (i > 0). It follows from (2.2.1) that for any i>l and s G (e, 1),

Since g4 > 0 for s 6 (e, 1), we have

-i x+
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and hence

„ - * + „.,„J=l
Noting the facts that B(s) < 0 in (q, 1) and Ef=Q K/WI < 2ft for any 
i > I (see Chung (1967) or Yang (1990), for example) we have

Therefore we may let 1 t oo in (2.2.3) and apply the Dominated Conver 
gence Theorem to obtain

oo
lim < 0, i > 1. (2.2.4)

Here in obtaining (2.2.4) we have used the fact that lim.t^OQ pfij(t) = 0 
for any z, j > 0 (see Chung (1967)). Since both Y^iPij(t) • (1 — £J ) and 
PioM • IP ~W(\ds are nonnegative, (2.2.4) shows that both of them must\ / c it \ S) —

tend to 0 as t —>• oo, which, by using the fact that 1 — 6 < I — s3 < I for 
f > 1, is equivalent to

oo „! §
lim £ #,-(*) = 0 = lim PiQ (t) • \ -^ds, i > 1, s e (e, 1). (2.2.5)
t — ̂ oo • _ -i * ^oo J£ jD { S ]

By the first equality in (2.2.5) and the honesty of the Q-process, we obtain

l, ^>!, (2.2.6)
t— >oo

which, in turn, by using the last equality in (2.2.5), clearly implies that 
H(s) — 0 for all s £ (e, 1). Therefore, by (i) of Lemma 2.2.1 we must 
have H(s) = 0 for all s e [0, 1]. Now, letting 5 = g < 1 in (2.2.1) and 
noting B(q) — 0, integrating with respect to t from 0 to oo and again 
using the first equality in (2.2.5) immediately yield

00

lim ftoW = <? + 4(0) ' E( Pij(u) du) ' <? < <

which contradicts (2.2.6). The proof is thus complete. D

^From the general theory of continuous time Markov chains we know 
that if a g-matrix Q is regular then there exists only one Q-f unction,
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the Feller minimal Q-function which satisfies the Kolmogorov forward 

equations. However, if a conservative g-matrix Q is not regular, then 

there exist infinitely many Q-functions (even infinitely many honest Q- 

functions). The following conclusion shows that even if a BIR g-matrix Q 

is not regular, there still exists only one Q-function (i.e., the Feller min 

imal Q-function) which can satisfy the Kolmogorov forward equations.

Theorem 2.2.4. There always exists only one MBPIR which satisfies 

the Kolmogorov forward equations.

Proof. By Theorem 2.2.3, we only need to consider the case ra& = +00. 

For this purpose, it is sufficient to show that (see Theorem 1.3.3) the 

equation
- = (2.2.7)v J

0<Y,YK+oo
has only a trivial solution for some (and therefore for all) A > 0 where 1 

denotes the column vector on Z+ whose components are all equal to 1.

Suppose that Y = (yi]i > 0) is a solution of (2.2.7) for A = 1. Then 

(2.2.7) can be rewritten as

2/0 = 2/o/H) + 2/1 &o
Vn = yohn + E^i Vj • (jbn-j+i + On-j) + yn+1 - (n + l)6o, n > 1.

Multiplying both sides of the above equation by sn , summing over n > 0 

then yields that for any \s\ < 1,
CO OO OO

£ ynsn = yo • H(s) + A(s) • £ ynsn + B(s) .^
n=0 n=l n=l

i.e., for any \s\ < 1,
00 00

- H(s)) + (1 - A(s)) - E ynsn = B(s) E yn . nsn~\ (2.2.8)
n=l n=l '

Since m& = +00, by Lemma 2.2.1(ii), B(s) = 0 has a root q e [0, 1) and 

B(s) < 0 in (q, 1). Therefore, by comparing both sides of (2.2.8) in (<?, 1) 

and noting that the left hand-side of (2.2.8) is certainly nonnegative we 

obtain that yn = 0 (n > 0). The proof is complete. n

From Theorems 2.2.3 and 2.2.4, we see that the regularity and unique 

ness criteria for MBPIRs are the same as that for Markov branching pro-
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cess without immigration. In other words, immigration does not have 
any effect on the regularity and uniqueness property.

From now on, we shall assume that the BIR g-matrix is regular and 
thus the corresponding MBPIR is honest.

2.3. Absorbing Property

Throughout this section, we shall always assume that h = 0 and 
thus the state 0 is an absorbing state. For this process, the most inter 
esting problem is the property regarding the extinction probability and 
extinction time. Note that if we further have a = 0, then we recover 
the ordinary Markov branching process for which the extinction property 
is well-known. In particular, we know that, when a = 0 the extinction 
probability is 1 if and only if the death rate is greater than or equal to 
the mean birth rate, i.e., 60 > m^. On the other hand, when a > 0 
and thus immigration occurs, then, intuitively speaking, the immigration 
will reduce the possibility of extinction. Therefore, our main interest 
is to examine the depth of the effect caused by such immigration. For 
this purpose, let (X(i);t > 0) be the MBPIR determined by a regular 
BIR ^-matrix Q, and let TQ = mf{t > 0; X(t) = 0} be the extinction 
time and let a^ = P{(TQ < oo) (i > 1) be the corresponding extinc 
tion probability when the process starts at state i > 1, where Pi is the 
probability distribution under the condition X(0 — i). It is clear that 
a^o = hmt^ooPio(^)? where P(t) = (pij(t)]ijj > 0) is the transition func 
tion of the corresponding absorbing process. Note that each pjo(t) (i > 1) 
is an increasing function of t > 0 and thus the limit a^o does exist. Be 
fore stating our main result in this section, we first provide some useful 

lemmas.

Lemma 2.3.1. Let (pij(t)',i,j £ Z+) be the Feller minimal Q-function 
where Q is an absorbing (regular) BIR g-matrix. Then for any i > 0,

/°° Pik(t)dt < oo, fc>l (2.3.1)

and thus
lim pik (t) = 0, i > 0, k > 1. (2.3.2)
t—»oo
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Moreover, for any i > 0 and s G [0, 1), we have

**«*>• (2 - 3 - 3)
k=l 

Proof. For any fixed i > 0, it follows from the Kolmogorov forward
equations that

^t
Pio(t) = ho + b0 JQ pn(u)du

which clearly implies that f§° pn(i)dt < oo. Suppose f§° Pik(t)dt < oo for 
k < j- From Kolmogorov forward equations we can see that

A

Pij(t) - Stj = £ (kbj-k+i + cij-k) ' f™ Pik(t}dt + (j + 1)60 F°pij+i(t)dt k=i J0 J()
and hence /0°° pij+i(t)dt < oo. Therefore, (2.3.1) follows from the math 
ematical induction principle. (2.3.2) immediately follows from (2.3.1). 
Finally we turn to (2.3.3). For this purpose, we shall consider two differ 
ent cases separately.

First, consider the case 60 < m& < +00. By (ii) of Lemma 2.2.1, 
B(s) = 0 has a root q G (0, 1) such that B(s) > 0 in (0, q) and B(s) < 0 
in (#,1). Note also that A(s) < 0 for all s G [0,1] and thus for all 
5 G (g, 1) we have B(s) + sA(s) < 0. Therefore using (2.2.1) and noting 
that H(s) = 0 we obtain that for all s £ (q, 1),

00 00

< (8A(S) + B(s)) -
j=0 3=1

The above inequality together with (2.3.2) yields that for all s G (^, 1),

v/ u\j*\ ^£( PijWdt) • s> < <oo.
SA(S)

Next consider the case 60 > rnb . If either 0 < ma < +00 together 
with 60 = ™b or ma = +00, then from (iii)-(iv) of Lemma 2.2.1, we 
know that for any k > 1, kB(s) + sA(s) = 0 has a root sk G (0,1) such 
that sk t 1 as k -* oo. Thus for any s G [0,1), we may find a positive 
integer k such that sk > s and thus kB(s) + sA(s) > 0. Therefore, it 
follows from (2.2.1) that for any t > 0,

00 00 oo
^7-1

3=1
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oo oo
B(s)

j=k+i
oo k 
V <n-.(t\ - *i~ l -\- A(*\ >\/ U^i \L I <J |^ fi I <5 I /

j=k+l j=l

Integrating the above inequality with t then yields that for any t > 0, we 
have

oo oo ri

EPij(t}s3 -sl > [kB(s) + sA(s)}- E (L
j=0 j=k+l °

A;

Letting 11 oo and noting (2.3.1) immediately yields that

f I ~ (~.\J~.\ -7 — 1 OO

which clearly implies (2.3.3). If 60 > mb and 0 < ma < +oc, then by (v) 

of Lemma 2.2.2, there exists k > I such that fc(ra& — 60) + ^a < 0. By 

(iii) of Lemma 2.2.1, we again have kB(s) + sA(s) > 0 for all s £ (0,1). 

Thus (2.3.3) can be similarly proven. D

Lemma 2.3.2. Suppose that c^- > 0 and 6Z- > 0, i,j G Z+ . Then the 

minimal solution, denoted by (#*; i G Z+), to the equation
oo

= E CtfcZ* +

always exists and is indeed unique. Further, it can be obtained by the 

following procedure: Let

il0) = 0, V i € Z+)
/ , i\ °° / \
(n+1) v-^ (n) i L W ' /- rj= c ^ + 6 V 2 E Z^k i, +

fc=0

for n > 0. Then (x (n) ;^ £ Z+) increases to (xj;i G Z+).

The above Lemma 2.3.2 is just the Theorem 2.2 in Chen (1992), a 

full proof can be found there.

The following lemma, a direct consequence of Lemma 2.3.2, can be 

applied to any absorbing denumerable Markov processes not only for our 

MBPIR.
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Lemma 2.3.3. Suppose that the conservative ^-matrix Q = (qij'i^J ^ 
Z+) is regular and (pij(t)\ i,j E Z+ ) is the corresponding (J-function. 
Further assume that <?oo = 0 and thus 0 is an absorbing state. Denote 
x* = ]imt^00 piQ(t) j i > 1. Then (arj; i > 1) is the minimal solution of the 
equation:

Pin

lijXj + qio = 0, 0 < Xi < 1, i > 1.

Proof. Let X(t) be the corresponding Markov chain and an denote the 
n'th transition time of X(t). And also let (TT^-; i,j G Z+) denote the 
transition probabilities of the embedding chain {AT(c7n); n > 0}. We may 
then rewrite the above equation as

oo
jXj + TTjO, 0 < Xi < 1, i > 1. 

J=l

Let TO denote the first hitting time of state 0. Then for any i > 1,

Pi(TQ = <7i) = fl(X((7i) = 0) =

and by the Markov property of X(crn],
00

where JJ is the probability distribution of the process (pij(t)) starting at 
state i > 0. Therefore,

n+l oo n
Pi(r0 = am) = Y^ TTij • ( £ P^TQ = (7m)), n > 1.

=l m=l

Noting that z* = E^i ̂ (r0 = an) (i > 1), we immediately see that the 
assertion follows directly from Lemma 2.3.2. D

Now we can give the main result regarding the extinction property 
of the process.

Theorem 2.3.4. For any i > 1, aio = 1 if and only if 60 > mb and 
J = +00 where

r 1 1 ry ^(^ ,J:= l»m' y-
More specifically,
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(i) If 60 > ™>b and J = +00, then a^o = 1 

(ii) If 60 > rrib and J < +00, then

:dx

f . rf /o ' e/°

dy
<1, t>l. (2.3.5)

(hi) If 0 < &o < m6 < +00 and thus the equation B(s) = 0 possesses 

a smallest nonnegative root q G (0, 1), then

L . e/o" m
„ {• 

/o ' e/0

Proof. It follows from (2.2.1) that
OO CO 00

B(s) • £ pik (t) • ksk ~ l + A(s) • E PijftJ = E Pij
k=l j=l j=0

since H(s) = 0 in the present case. Integrating with respect to t on [0, u) 
yields that

00 ru °° ru• z(/n pik(t)dt)-ksk- i +A(S).^:(
^ t " \J • -t J \) 

=1 1—1

OO

Letting w —>• CXD and using (2.3.2)-(2.3.3) in Lemma 2.3.1 yield that

B(s)F!(s) + A(s)Fi(s) = ai0 - s\ s£ [0,1), i > I (2.3.7)

where Fi(s) = E?=i(J§°Pij(u)du) - Si < oo.

First consider the case 60 > m^. Solving the ordinary differential 
equation (2.3.7) for s E [0,1) immediately yields

^ ^^ (2.3.8)

Now we claim that if J = oo, then a^ = 1. Indeed, if ai0 < 1, then 
by letting s t 1 in (2.3.8) we see that the right hand side of (2.3.8) 
tends to —oo, while the left hand side is always nonnegative, which is 
a contradiction. Hence (i) is proven. We turn to (ii). First note that
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J < oo implies SQ i¥\dx = -co. Since the left hand side of (2.3.8) is
-D I X ]

clearly nonnegative and thus so is the right hand side of (2.3.8). It follows 
that aiQ > J~l 'fojjh' e^^dxdy. Therefore, in order to prove (2.3.5) 

in (ii), we only need to show that ai0 < J~l • SQ jjfc • e^^dxdy. Take 

J~l "J ' e1* ^Xdy, 3 > 1, then for i > 1,

00

+ ftO

T-i [
h

iyi - l B(y)+yiA(y) 
B(y)

: dy

= 0.

Here the last equality follows from applying the method of integration by 
parts. Hence (#:•; j > 1) is a solution of the equation

00

+ fto = 0 < Xi < 1, i>\.

By Lemma 2.3.3, we then have a^o < x* (i > 1) since (a^o; i > 1) is the 
minimal solution of the above equation. This completes the proof of (ii).

Finally, consider (iii). Suppose that b$ < rrib < +00. By (ii) of 
Lemma 2.2.1, we know that B(s) = 0 has a root q 6 (0,1) and (2.3.8) 
holds for all 5 € [0,g). Similarly as in the above, we only need to show 
that

-i
lim

rs 1 ri/ ——— • ej° 
JO R(u\B(y) Jo B(y)

'dy.

Since a > 0, we know by Lemma 2.2.1 that

A(x)<0(Vxe[Q,q]), B(x)>0(Vxe[0,q)), B(q) = 0

and

B(x) = (q-x)
00 J-fri-EME [0,1],
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Hence, JQ j$;dx = — oo and for any y G [0, g),

^ . -

< ;g G [0,g]} /-y dx
q- x

pin
q-y

where p = — inf{|A(x)|; x E [0, q]}/bi > 0. Therefore, the integral 

, denoted by D, is convergent. Now let ?/!• = D~ l • 

5 j' > lj then for i > 1,
#(y)

oo

E ftj2/j + fto

i /
Jo B(y) y

o B(y)
= 0.

Thus, (y*',j > 1) is a solution of the equation
CX3

E + qiQ = 0, 0 < Xi < 1, i > 1.

Again by Lemma 2.3.3, we have a^o < y* (i > 1) which proves the first 
equality in (2.3.6). The last two assertions in (2.3.6) are obvious. D

By Theorem 2.3.4, we see that if a > 0 (i.e., if immigration occurs 
when the process is at positive state), the condition &o > mb (i.e., the 
death rate is greater than or equal to the mean birth rate) is no longer 
sufficient, though still necessary, for the process to be finally extinct. A 
further condition J = +00 is necessary to guarantee the final extinction. 
Note that the larger the immigration is, the smaller the value of J will 
be. Therefore, this J reflects the effect of immigration.

Although Theorem 2.3.4 has answered our basic question, the proba 
bilistic interpretation of this latter condition may not be too clear. Also,
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this condition may not be easy to check in some situations. The fol 
lowing corollaries therefore provide some further sufficient conditions for 
aiQ — 1 (i > 1). These conditions are much easier to be checked and also 
possess a clear probabilistic interpretation. To this end, we consider the 
cases &Q > mi and 60 = ra& separately.

Corollary 2.3.5. If 60 > m& and E£Li a>k In k < oo, then ai0 = 1 (i > 1). 
In particular, if 60 > ra& and ma < oo, then a^o = 1 (i > 1).

Proof. Note that for x E [0, 1],
oo

B(x) =
3=0

OO OO

k=l j=k

(bQ -m,b)(l-x)

and also
oo

OO OO

oo oo

Hence
1 OO OO

which is finite since E^i a^lnfc < oo. Thus jj -—^ - e^° ^dxdy = +00 
and hence a^ = 1 (2 > !)• D

Remark 2.3.1. If 60 > ra& and E^li a^ In A; = +00, then it is fairly easy 
to construct examples such that either ai0 = 1 (« > 1) or a^o < 1 (i > 1) 
may occur. In this case, the condition J = +00 should be checked.

Corollary 2.3.5 tells us that if b0 > nib (the death rate is strictly 
greater than the mean birth rate), then in order to "rescue" a species from 
extinction, a considerably large immigration is necessary. In particular if 
the mean immigration rate is finite, then it can never "rescue" a species
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from extinction. Intuitively speaking, condition 69 > ra& (i.e., the death 

rate is strictly greater than the mean birth rate) implies that the species 

in the system will tend to be extinct. Therefore, in order to rescue this 

species, the immigration must be very large. The following corollary 

shows that, however, the situation is very different if 69 = ra&.

Corollary 2.3.6. Suppose that 60 = m&.

(i) If ma < \B"(l] < oo, then aiQ = l(i> 1). 

(ii) If \B"(l] < ma < oo, then ai0 <l(i>l).

Proof. We first prove (i). Suppose that ma < ^B"(l) < +00. If 

we further have $ Jtfx)dx > — oo, which can happen only in the case
1 ry A(x) j

B"(l) = +00 due to the reason that ma < +00, then JjJ £ryeJo B(x) dy >
rl A(x),

eJo B&S . fi -j^dy — -foo and hence a^o = 1 (i > 1). Now assume that 

/o j^j\dx = —oo. For this latter case, it follows from the expression of 

B(x) and 60 — 7^fe that
oo oo

B(x) = (l-i)(6o-E(E
k=l j=k

oo oo

k=l j=k
oo oo k

Jb=l j=k 1=1

Using the expression of A(x) (see, again, the proof of Corollary 2.3.5) 

and the above equality yield that

A(x)(l-x) = 
B(x)

Therefore,
- x)

B(x] B"(\\ 
Hence, by the assumed condition, there exists an e G (0, 1) such that

and therefore for all y 6 (e, 1) we have
A(x) Jm re A(x) , ry A(x) ,- ~

33



> (1 - y)

where the last inequality in the above expressions follows from the fact 
that -A(y) < ma (l - y) for y e [0, 1]. It follows immediately from the 
above inequalities that

__ -— = +00 
B(y) ~ ma Jo B(y)

and hence a^ = 1 (i > 1).

We now prove (ii). Suppose that \B"(l] < ma < +00. Then by 
(2.3.9), there exists an e e (0, 1) and an 77 G (1, J^fy) such that

- x) ., ,_ 1X <-//<-!, z 6 (e, 1). 
o;

Therefore

e/c? IMda: < (1 - y) 7' • e-^ ^Sdrr , y e (e, 1).

which implies that J < +00 and hence a^ < I (i>l). D

Remark 2.3.2. By the above we see that even if ma = \B"(\.) < +00, 
so long as there exists an e E (0, 1) such that (2.3.10) holds, then we still 
have diQ = 1 (i > 1).

It is interesting to compare the conclusions obtained in Corollaries 
2.3.5 and 2.3.6. Indeed, in the case 60 = ra& (the death rate is equal 
to the mean birth rate), only a mild immigration requirement, as stated 
in (ii) of Corollary 2.3.6, may rescue a species from extinction which is 
significantly different from the case b$> m^.

It is also interesting to investigate the so-called balance situation of 
b0 = nib and raa = \B"(l) which is not covered by Corollary 2.3.6. In 
contrast with Corollary 2.3.6, now both ai0 = 1 (i > 1) and az0 < 1 (i > 1) 
may happen for this most subtle case, as the following Corollary 2.3.7 
shows.

Corollary 2.3.7. Suppose that 60 = ™b and ma = \B"(l) < oo. 

(i) If B'"(l} < oo, then aiQ = 1 (i > 1).
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(ii) If B'"(\] = oo and assume that the following limit

. =
B(y)

exists, then if p < 1, then a^ = 1 (i > 1) while if p > 1, then 

ai0 < 1 (i > 1).

Proof. We first consider the case Bff'(l] < oo. Since 60 = ra&, we know 
from the proof of Corollary 2.3.6 that

oo oo k
B(x) = (l-x)2 E(E6,>i)E^/ " 1 .

k=l j=k 1=1

Using the expression of A(x) (see the proof of Corollary 2.3.5) and the 
above equality yield that

B(x) Ef= *" 1

Since A'(l) = ma — ~B'f (l] < oo, it follows by using L'Hospital's rule 
that

A(x)(l - x) + B(x) ™

Choose c G (—00, 3A ^^m )• Then there exists an e e (0, 1) such that

and hence
e/oy £$dx > M(l - y)ecy , y 6

where M — e~C£+^° ^^dx is a finite positive constant. The above inequal-
ry A(x) i

ity clearly implies that JQ • ej° ^^ ofa/ = +00 and hence aiQ = I (i >

Next we consider the case ^"(l) = oo. Assume that the stated limit 
p does exist and that p < 1. Noting that

i - x) + B(x)] - (1 - ln(l - x)) lim —————————— ̂ -r —————————— = -p,
B(x)
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we may find an e G (0, 1) such that
- x} + B(x)] • (1 - ln(l - x))

B(x) 

where p\ G (p, 1). That is

Pi
1-x (l-z)(l-ln(l-z))

Hence

6 (e,

and so

/o
I 1

B(y)

= crJi = oo.

Thus, diQ = 1 (i > 1). If p > 1, then similarly we may find an e G (0,1) 
such that

— x) + B(x)] • (1 — ln(l — x))
B(x)

where p2 G (l,p). That is
1 P2
- x (I-

Hence
/oy

, y G e,

and so
ri 1 /; 

Jo B(y] ' 6
'dy

-dy

^n~- 
«/, u u < oo.
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Therefore, a^o < 1 (i > 1). O

Having obtained the extinction probability, we are now in a position 
to consider the extinction time. We shall use E^TQ] to denote the mean 
extinction time when the process starts at state i > 1.

Theorem 2.3.8. Suppose that 60 > ra& and J = +00 where J is given 
in (2.3.4) and thus the extinction probability a^o = 1 (z > 1). Then for 
any i > 1, E^TQ] < oo if and only if

r l 1 - y ~

and in which case, E^TQ] is given by
!-»' (23 - i2)

Proof. Suppose that &o > m& and J = CXD. By Theorem 2.3.4, a;o = 1. 
Hence it follows from (2.3.8) that for 5 G [0, 1),

- ts
k

where Fi(s) = E?=l (S§°Pij(t)dt)s>. Thus,

B(y)
Letting s f 1, using the honesty condition and applying the Monotone 
Convergence Theorem then

/•oo 
Ei[TQ ] = J (l- PiQ (t))dt

'0
oo

— ^/ v k B(y)

Thus (2.3.12) is proved. Finally, we turn to prove that for any i > 1, 
Ei[TQ ] < oo if and only if (2.3.11) holds. If (2.3.11) holds, i.e.,

l -
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It follows from (2.3.12) that

Ei[To] =
Conversely, suppose that (2.3.11) fails, i.e., SQ 1%)^ = °° or $ =$y)'dy 
oo. Note that

r1

and that /Q1 :̂ -dy = oo is equivalent to /i1 :: -dy = oo. We get £7j[r0] = 
oo. The proof is complete. n

When the extinction probability is less than 1, the mean extinction 
time is trivially infinite and thus uninformative. For this case we are nat 
urally more interested in finding the more informative conditional mean 
extinction time. The following two theorems discuss the two different 
cases separately.

Theorem 2.3.9. Suppose that 60 ^ ^6 and J < +00, and thus 
1 (i > 1). Then for any i > 1, £7t-[r0 |r0 < oo] < oo if and only if

f/.J £>JO

/o -
o 

and in which case, £i[ro|ro < oo] is given by

! , x oo] = , ,. „ «*^ , —— ~ (2-3.14)

where Ei[rQ\TQ < oo] is the conditional mathematical expectation under 
the condition {TO < oo}.
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Proof. Suppose that fro > ra& and J < -f-oo where J is given in (2.3.4). 
Noting that by (2.3.5) we have ai0 = J~ l - $ -^ - e^^dxdy. Thus, by 
applying the Fubini Theorem, we obtain

oo

- '- • c (/:
T-I r°°

= J • k

-'•«•«*
- /

'o yo B(y) 

On the other hand, it follows from (2.2.1) that

tf
, \ ,.ay at. y

• «** -
(2.3.15)

oo

3=0
— s1 = A(s) - Gi(t,s) ds

where G<(t, s) = Ejii(/o Pij(u)du) - sj . Therefore for any t > 0, s <E [0, 1),

, a ) = (2 .3. 16)

By (2.3.8), we know that for s e [0,1),

J

ft j(u]du} .
Combining above equality and (2.3.16) yields that for t > 0 and s E [0, 1),

0 , s)
s A(x)

B(y)

. J . Jv %$d*

y

Letting s t 1 in the above inequality yields that

Urn Gt-

since J < oo and a^o = r-i r 1 £' Jo . Noting (2.3.16) yields
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i.e.,

t > o.
B(y) B(y] 

Integrating above equality with respect to t on [0, oo) yields that

B(y]

o B(y) 

On the second hand, letting 1

Gi(oo,y) =

(2.3-17)

oo in (2.3.16) yields that for y 6 [0, 1),
00 oo

= - J? [
Jo

(2.3. 18)
o B(u)

since lim^oopjo^) = ^io and lin^-^oo P»j (*) = 0 (^" > 1). Now, substituting 
(2.3.17) and (2.3.18) into (2.3.15) yields

Vn - V-M}dt -rl - ( l (aiQ P*W>(tt - Jk dy
'o B(u) " J

which, in turn, yields (2.3.14) by noting that E^TQ TO < oo] = a^1 • 
— piQ(t))dt. Finally, noting that

lim B(u)

rl^. 0 * Jy B(u) e

we know that (2.3.14) is finite if and only if

= limfa' - arc) = 1 - ai0 > 0,

/• 
/A

l 1 •! 1 ru ^M/v
° B (x ) nit

but

i 1
o ~B(y) ' \Jy B(u)/.

— [l ^ Io 
" Jo R(iA ' e

dy

olo B(u) 

by the Fubini Theorem. Thus the proof is complete. D
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Next we consider the case b$ < ra& < +00.

Theorem 2.3.10. Suppose that 60 < mb < +°°- Then for any i > 1, 
Q TO < oo] < oo if and only if

y A(x)

and in which case, E^TQ TO < oo] is given by

oo] =

_ i ru A( T-4*- • P J O dy
(2 . 3 . 20)

Proof. Suppose that 60 <
, where D 

Fubini Theorem, we obtain

< oo. By (2.3.6) we have a^o = D
dxT) xdy. Thus, by applying the

oo

* • r - D •»(•>*

On the other hand, it follows from (2.2.1) that 

* -8* = A(s) - Gt-(t, s) + B(s) -
j=Q

> o, 8 e [0, q),

where Gi(t, s) = Y,f=i(lQpij(u)du) • sj . Therefore for any t > 0, s G [0, g),

(2.3.22)

By (2.3.8), we know that for 5 e [0,g),

£(f^ vo
• -i ^ w

Combining above equality and (2.3.22) yields that for t > 0 and s G [0, g),
T* m ^ // /" \ 7 \ "? I ——S —Y f] 'J*< \ f / *). •( 7* 1/7'J/ 1 . «;•' . pJO B(x)^^ / If 1>/1 -jIU/iU/U/l O C- v/- f-ivo n y y

41



Letting s ^ q m the above inequality yields that

Urn G

since D < oo and aiQ = D~l • /o • e dxdy. Noting (2.3.22) yields

B(y)

i.e.,

Integrating above equality with respect to t on [0, oo) yields that

ri Zf=l 
Jo

,B(y) 
° Pij (t)dt) (2.3.23)'o B(y) 

On the other hand, letting 1 1 oo in (2.3.16) yields that for y £ [0, g),

Gi(oo,y) =
00 OO

B(u)

since Iimt_>00 pi0 (t) = ai0 and li
(2.3.23) and (2.3.24) into (2.3.21) yields

f00
/o

(2.3.24)

= 0 (j > 1). Now, substituting

U 1 ru AM dx'

which, in turn, yields (2.3.20) by noting that #;[TO|TO < oo] = a^1 • 
/o°°(aiO — Pio(t))dt. Finally, noting that

= 9 - a*o > o,
Jy B(u] * 

we know that (2.3.20) is finite if and only if

n 1
B(y) \Jy B(n) dy < oo,



but

• u i 7du dy 
B(y)

by the Fubini Theorem. Thus the proof is complete. D

2.4. Ergodicity Property

Different from the previous section, in this section we shall always 

assume that h > 0 and thus 0 is no longer an absorbing state. Considering 

we have also assumed that 60 > 0 and a > 0 throughout this chapter, 

it is easy to see that our BIR ^-matrix Q is irreducible and thus so is 

the corresponding MBPIR. For this latter process the most important 

problem is the recurrence and ergodicity on which we shall concentrate 

from now on. We shall also, again, assume that the BIR ^-matrix Q is 

regular and thus the MBPIR is honest.

The following Lemma 2.4.1 is just the Lemma 4.46 in Chen (1992), 

we state it here for convenience.

Lemma 2.4.1. Let (pij(t)',ijj E Z+) be a transition function with regu 

lar g-matrix Q = (%•;«, j G Z+) and {X(t)\t > 0} be the corresponding 

Markov chain. Suppose that an is the n'th transition time of X(t), H is 

a non-empty finite subset of Z+ and TH = inf{t > a\\X(t} G H}. Then

= E **/&>, ">!,
k£Z+ \H

and (fin] i G Z+) is the minimal solution to the equation

where (TT^-; z,j G Z+) is the transition probabilities of the embedding 

chain of X(t], 7TiH = EkeH ^ik and
oo , ,

= P(TH = an > 0\X(0) = i), fa = E fiH-
n=l
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Furthermore, the Markov chain is recurrent if and only if fin = 1 f°r
i € Z+.

Theorem 2.4.2. The MBPIR is recurrent if and only if 60 > mb and 

J = +00, where J is given in (2.3.4).

Proof. We first prove the "if part. Suppose that 60 > ™>b and J = +00. 
By Lemma 2.4.1 (i.e., Lemma 4.46 of Chen (1992)), it is sufficient to prove 

that the minimal solution of the equation
00

TTi'iX'i + TTVn, ir > 0 (2.4.1)v I ^^ I (>\J / _ \ /

j=l

equals 1 identically, where (TT^-;^ 3 G Z+ ) denote the transition probabil 
ity of the embedding chain of the MBPIR. Denote

= f*0j, *'jM = 0, j>0
nij ~ UM, «/^>o, j>o.

If (x*]i — 0) is ^^e minimal solution of (2.4.1), then it can be easily 
checked that (#*; i > 1) is a solution of the equation

CO

X% ~ ^2 KijXj + TT^o, 0 < Xi < 1, i > 1. 
3=1

By Lemma 2.3.3 and Theorem 2.3.4 we immediately see that x\ = 1, (z > 
1) and hence #z* = 1, (i > 0).

We now prove the "only if part. Assume that either 60 > ™>b 
together with J < +00 or 60 < mb < +00. We shall prove that the 
process is transient. By Theorem 4.34 and Theorem 4.25 in Chen (1992), 
a irreducible Markov chain is transient if and only if the equation

00

/ ̂  ^ijXj — Xj) % *> 1 
j=0

has a non-constant bounded solution. So, in the present case, it is suf 
ficient to show that the above equation has a non-constant bounded so 
lution. By the Comparison Lemma (stated in, say, Lemma 3.14 of Chen 
(1992)), the above equation has a non-constant bounded solution if and 
only if the inequality

oo

>^, «>1 (2.4.2) 
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has a non-constant bounded solution. Thus we only need to show that 
the inequality (2.4.1) has a non-constant bounded solution. Now if 0 < 
60 < rn& < + oo, then B(s) = 0 has a root q £ (0,1). Let XQ = 1-q, X{ = 
I — q1 (i > 1), then (xi\i > 0) is a non-constant bounded solution of 
(2.4.2). Indeed, for i > 1

CO

\
/ ̂

oo

-l H~ / ., 
k=l

ooibQ (l - ql ~ 

-f qA(q))q
k=l 

i-1

> 1 - ql: =

and
oo 00

k=l

—i - a0
oo

k=l

a0
> \ — q — x\.

If 60 > m& and J < +00. Let x*j = J~ l • /Q 
for i > 1,

, ; > 0, then

00

E
j=0

B(y]

B(y)
- 0.

Here the last equality follows from applying the method of integration by 
parts. Hence (x*j]j > 1) is a non-constant bounded solution of (2.4.2). 
The proof is thus complete. D
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Corollary 2.4.3. The MBPIR is recurrent if any one of the following 
conditions holds.

(i) b0 > mb and f£ : jLdy < +00. 

(ii) 60 > nib and Ej^Li «& In k < oo. 

(iii) 60 = ra& and ma < ^B"(l) < oo.

(iv) 60 = mb , ma = \B"(l) < oo and B'"(l} < oo. 

(v) 60 = m& , ma = \B"(l) < oo, £'"(1) = oo and

Proof. If (i) holds, then

J = l --r-r • eft $?) dxd > efi ^dx • l — = ooB(y) ~ ••-*--» k B(y]

since A(x) < 0 and B(x) > 0 for x G (0,1). Hence by Theorem 2.4.2, the 
MBPIR is recurrent.

If (ii) holds, note that for x G [0,1], 

B(x) =
00

3=0
00 00

=l j=k

and also

A(x) =
oo

oo oo

oo oo

k=l }=k

Hence
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which is finite since EkLiak \nk < oo. Thus J = /d ^ • e^° ^> dxdy = 
+00 and hence the MBPIR is recurrent.

If (iii) holds, then exactly repeating the proof of Corollary 2.3.6(1) 
yields J = oo and hence the MBPIR is recurrent.

If (iv) holds, then exactly repeating the proof of Corollary 2.3.7(1) 
yields J = oo and hence the MBPIR is recurrent.

If (v) holds, then exactly repeating the proof of Corollary 2.3.7(11) 
in the case p < 1 still yields J = oo and hence the MBPIR is recurrent. 
Thus the proof is complete. D

Remark 2.4.1. Note that the recurrence criterion obtained in Theorem 
2.4.2 is the same as the conditions obtained in Theorem 2.3.4 regarding 
the extinction probability of the corresponding absorbing MBPIR. In 
particular, this recurrence criterion does not depend on the resurrection 
sequence {hi}. In fact this is a special case of a more general result. 
Indeed, let Q = (qij',i,j £ Z+) be an irreducible conservative g-matrix 
with qo > 0. Define Q = (qij) as follows.

0, if i = 0, j > 0, 
t/*>0, J>0.

Then the Feller minimal Q-process is recurrent if and only if the extinc 
tion probability of the corresponding absorbing Q-process is 1.

Note that (i) in Corollary 2.4.3 is a sufficient but not necessary con 
dition for recurrence. Indeed, let B(s) = (1 — s) 2 , H(s) = A(s) = s — 1. 
Then 60 = rn& = 1 together with

rv A(x) . , , /•! 1 \l^\dxA f l _dy L B(x) dx ^ ^(1 - *), and /o W} . eJo «., dy = ^ __. = +00.

By Theorem 2.4.2, the process is recurrent but JQ ~^^-dy = +00.

Now we consider the positive recurrence of the MBPIR. We need the 
following preparation.

Lemma 2.4.4. Let Q = (%•; i, j e Z+ ) be a regular irreducible ^-matrix 
and H ^ 0 be a finite subset of Z+, where 0 is the empty set.

(i) The process is positive recurrent (i.e., ergodic) if and
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only if the equation

< oo.

has a finite non-negative solution.

(ii) The process is exponentially ergodic if and only if for 

some A > 0 with A < inf{^; i > 0}, the equation

I EJ qijVj < -Xyi - 1, i eZ+\H 
\ Ei&n Ej^i qijVj < oo.

has a finite non-negative solution.

(iii) The process is strongly ergodic if and only if the solu 

tion to the equation in (i) is uniformly bounded.

Lemma 2.4.4 is just the Theorem 4.45 in Chen (1992). The following 
Lemma 2.4.5 is just the Corollary 4.49 in Chen (1992).

Lemma 2.4.5. Let Q = (qij',i,j G Z+) be a regular conservative irre 
ducible g-matrix. Suppose that there exist constants C\ > 0, 62 > 0 and 
a nonnegative function (/;; i > 0) with lirn^oo /,- = +00 such that

00

j=0

Then the Q-process is exponentially ergodic.

Proof. By the property of (fai > 0), we can choose a finite subset of 
Z+ so that Ci - \Cifi < -1 for all i G Z+ \ H. Now the assertion follows 
from Lemma 2.4.4. D

Theorem 2.4.6. The MBPIR is positive recurrent (i.e., ergodic) if and 
only if 60 > m&

I1 -
Jo B(y}

Moreover, If 60 > nib and ma +mh < oo, then the process is exponentially 
ergodic.

48



Proof. Suppose that 60 > rnb and (2.4.3) holds. In order to prove the 
positive recurrence, we only need to show that the equation

<
has a finite nonnegative solution (see Lemma 2.4.4, i.e., Theorem 4.45 in 
Chen (1992)). Noting that for y e [0, 1],

oo oo
H(y) = -(I - ») E(E hjtf- 1 < -h(l - y)

k=l j=k

where h = —hQ — Ejii hj. Since h > 0, we then have l — y< -h~l H(y) 
which, together with (2.4.3), implies that JQ ^r^dy < oo for any j > 0. 
Thus, by (2.4.3), we have

P-L yitxl i " /*V A\ x}

Now let yj = e~ Jo ^ • Jo i^fy • ej° *& dy, j > 0, then 0 < y j < oo (j > 
0) and for any i > 1,

= _ e- /o fS^ . /• x ^"
Jo/o 5(j/) 

- -1.

As to i = 0, it is easy to see that E?Li <?oj2/? 5^ e~ -^ x • /o "gf } dy < oo. 
Therefore the MBPIR is positive recurrent.

Conversely, suppose that the process is positive recurrent and thus 
possesses an equilibrium distribution (KJ]J > 0), say. That is that

00

lim Pij(t] = TT ?- > 0 and E ^i — 1-
4-_VQQ J ^ .

Letting t -> oo in (2.2.1) yields that for s £ [0,1),
oo oo

H(S)TTQ + A(s) • lim E Pii(t)sJ + #(s) • 1™ E Pijtf) ' J sJ ~ — ®-
\ / ^ ' •/•___V f\J^\ ^"^^ •* T __ V O^\

Since both E^ii sj and Ejii J5-7 " 1 are convergent for s G [0,1), therefore 
using the Dominated Convergence Theorem yields

OO 00

H(s)7T0 + A(s) • E ^^' + B(s) • E ^ - jV'- 1 = 0, s G [0,1). (2.4.4)
3=1 j=l
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Note that the above expression implies that 60 > ra&. Indeed, since 
H(s) < 0 and A(s) < 0 for all s G [0,1) (see Lemma 2.2.1), we obtain 
that B(s) • E£i Kj - jsi~ l = -(H(s)irQ + A(s) • E?=l TT^') > ° (s e [°» *)) 
and hence £(s) > 0 (s G [0,1)), which, by (ii) of Lemma 2.2.1, implies 
that 60 > mb . Denote TT(S) = E =̂0 ^jSj , then (2.4.4) can be written as

B(s) • 7r'(s) + A(s) • TT(S) + TTO - (H(s) - A(s)) = 0, s G [0,1)

and hence

TT(S) - 7T0 o
, sE[0,l). (2.4.5)

Letting s 11 in (2.4.5) yields

lim

Since /Os

f s
eJo

>/(50
\dx

< 00.

> 0 for some s0 G (0, 1)

as s 1 1, we must have / < oo. Hence

v [lim / si -A) n/ ) £(77) dy < lim
: dy

[dx
< 00.

Combining the above two expressions yields (2.4.3), which completes 
the proof of the first part. Now suppose that 69 > ^6 and raa + m/^ < oo. 
We prove that the MBPIR is exponentially ergodic. By Lemma 2.4.5 
(i.e., Corollary 4.49 in Chen (1992)), it is sufficient to show that there 
exist two constants Ci > 0, C2 > 0 and a finite nonnegative function 
(/»•;« > 0) w^h linit-xx) fi = +00 such that

00

j=0

Let Ci = ma V ra& > 0, C2 = 60 - ̂ 6 > 0 and j{ = i (i > 0). Then for 
any i > 0,

E Qij(fj ~ fi)
j=0

i-l — fi) ' Iz+
oo -f^

k=l
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where /z+(') is the indicator function of Z+ . Thus the proof is complete.
D

Remark 2.4.2. Yamazato (1975) considered the special case a = 0 and 
obtained that the process is recurrent (or positive recurrent) if and only 
if 60 > rat (or 60 > nib and JQ ~B t \ dy < oo respectively). As mentioned 
in the beginning of this chapter, although we have assumed that a > 0, 
our results apply perfect well if a = 0. In particular, if we let a = 0 (and 
thus A(s) = 0) in Theorems 2.4.2 and 2.4.6, we then regain the results 
obtained in Yamazato (1975).

Corollary 2.4.7. The MBPIR is positive recurrent if and only if one of 
the following conditions holds.

(i) 69 > ra&, E£Li oik In k < oo and E^Li hk In k < oo. 

(ii) 60 = ra& and/.'
Proof. If (i) holds, note that for y £ [0,1],

oo oo
B(y) = (1 - y)(b0 - £(£ t>i+i)y ) > (bo ~ mb)(l - y),

k=l j=k

oo oo

k=l j=k

and
OO 00

k=l j=k

we know that

<
B(y) - 60 -

1 OO OO

since EflfclnA; < oo. A exactly same argument yields that

bQ -mb ti
oo oo
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since Ef=i hk In k < oo. Hence by Theorem 2.4.6, the MBPIR i 
recurrent.

is positive
.

If (ii) holds, then the condition is just same as that in Theorem 2.4.6 
for the case 60 = mb and hence the MBPIR is positive recurrent.

Conversely, suppose that the MBPIR is positive recurrent. By The 
orem 2.4.6, we have 60 >/: -- <
If 60 = ™&, then this condition is just (ii). If bQ

B(y) = (1 - 

and hence

OO CO

- £(£ bj
k=l j=

> ra&, then for y e [0, 1], 

< bQ (l - y)

1 oo oo

oo oo

Therefore,
00 00

aj
j=k

snce < oo. Hence EjLi ^ In k < oo. A exactly same argument
yields that

oo oo
oo

since /<
D

< oo. Hence < oo. The proof is complete.

As a direct consequence of Theorem 2.4.6, we have the following 
Corollary 2.4.8, note that if a = 0, i.e., ma = 0, then the following 
Corollary 2.4.8(i) is just the results obtained in Yamazato (1975) (see 
Remark 2.4.2).

Corollary 2.4.8. Suppose that ma < oo.

(i) The MBPIR is positive recurrent if and only if 60 > mb and
l ~

52



(ii) If 60 > ra& and ra^ < oo, then the process is exponentially 

ergodic.

Proof, (ii) is just the last assertion in Theorem 2.4.6. By the first as 
sertion in Theorem 2.4.6, we see that in order to prove (i), we only need 
to show that JQ ~B(\-dy < oo under the conditions 69 > ^5 rna < °° and
Jo lif1*/ < oo. Indeed, since -H(y) = (1 - y) • Ef=l (Ef=k ft,-)!/*' 1 > 
h(l — y) we have JjJ w^jdy < oo. On the other hand, —A(y) = (1 — 
y) • Er=0(E^+1 aj)yk < ma (l - y) which implies that

_l -f

raa J0 ^rj\dy < oo. The proof is complete. D

Theorem 2.4.9. Suppose that the MBPIR is positive recurrent. Then 
its equilibrium distribution (TTJJJ G Z+) is given by

vr(s) = TTO se[0,l). (2.4.6)

where TT(S) = Ejio 71";^'-

Proof. Suppose that the MBPIR is positive recurrent. In the second 
part of the proof of Theorem 2.4.6, we proved that if the MBPIR is 
positive recurrent then (2.4.5) holds, i.e.,

TT(S) — TTO

The above equality is just (2.4.6). The proof is complete. d

Finally, we have the following conclusion. 

Theorem 2.4.10. The MBPIR is never strongly ergodic.

Proof. Assume that the MBPIR is strongly ergodic, then by Theorem 
2.4.2 or Theorem 2.4.6, &o > mb- By Proposition 6.3.3 in Anderson 
(1991), the process is strongly ergodic if and only if sup^ ^[CTQ] < oo, 
where <JQ is the first hitting time of state 0. Suppose that Q = (qij) is the 
^-matrix of the MBPIR, define Q = (qij) as follows:

_ i o, if i = o, j > o
^ 1 ~ -' * i > 1 7 > 0\1 -^ J-« I •^ \J •

By Lemma 2.4 in Chen (2002b), Ei[jQ] = ^[TO], (i > 1), where TO is the
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extinction time for the Q-process. However, by Theorem 2.3.8, we have
rl 1 f1 A(x ) J' w

Therefore, the MBPIR must not be strongly ergodic. D

2.5. Examples

In this section, we use two examples to illustrate our conclusions 
obtained in the previous sections. Our first example is that both state- 
independent immigration and resurrection are presented with the special 
property that dj = hj (j > 0) and thus A(s) = H(s). Then the basic 
equation (2.2.1) takes the special form of

dfl(*.*)_ A( . Fr/^4-7?^ 3Fi(t ' —— — —— - A(s) • fii(t, s) + B(s) • —— —

where #(t, 5) = Ef=0 pij (t)si (i > 0, -1 < 5 < 1).

Equation (2.5.1) is a first order partial differential equation. The 
method of solving such first order partial differential equation can be 
found in Anderson (1991) (page 104-109). However, we shall not use 
such routine techniques here, but rather, just point out some special 
properties which can be obtained by using our method adopted in this 
chapter.

We first point out that the transition functions of the process possess 
the following interesting property.

Theorem 2.5.1. Let (py(*); i,j G Z+) be the Feller minimal Q-function, 
where Q is a BIR g-matrix. Suppose further that H(s) = A(s). Then

Fi(t, s) = [Ffa *)]'/[*b(t, s)r\ i > 1 (2.5.2) 

and in particular,

«>1, (2.5.3) 

where Ffas) = E?=0 pij(t) Si (i > 0, -1 < s < 1). 

Proof. To prove (2.5.2), we only need to show that

Ft (t, s) • F0 (t, s) = Fi-fa s) -
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or equivalently,
j 3 
E Pok(t)pij-k(t) = E Pik(t)pi-ij-k(t), i > 1, j > 0.
k=0 k=V

Let 2 > 1 be fixed and denote
j j 

= E po*(*)j*j-*(*), </j(t) - E j> o.
It is clear that /^(O) = pj(O) = 6ij. By the Kolmogorov forward equations, 
we have

f'i(t)
j

k=0 
j+lj-r+l

Pir(t)qrj-k } + E I E P0r(t)<lrj-k]pik(t)/ j 
r=Q r=0

j+lj-r+l

= E E PQk(t)pir(t)qri-k + E E PQr(t)pik(t}qrj-k 
r=0 A;=0 r=0 fc=0
j+l j+l 

= E E

where qu = 0 (k > 0, / < 0). It follows from the identity qnj-m + qmj-n = 
j + «j-(n+m) := 9n+mj (here afc = 0 if k < 0) that

Similarly, by the Kolmogorov forward equations, we have

fj-k+l

E Pi-ir(t}qrj-k} + E ( E pir(t)qrj-k]pi-ik(t)
j /j-k+l

E
k=Q
j+lj-r+l j+lj-r+l

= E E Pik(t)pi-ir(t)qrj-k + E E Pir(t)pi-ik(t)qrj-k
r=0 k=0 
j+l j+l

E

=0 k=0

i.e.,

9(t) =
j+l

On the other hand, note that

== qi i a —i —
+ a,-.,-, if i>

k 0, otherwise 
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where hj — hj + a,j and a,j = 2aj. i.e., Q is of the same form as the 
Q denned in (2.1.1)-(2.1.2). Thus, a same argument as in the proof 
of Theorem 2.2.4 yields that the solution of the Kolmogorov forward 
equations for the ^-matrix Q = (%) is unique, the only difference is 
that hj and a,j should be replaced with hj and a,j respectively. Thus 
fj(t) = 9j (t) (j > 1) which implies (2.5.2). Letting s = 0 yields (2.5.3). 
D

Secondly, we point out that for this special case (i.e., A(s) = H(s)), 
the moments and the equilibrium distribution have also some special 
properties. Let {X(t)\t > 0} be the corresponding process and denote 
its first and second moments as

) = EtX(t), M2 («,t) = EiX(t), i > 0.

Theorem 2.5.2. Suppose that A(s) = H(s).

(i) For any i > 0, Mi(i, t) < oo if and only if A' (I) + B'(l) < oo. 

Moreover, under this condition, Mi(i : t) is given by

(i + A'(l)t, if B'(l)=0, 
i, t) = B, (l]i _ B, (l]t _ . , (2.5.4)

(ii) For any i > 0, M2 (t, t) < oo if and only if A"(l] + B"(l) < oo. 

Moreover, under the latter condition, if B'(l) = 0 then

M2 (i, t) = i2 + [A'(l) + A;/ (l) + t(2A'(l) + B"(l))]t

+^(l)(^(l) + i^(l))t2 (2.5.5)

while if B'(l) ± 0 then

(2.5.6)

(iii) Suppose further that the process is positive recurrent (as stated
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in Theorem 2.4.6) and that 60 > ra&, A'(l) = H'(l) < oo, then 

the equilibrium distribution (TTJ; G Z+) satisfies
oo oo
E k7rk = lim 
fc=i

Proof. It follows from (2.2.1) that for \s\ < 1,
c oo r t

^( Pij (u)du)si
j=l -70

E(/n PWb(«)<to) • fcs*- 1 . (2.5.7) yu

j=0
00

By dividing s — 1 on both sides of (2.5.7), we obtain that for s < 1,

s3: — I 1 — sl
j=l S — I S — I

) I ( \ j . \ ) \—^ / / / \ 7 \ 7
— • I T)'nl 11 1/77/ -4- —————— « > II T)- • I II I/I?/ 1 QJ-t L. PlQ\ LL ) UjU'^ 1 2-~i \ n pij\U,JiLLLJS
1 J(J S —— 1 o — l J Vs - 1 70 f ""^ ' S - 1 £i

5(
s —

Letting s 11 in the above equality and using the Monotone Convergence 
Theorem yield that

rt °° rt ft 
Pio (u)du + A'(l) • E / Pij(u)du + B'(\) • Mi(i, u)du

J\j • -«/U •'U\j __
J

Suppose that H'(l) = A' (I), then

(2.5.8)

If A'(l) + B'(l) < oo then solving (2.5.8) immediately yields (2.5.4) and 
Mi(i,t) < oo. Conversely, if ^'(1) + B'(l) = oo then (2.5.8) implies that 
Mi(i,t) = oo.

We now prove (ii). Differentiating (2.5.7) with respect to s yields
oo

-1 •„*-!

oo
H'(a) • Jo Pm (u)du + A'(s) • £ ( o Pij (u)du)
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oo fi
Pij(u)du) - js3 ~ l

m
Noting (2.5.8) we have

oo S^~^ — 1
EP« (*)-.?•
j=l S — I S — 1

j flJ' - A1 (I) gy

s — 1

s-1

- - j=2

Suppose that ff"(l) = A" (I}. If A/7 (l) + B"(l] = oo then letting 5 
yields that M2 (i, t) = oo. Now assume that A"(l) + 5/7 (l) < oo. Letting 
s 1 1 in the above equality and using (2.5.8) yields that

M2 (i,u)du. 

If B'(l) = 0 then above equality becomes

M2 (», t) - z 2 - [A'(l) + A/; (l)]t + [2A'(1) + B;/ (l)] - /* Mi(i ,
«/u

Noting that J0* MI(«, W)G?W = it+\A!(l)i*. Substituting this into the above 
equality immediately yields (2.5.5).

If B'(l) ^ 0, then noting that

_ 1) - t] 
o B' '' } J

Substituting this into

Mi(i,
j\j 

rt
I Mi(i,u)du

J \j
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and then solve it yields (2.5.6). Finally, suppose further that the process 
is positive recurrent and that 60 > m&, A'(l) — H'(i) < oo, then by (i),

maoo oo
]T k-Kk = lim
k=l t^oc

The proof is complete. D

Remark 2.5.1. If one checks the proof in Theorem 2.5.2 carefully, one 
will find that the strong condition A(s) = H(s) is not really necessary 
to get the conclusions in Theorem 2.5.2. Indeed, by checking the proof 
of Theorem 2.5.2, one can find that only the condition A'(1) = H'(l) 
is needed in obtaining (2.5.8), the much more strict condition A(s) = 
H(s) is not necessary. Therefore, the weaker condition H'(l) = A1 (I) 
is sufficient to obtain (i) while a further assumption H"(l) = Aff (l) is 
enough to get (ii).

Our second example is that the underlying branching takes a simple 
birth-death structure and the immigration is Poisson. More specifically

Let 60 = P> > 0, 62 = A > 0, bj = 0 (j > 2), ai = a > 0, ay = 
0 (j > 1) and h = 0. Then B(s) = (l-s)(p,- As), A(s) = a(l - s) and 
H(s) = 0. Let us agree to call this model as a Birth-Death-Immigration 
process without resurrection. By our results obtained in Section 2.3, we 
can get the following conclusion.

Theorem 2.5.3. A Birth-Death-Immigration process without resurrec 
tion is always honest. Furthermore, we have the following conclusions.

(i) If // > A or if a < // = A, then a^o — 1 (i > 1) and

ri i-y* , fa, 7- f J° i---a'xay i IJ,(P-WX ° (i-y}(n-W-a'x i * (2.5.9) 
oo, if p, = \.

(ii) If a > \JL — A, then

-n iw n-i, x' a/A H- z — l)(a/A + « — 2) • • • a/A

and Ei[TQ TQ < 00} < oo (i > 1) if and only if a > 2A.
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(iii) If IJL < A, then

^oo _____ gk kl

g *!
(2.5.11)

____ 
fc=0 (fc+a/A)-(l+a/A)a/A

where q = JLL/\ < 1, and £i[ro|ro < CXD] < oo for all i > 1.

Proof. Note first that in our current situation we have ra& = A < oo and 
60 = 11. Thus by Theorem 2.2.3, the process is honest. Now, in either of 
the two cases in (i), the quantity J defined in (2.3.4) is

J = fl -4-r • e/0 ^axds = Aa/A~Va/A • /" 7———^77T—vi—71 = °°-
A £(s) ^ -/O (l_ 5)(M_ s)l-a/A

\ / v / ^ A '

Therefore, by Theorem 2.3.4, aiG = 1 (i > 1) and then by Theorem 2.3.8, 
(2.5.9) holds.

If a > fj, = A, then

and that for any i > 1,

Ji-. = f11 ko B(s)
- A- 1 I' 
~ A Jo 7T

S A
as

0

» ,,-1 f 1 g''" 1 .„
~ aA - 1 A 1 - s i-«M aS '/A - 1 (1 - s) 

and thus

7 _ j = 1 i~ 1a/A + t-1 ~ (a/A + i-l)(a/A + »-2)..-a/A a - A 

Therefore, by (2.3.5) in Theorem 2.3.4 we obtain

J

which proves (2.5.10). Also it follows from Theorem 2.3.9 that 
oo] < oo (i > 1) if and only if a > 2A.
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Finally, if ^ < A, then q = ///A < 1. Note that for any k > 0 and 
a > 0, we have

—ds

k-a ^

(k + a) 
Thus we get that

D: =
o B(s)

——Trds

-h a/A) •••(! + a/A)a/A 
and that for any i > 1,

A- : -

= A

Therefore, by (2.3.6) in Theorem 2.3.4, we know that for any i > 1,

___ ____
_ _ fc=i (Jb+o/A)-(l+o/A)a/A 
- -

=0 (fc+o/A)-(l+o/A)a/A

which proves (2.5.11). Finally, by Theorem 2.3.10, it is easily seen that 
< oo] < oo for alH > 1. The proof is complete. D

2.6. Notes

The three sequences {6n ;n > 0}, {an \n > 0} and {hn ;n > 0} are 
the basic known conditions of our model.

The special case of birth-death and immigration process was consid 
ered by many authors. For more details, refer to Anderson (1991).
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Foster (1971) and Pakes (1971) considered a discrete branching pro 
cess with immigration occurring only when the process hits state 0, while 
Yamazato (1975) considered the continuous version of the latter, i.e., the 
special case a = 0.

Here we study the much more general case by combining immigration 
and resurrection together.

Lemma 2.2.1(i)-(ii) are well-known, while Lemma 2.2.1(iii)-(v) are 
new and important to our study despite their simplicity. Lemma 2.3.3 
comes from Chen (1992). All the results (except Lemma 2.2.1(i)-(ii) and 
Lemma 2.3.3) in this chapter are new. This chapter has been submitted 
for publication in Li and Chen (2004).

The model considered in this chapter is a natural generalisation of or 
dinary Markov branching model and hence it is significant in applications. 
In this model, the underlying structure is an ordinary Markov branching 
process and the particles act independently. We mainly concentrated on 
the study of the influence of immigration and resurrection. From the 
next chapter on, we shall consider generalising branching models from 
another point of view. In the models we will consider in the following 
chapters, the independence property is no longer true (i.e., particles act 
dependently) and the corresponding g-matrix takes quite different form 
from the model considered in this chapter. Hence, the models consid 
ered in this chapter and in the following chapter possess quite different 
properties.

62



Chapter 3. Weighted Markov Branching
Processes

3.1. Basic Concepts

Markov branching processes form one of the most important classes 
of Markov chains and have a vast range of applications. With the devel 
opment of the modern science, it is necessary to consider more general 
branching models. In this chapter, we consider the following model.

Definition 3.1.1 A g-matrix Q — (q^ i,j E Z+ ) is called a weighted 
branching g-matrix (henceforth referred to as a WB-g-matrix) , if

(3.1.1) 
0, otherwise

where 

bj > 0 (j > 1), 60 > 0, 0< -61 = £ bj < oo, wj > 0 (j> 1).

Definition 3.1.2 A weighted Markov branching process (henceforth 
referred to as a WMBP) is a Z+-vamed continuous time Markov chain 
whose transition function P(t) = (pij(i) m, i,j G Z+ ) satisfies the Kol- 
mogorov forward equations

P'(t) = P(t)Q (3.1.2) 

where Q is a WB-#-matrix as in (3.1.1).

Note that MBP is a very special case of WMBP, i.e., wn — n (n > 1). 
It is well-known that MBP has the branching property. Conversely, Chen 
(2001) proved that if a Q-process satisfies the branching property, then 
its g-matrix must take (1.4. !)-(!. 4.2). Therefore, the branching property 
is no longer held for the general WMBP.

3.2. Preliminary

As same as in Chapter 2, let

B(s) =
oo

j=0 

63



and
oo

The property of the generating function B(s) can be seen in Lemma 
2.2.1. And also let q(< 1) denote the smallest positive root of B(s) = 0 
as in the previous chapter.

Now, further define a sequence of functions {G^(s); i > 1} as

' if 6° -G-(S) =
, if b0 < mb < +00

and denote G(s) = GI(S). Each Gi(s) is well-defined at least in (—1, 1). 
For convenience, sometimes we shall view Gi(s) (i > 1) as a complex 
function.

Lemma 3.2.1. The complex function G(z) is analytic on the disk 
{z; z\ < 1} and thus C?(s), as a real function, can be expanded as a 
Taylor series

oo
G(s) = £ gksk , \ 8 \ < I (3.2.1)

Jk=0

where g^ = G^k\0)/k\ (k > 0) satisfies the following properties:

(i) 0<9k<9o (*>0).

(ii) If 60 < m& < +00, (and thus B(s) = 0 has a root q E (0, 1)), 

then the limit limn^00 ^n exists, denoted by g^, and that
l-q

#00 = ——— r- (3.2.2) - v '

In particular, g^ > 0 if and only if ra& < +00.

Proof. Denote
, if bQ <mb < -foo

and
l~ l , if bQ <mb < +00

k> I
V°° h ?" / /i ^> m

It is clear that {p^; A; > 0} is a nonnegative sequence with po > 0 and
~ POi if bo < 771ft < +CX)

k=i
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A little algebra then immediately yields
00

G(z) = (po - E
k=l

(3-2.3)

Since is analytic on the disk {z\ z < 1} and |po —
> Po(l - z|) > 0 for all z < 1, we obtain that s

analytic on the disk {z; z\ < 1} and thus can be expanded as a Taylor 
series (3.2.1).

Since (3.2.1) and (3.2.3) hold for all s\ < I we obtain
n

(3.2.4)POPO = 1, PQ9n = E Pk9n-k, n>l

and then (i) immediately follows.

Now suppose bo < mb < +00. After rewriting (3.2.4) as
n 

V^ / \ n\f~i __ X /y, ft , —— /^ I nr\ ^ 111
\J ftrt f \J la \Jtlfr~l ___ t* • V^^l \ I II s*^ \J IJ 1 6 ^_^ J f\i I tJ l\j Iv \ ___ J

k=Q

where an = 0, at = pn l pk (k > 1} and cn = pn l 5(\n and noting that\J / •« ( \J r •w \ -__ / "* I \J \JI v ^*

{9n'i n > 0} is bounded and E&Li ajfc = 1, we recognize that (3.2.4) is just 
a renewal equation. It follows (see Theorem 3.1.1 in Karlin(1966)) that 
limn_>oo gn = 9oo exists and

Cn 1lim _

Let p(s) = Ejfcl s E [0, 1). By the definition of pk ,
00 °° -E E
oo

j=2
00

-6ig - 6p) - 6is - 60 )
- s) 

qB(s)+bo(8
q-s

-q)

So,

- q)

q(s - q)p(s) = qB(s) - q)

65



Differentiating the above equality yields that

qp(l) + q(s - q)p'(s) = qB'(s) + b0 (s - q). 

Letting s 1 1 and noting that p(l] = bQ/q yields that

Thus,
OO

The proof is complete. D

Remark 3.2.1. It follows from Lemma 3.2.1 that for any i > 1, Gi(z) 
is also analytic on the disk {z\\z < 1} and thus can be expanded as a 
Taylor series

where G\ (0) is the fc'th degree derivative of Gi(z) evaluated at 0. By 
using (3.2.1), it is easily seen that for any i > 1,

i' l ~k , if bQ <mb < +00 >
i—1) • /• 7 ^>

^y. /Q\

which implies that { ^ , n > 0} is also nonnegative and bounded. In 
particular, by (3.2.4) we have that gn-k < (po/pi) k • gn for 0 < k < n, 
and hence for each i > 1,

< , < C2pn , n > 0 n!
where the positive constants C\ and 62, which may depend on i > 1 are 
independent of n.

The following key lemma plays an important role in our future anal 
ysis.

Lemma 3.2.2. Let (pij(t);ij e Z+) and (0t>(A);t,j 6 Z+) be, re 
spectively, the Feller minimal Q-function and Q-resolvent where O is a 
WB-g-matrix given in (3.1.1). Then for any i > 1 and 0 < s < 1
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oo oo

E / /,\ 7 _ o/ \ V""* ^ (-f-\')ii c ( *3 0 E\\ 
jLj' ' I c/ ) S —— fJ I o J * / J~^lk \ / ^^ K lO.^.OI

•} —0 Ic — 1 y—U «,—±

and

oo . oo

A E (t)ij(X)sJ = sl + -B(s) • E fiik^^WkS ~ . (3.2.6)
j=Q k=l

Proof. It follows immediately from the integral recursion scheme (1.3.2) 
that

j+i
(A + Q_j)(t>ij (A) < 6ij + E 4>ik (X)wk ' l^j-fe+il? j' ^ 0, n > 0.

jfe=i

Noting E^o l^fcl ' I s ! k — ~26i for all 5 < 1 and using the mathematical 
induction principle yields that for any n > 0, i > 0 and 0 < s < 1,

00

k=l

Also by the integral recursion scheme (1.3.2) and (3.1.1), we have

OO i\ / \

W 8'' = s'+ ^ ̂ ) (A)wta*- 1 -(6o+ E bmsm+1 ). (3-2.7)
j=0 fe=l m=l

It follows from (3.2.7) and the above inequaility that
CO , > OO , ,

-61 E ^+ '(A) . «;^' < s; - 61 E ^(AJwts*-1 < +00 (3.2.8)
}=\ *=1

since -fiiw.,- < A + q, and 60 + E~=i bmsm+1 < -bj. for all s 6 [0, 1].

Now if we define ^^(A) = ^'(A) - ^(A) (n > 0). Then 

A%\\) > 0 and

\imA%\\) = 0 for all t,j€Z+ . (3.2.9) 

Using this notation, (3.2.7) can be rewritten as

00 ( , 1\ • • °° / \ , ,

AE4 ( A) s' = s' + SWE^AHa*-1
j=0 fc=l

oo , >
4 (A)^-^' 1 - (3-2.10)
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Also, by (3.2.8),

-bi £ +1 (A)s - 4} (A) - w^-1 <s\ se [0, 1].
.7=1 V '

Letting s = 1 in above inequality and noting ^+1) (A) = 0," (A) - 
<4n) (A) (n > 0) yields that

oo
E Aft(X)wk < —l/&i, n > 1.
k=l

Hence applying Dominated Convergence Theorem and using (3.2.9) we 
obtain that for 0 < s < 1,

oo f . 
T ^~~^ A l"r ~l~l) / \ \ ?'—1 nlim > A>- MAj^.-s-7 =0.
1—^rv-v ^—* tl \ / J

Letting n t oo in (3.2.10) and using the above limit leads to the fact that 
for 0 < 5 < 1,

00 
AHm A = + B S • im

Noting ^7(A) t 4>ij(X) (see (1.3.2)) yields that for 0 < s < 1,
OO OO x v

A E ̂ -(A)^' - s* + B(s) • lim E <KkMwksk~ l (3.2.11)Z—/ T HJ \ / \ / n_v-.-. ^—^ r (ft, \ / /v \ /
j=G k=l

provided that B(s) ^ 0. However by Lemma 2.2.1(ii), we may find an 
s > 0 such that B(s) ^ 0 for all 1 - e < s < 1. Hence by (3.2.11) we 
have

oo ... k- 1Jim E <t(X)wk8- < +00, for s e [1 - 6, 1).n-^oo
k^ 1

The above inequality trivially implies that
00

n^bb

wv * \

lim E 4?(AH/-1 < +00, .for s e [0,1).
k=l

Using Monotone Convergence Theorem and noting the above inequality 
then yields that for s G [0,1),

CO 00 f .

E ^(AJtut**-1 = Urn E ^Wvk^1 < +00. (3.2.12)
k—l k=l

Substituting (3.2.12) into (3.2.11) yields (3.2.6).
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Finally, since A£°^0 <^j(A)sj ~ 5* anci ^=1 <t>ijW wj SJ l are just the 

Laplace transforms of £S=oPijM sJ' an<^ ^j^iP«jW w;.7 s'7'~ 1 respectively, i.e., 

(3.2.6) is just the Laplace transform of (3.2.5). However, both sides of 

(3.2.5) are continuous functions oft, and thus (3.2.5) holds for all t > 0.
D

Lemma 3.2.3. Let (pij(t)\ i,j G Z+) be the transition function of the 
Feller minimal WMBP.

(i) For any i, k > 1, we have

-.-< +00 (3.2.13)

where Q ~ (0) denotes the (k — l)'th degree derivative of Gi(s) 

at 0, and hence limt->oo Pik(i) — 0. Moreover, for any i > 1,

< 1, l'/&o<TO&<+00 /QQ1/A(3.2.14) 
»/ ^o>m&

where 0 < q < 1 is the smallest positive root of B(s) = 0 on [0,1]. 

(ii) If EkLi(gk-i/wk) < +00, in particular, if E™=i(l/wk ) < +00, 

then for any i>l
rOO OO

L (E Pik(t))dt < +00 (3.2.15) 1/0

and hence
CO

(3.2.16)

Proof. For any fixed i > 0, it follows from the Kolomogorv forward 

equations that
Pio(t) = 6iQ + 60

which clearly implies that SQ° pn(t)dt < oo. Suppose that S§° Pik(t)dt < 

oo for k <j. ^From Kolmogorov forward equations we can see that

rQO OO

Wkbj-k+i • I 
k=i

^ rQO fOO

Pij(t) - Sij = 22 Wkbj-k+i • I Pik(t)dt + wj+ibo I pij+ i(t)dt</u J(]
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and hence /0°° pij+i(t)dt < oo. Therefore, the left-most quantity in (3.2.13) 
is finite by the mathematical induction principle. Hence all states j > 1 
are transient. It then follows that

1' ••(+} = ft (V > 1 " > 1) (3.2.17)
t—>oo

We now prove (3.2.14). If 60 > m&, then £(s) > 0 for all s G [0,1]. 
Therefore, from (3.2.5) we can see that for s G [0,1),

oo

Letting 1 1 oo and noting lim^oo.Pr/W ~ 0 f°r a^ -7^1 yields tnat

Iimpi0 (t)>^, 5G[0,1)
t rOO

which implies (3.2.14). Next consider the case bo < ra& < +00. Recall 
that for this case, the equation B(s) = 0 possesses a smallest positive 
root q such that 0 < q < 1. Letting s = q in (3.2.5), we obtain that for 
all t > 0,

00

T n ..(+\nJ = q* 9 i>l. (3.2.18)

Now letting t -> oo yields
oo

lim fto(t) + lim £ ft .,-(<)9^ = <f- (3-2.19)
c—>oo r—>oo -iJ—•*•

Note that here both limits in (3.2.19) do exist. Now since 0 < q < 1, 
we may apply the Dominated Convergence Theorem in (3.2.19). This 
together with (3.2.17) immediately yields (3.2.14).

We now proceed to prove the equality in (3.2.13). Integrating with 
t in (3.2.5) yields

00 00 Jfe-1J - s1 = B(s) £(/ pik (u}du) • wk - s*- 1 . (3.2.20)
.7=0 A:=l JU

For s G [0,1), letting 1 1 +00 in (3.2.20) , using the Dominated Conver 
gence Theorem and (3.2.17) in the left-hand side of (3.2.20) and applying 
Monotone Convergence Theorem in the right-hand side of (3.2.20) yields 
that

lim Pio(t) - s1 — B(s) JT (/ pik(u)du) • wk - sk~ l .
t^oo ^ j°
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Dividing B(s) on the both sides of the above equality yields 

limt->oop,-o(t) -si
k=i 

Noting (3.2.14) and the definition of Gt-(s), we rewrite the above equality

as
COv-A-/ /*OO

= E(/n Pik(t)dt) • wk . s*- 1 . (3.2.21) un = u
Since (3.2.21) holds at least for all 0 < s < 1, we obtain, by using the 

uniqueness of Taylor expansion, the equality in (3.2.13).

Finally, we prove (ii). Suppose that lL%Li(gk-i/Wk) < +°°- Then by 

Remark 3.2.1 we see that for any i > 1, E^i ~ • ^-i)^ < +o°- Now 

using (3.2.13) immediately yields (3.2.15). In particular, if ££Li 

+00, then since {g^} is bounded we obtain
CO

< +00

and thus (ii) holds. D

3.3. Regularity and Uniqueness

We now discuss the regularity and uniqueness of the process. First 

consider the case 60 > ra&.

Theorem 3.3.1. If 60 > m^, then the WB-g-matrix Q is regular. That 

is, the Feller minimal Q-process is honest and thus there exists only one 

WMBP.

Proof. If 60 > TO&, then by Lemma 2.2.1(ii), B(s) > 0 for all 0 < s < I 

. It then follows from (3.2.6) that
CO

E fajWs > « 0 < s < 1.

Letting s t 1 yields that AEjio^jW — •'•• However, the converse in 

equality always holds and thus AE^Lo^'M = 1- Hence the Feller mini 

mal Q-process is honest. D

Theorem 3.3.2. Suppose E™=l (l/wn ) = +00.
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(i) If mb < +00, then Q is regular, i.e., the Feller minimal WMBP

is honest and thus there exists only one WMBP. 

(ii) If mb = +00 and EjgLife-i/W) < +00, then Q is not regular,

i.e., the Feller minimal WMBP is dishonest. 

Proof. We prove (ii) first. Suppose the contrary is true, then
oo

k=l

which, together with (3.2.15) in Lemma 3.2.3, yields
•oo

- PiQ (t))dt «x>.

Hence we obtain \im.t-^oo Pio(t) = 1 which contradicts with (3.2.14) in 
Lemma 3.2.3 since we have assumed that ra& = +00.

We now prove (i). If bo > m&, the assertion is just Theorem 3.3.1. So 
we only need to consider the case 60 < m& < +oo« Using the definition 
of G(s) we may rewrite (3.2.6) for i = 1 as

oo oo
($-*)£ <hkWu>kSk- 1 = G(s)[X £ </>lk (X)sk - s}.

Since the above equality holds for all s G [0, 1), we derive that, by com 
paring the coefficients of both sides and noting (3.2.1), for n > 1

_fc - gn^. (3.3.1) 
fc=0

Noting Lemma 3.2.3 and the fact that E^Lo^iA;^) < 1, we obtain (see 
for example Theorem 2.5.5 in Hunter (1983)) that

n oo
rJljn E Wik(X)gn-k = 9oo'lL A0U (A), (3.3.2)

A;=0 k=Q

where g^ > 0, guaranteed by the condition 60 < ra& < +00, is given in 
(3.2.2). We now claim that for any A > 0 we have

00

£ A0ufc(A) = 1. (3.3.3)
fc=0

Indeed, if (3.3.3) does not hold then there exists a A > 0 such that 
1 - AEgLo^ifcW > °- Letting n ->> oo in (3.3.1) and using (3.3.2) and
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(ii) of Lemma 3.2.1 we obtain
oo

0.

Hence there exists a constant 5 > 0 and an integer N > 1 such that for 
all n > AT, we have

This is a contradiction since EjJLi w" 1 = +00. Thus (3.3.3) holds for all 
A > 0. It follows from (3.3.3) that

00

£ A<fe(A) = 1, (VA > 0)
fc=0

for all i > 1 since the set of all positive states forms a communicating 
class. As for i = 0, it is trivially true. This completes the proof. D

Theorem 3.3.3. Suppose E£°=i(l/wn) < oo. Then Q is regular if and 
only if bo > m^.

Proof. By Theorem 3.3.1, we only need to prove that if &o < m6 < +00, 
then Q is not regular. However, this is easy. Indeed, since {^; k > 0} is 
bounded we know that Ej£Li(l/Wfc) < oo implies Y =̂\(gk-il^k) < °° and 
thus the conclusion follows from the first part of the proof of Theorem 
3.3.2. D

The previous three theorems established regularity criteria. If a WB- 
#-matrix Q is regular then there exists only one WMBP. However, the 
converse may not be always true. Indeed, if a WB-g-matrix Q is not reg 
ular, then although there exist infinitely many (even honest) Q-functions, 
there may still exist only one WMBP since our WMBP must satisfy the 
Kolmogorov forward equation (3.1.2). Therefore, in addition to the reg 
ularity criteria, we also need to establish uniqueness criteria. We first 
consider the case E5JLi(l/Wn) = +°°- Interestingly, although there exists 
infinitely many honest Q-functions, there always exists only one WMBP, 
as the following result shows. Although by Theorem 3.3.2 we only need 
to consider the case ra& = -f oo, we shall not confine ourself to this case 
since the proof is the same.

Theorem 3.3.4. Let Q = (qij]i,j € Z+) be a WB-qr-matrix. If E£Li 
+00, then there always exists only one WMBP.
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Proof. By Anderson (1991) (see Theorem 2.2.8 there) or Yang (1990), 
we know that for any g-matrix Q, if the equation

~ ' (3.3. 
0< Y,Y1< +00

has only a trivial solution for some (and therefore for all) A > 0 where 
1 denotes the column vector on Z+ whose components are all equal to 
1, then there exists only one Q-function satisfying the Kolmogorov for 
ward equation. For our case, WMBP satisfies the Kolmogorov forward 
equation, therefore, we only need to prove that (3.3.4) has only a trivial 
solution for A = 1.

Suppose Y = (yi'-,i > 0) is a non-trivial solution of the equation 
(3.3.4) for A = I. Then (3.3.4) can be rewritten as

n+l

J=l

or, equivalently,

( yn+iWn+ibo = E£=0 Vk + E£=i ykWk • (E^n_ fc+2 bj), n>l.

It is easily seen that if yQ — 0, then yn = 0, Vn > 0. So we may assume 
that ?/o > 0- It follows from (3.3.5) that

^ 2/02/n+l ^ —————•

Since E£Li(l/Wn) = +00, we obtain that E^0 2/n = +00 which shows 
that Y = {yi; i > 0} is not a non-trivial solution of Equation (3.3.4) for 
A = 1. This is a contradiction. The proof is thus complete. D

In contract to Theorem 3.3.4, the conclusion regarding uniqueness 
is much more subtle for the case E£Li(l/wn) < +00.

Theorem 3.3.5. Let Q = (g^-; i : j £ Z+ ) be a WB-g-matrix. If E°^_i (1/w
TL — \. \ / i

< +00 and 60 < ra& < +00, then there exists only one WMBP if and 
only if

oo

" ~ (3.3.6)
n=l
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where

J. vl) —* _l_ • J ^T? —— ™ "^ ' I x ~~~ -/L/f'' _ 1 • I * t* "^*^ -L J \ <J • *J • I /
(yo nj'T) \ 1 ju_ i cy o tx/^i 11

with
oo

Tn = 52 6- (n > 1). (3.3.8)
j=n+l

Proof. By Theorem 3.3.3 we see that if 60 < mb < 
+00, then the WMBP ^-matrix Q is not regular. Hence there exists only 
one Q-function which satisfies the Kolmogorov forward equation (3.1.2) 
if and only if the equation (3.3.4) has only a trivial solution for some (and 
therefore for all) A > 0 (see, for example, Anderson (1991)). However 
by the proof of Theorem 3.3.4 we have seen that any non-trivial solution 
Y — (y,-; i > 0) of the equation (3.3.4) for A = 1 can be obtained by 
(3.3.5). Now denote an = EjLoS/fc, (n > 0)- It is clear that (crn ;n > 0) 
is an increasing sequence and, by (3.3.5),

n
(crn+i - an)wn+ i&o = an + £ (^ - 0k-\)WkTn-k+\, n>l, (3.3.9)

jfc=i

if we define the sequence {rn ; n > 1} as in (3.3.8). It follows that there 
exist more than one WMBP if and only if {an \ n > 0} is bounded. Now 
we claim that

Fnan , n>l (3.3.10)

where
W1T1 (3.3.11)

and
/QoinN l, n > 2. (6.6. LZ)

A;=2

Indeed, by (3.3.9),

,(72-01 = 7 —— +

WiTi

60^2
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and

Suppose that (3.3.10) holds for n < m. Then by (3.3.9),

ra+l

CTO

m+2 

-CT0 ) 

Fm+1 •

ra+l

k=2
-1 ' WkTm+2-k

, v^ WkT~m+2-k r-,+ X, -r———— ' ^*-i
fc=2 UQWm+2

— CTO)

and

m+l 

A;=2

' Fk-1

= ^m+1

By the mathematical induction principle, (3.3.10) holds. Note that <j\ — 
CTO = 7/1 = 2/0 (wiM"1 > 0 and thus the boundedness of {crn ; n > 0} 
implies

oo
Fn < +00

n=l
(3.3.13)

by using the left-hand side inequality in (3.3.10). Conversely, if (3.3.13) 
is true then using the right hand side inequality in (3.3.10) we obtain

which implies {crn ; n > 0} is bounded. Therefore there exist more than 
one WMBP if and only if (3.3.13) holds. However, it is trivial to see 
by comparing (3.3.7) with (3.3.11) — (3.3.12), that if we let RQ = I then 
Fn = Rn , (n > 1). This completes the proof. n

The advantage of criterion (3.3.6) is that the sequence {Rn } in (3.3.6) 
can be obtained by using (3.3.7) and (3.3.8) since {&&} and {w^} are
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known sequences. In some cases, even the closed form of the sequence 
{Rn \ n > 1} can be given and thus our criterion is satisfactory. For 
example, although we shall not provide details here, we point out that in 
the case when there exists a positive integer N such that bn = 0 (Vn > 
N), then (3.3.7) can be easily transformed into a finite difference equation 
with constant coefficients and hence a general closed form for {Rn ] n > 
1} is completely available. That is, all the values of Rn are known and 
therefore (3.3.6) can be checked directly.

For general cases, however, checking criterion (3.3.6) may not be 
always simple since the sequence [Rn ] n > 1} is given recursively in 
(3.3.7). Fortunately, in many cases particularly in the models which 
have important applications, we do not need to check (3.3.6). Indeed, 
a much better sufficient condition can be given as the following result 
shows. Because of its importance, we shall write it as a theorem rather 
than a corollary of Theorem 3.3.5.

Theorem 3.3.6. Let Q — (qij\i,j £ Z+) be a WB-g-matrix satisfying 
ESJLi(l/Wn) < +°° and bo < nib < +00 and thus the equation B(s) = 0 
possesses a positive root q such that 0 < q < 1.

(i) If limsupn_). 00 q/wn+ i < l/q, then there exists only one WMBP 

and this unique WMBP is just the Feller minimal Q-process 

which is dishonest.

(ii) If lim infn_^oo ^/wn+\ > 1/g, then there exist infinitely many 

WMBPs. Exactly one of them is honest which is not the Feller 

minimal Q-process.

(iii) Suppose that limn_>oo tfwn+i = w exists. Then if w < l/q 

there exists only one WMBP which is the (dishonest) Feller 

minimal Q-process while if w > l/q, then there exist infinitely 

many WMBPs with exactly one of them being honest.

Proof. We only need to prove (i) and (ii) since (iii) is just the spe 
cial case of (i)-(ii) (i.e., the case limn_>oo tfwn+ i = w exists). Suppose

77



(i) is not true then by Theorem 3.3.5, ££li Rn < +00, where {Rn } is 
given in (3.3.7). It follows that limsupn^00 tfR^ < I (otherwise, EjJLi is 
convergent), so if we define hn = Rnwn+ i (n > 0), then

limsup yhn < limsup tf~Rn • limsup f/wn+i < l/q. (3.3.14)
n—too n—>-oo n—^oo

Thus there exists an e E (0,1 — q) such that for any s E [0, q + 6) 
the generating function of {/in }, denoted by H(s) — S^Lo^n5™' ^s well- 
defined and finite, in particular, H(q) < oo. In consideration of the fact 
that the sequence {rn} defined in (3.3.8) is decreasing and thus bounded, 
the generating function EjJLi TnsH is also well-defined and finite at least 
on [—1,1). Now, we rewrite (3.3.7) as

n
b0wn+iRn = 1+5^ WkTn-k+iRk-i, (n > 1),

fc=i
i.e.,

n
btihn = 1+^2 Tn-k+lh>k- 

k=l

Therefore for any s G [0, q + e) C [0,1),
oo q oo n

j v~^ i- n i v^ / v™^&0 E hnSH = j——- + E (E rn

c OO OO
i V^ k k-l v-^— ———— + / hk-lS • y Tn-i ' Z—/ n<—1 / ^ /i —

o OO

— + H(s} - V r sm—— T^ jlJ.IO/ / / m«3 
1 _ c V / ^ m

o 00 00= 7— + H(S) • E E ^+i*m
-1- * m=l j=7n

c? 00 j

E 6;
m=l

00

L- S j=l

since rm = E™=m bj+i. By reviewing the definition of B(s) and noting 
that h,Q = RQWI = wi, we may rewrite the above equation as

B(s)H(s) = s + 6ou>i(l - 5), 0<«<g + e<l. (3.3.15)

Letting s = g in (3.3.15) and noting B(q) = 0 we obtain that H(q) = +00 
which contradicts with (3.3.14). This completes the proof of (i).
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In order to prove the first part of (ii), we only need to prove that 
if liminf > q~ l , then ££Li #n < +00 (see Theorem 3.3.5).
Similarly as in the proof of (i), by using (3.3.7) and again denoting hn — 
RnWn+i (n > 0), we may get for s G [0,1) and any positive integer 
N> 1,

N _ SN+1 n

n=l
o _ o

1-5 

5

N 

k=l

N

N oo

k=l
N+ EO
N

m—l
oo oo

E E
m=l j=m
oo

— s

j
£

m=l
oo

i.e.,

60 (1 -
oo

and so
n=l

B(s)

k-Q j=l

Since .B(s) > 0 for s £ [0,#), (see Lemma 2.2.1(ii)), we obtain that for 
s £ [0, g) and any positive integer TV

„

It follows that

" - B(s) ' 

< +CXD for 5 G [0, g) and thus

liminf f/wn+ i • limsup tfRn < limsup \/Rnwn+ i < q~ l .
n^oo v n-^oo n-)-oo

Since liminf n_>oo /Wn+i > Q~ l , we then obtain from the above that

lim sup JR, < 1

which implies that E^Li -Rn < +00. The first part of (ii) is thus proved. 
Finally, by Theorem 14.2.7 in Hou and Guo (1988), for a conservative
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^-matrix Q, if the equation (3.3.4) has just one linearly independent so 
lution, then there exists exactly one honest Q-function satisfying the 
Kolmogorov forward equation. In the present case, since we have known 
that there exist infinitely many WMBPs, i.e., the equation (3.3.4) has a 
nontrivial solution. By (3.3.5), we see that this solution is linearly inde 
pendent. Therefore, the other part in (ii) holds. The proof is complete. 
D

Criterion (iii) in Theorem 3.3.6 is very useful and simple in applica 
tions. Indeed, in many applicable models, we actually have li
= I which is less than 1/q when 60 < ra& < +00. Hence Theorem 3.3.6 
is immediately applicable. Therefore Theorem 3.3.6, together with The 
orem 3.3.4, can answer nearly all the uniqueness questions. For example, 
for the models discussed in Chen (2002a, b), we have wn — ne where 
9 > 0 and thus lim^-^ tfwn+i = 1. Now suppose &o < ra& < +00 and 
6 > 1 we know that there exists only one WMBP by applying Theorem 
3.3.6. On the other hand if 0 < 6 < 1, then using Theorem 3.3.4 we get 
the same conclusion.

3.4. Hitting Times

We now turn to consider the hitting times, particularly the extinction 
time and explosion time. From now on, we shall only consider the Feller 
minimal WMBP. Let {X(t)\t > 0} denote the Feller minimal WMBP 
with a given WB-^-matrix Q and TQ be the extinction time defined as

= inf{* > 0; X(t) = 0}, if X(t) = 0 for some t > 0 
TQ ~ +00, if X(t] ^ 0 for all t > 0.

For every i > 1, let

= lim piQ (t) = P;(TO < oo)^~

denote the extinction probability when the process starts at state i > I 
Here and henceforth Pi(-) denote the conditional probability P(-\X(Q) =

Theorem 3.4.1. For the Feller-minimal WMBP starting at state i > 1
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the extinction probability is given by

(f < 1, if 60 < rnb < +0°

where 0 < <? < 1 is the smallest positive root of B(s) = 0 on [0, 1]. The 

mean extinction time E^TQ] is finite if and only if both 60 > mb and

< +00 hold and, under these conditions, is given by

00

where EI is the mathematical expectation under Pj. More specifically, if 

60 > Tifej then Ei\TQ\ < +00 if and only if E£-i (Qk-i/Wk) < +00 and when
——— " ' u L " J v *——* /v—— -L V •** fv -1- / '*' /

this holds, #t[ro] is given in (3.4.2). In particular, if £jg=i(l/Wfc) < +00, 

then for alH > 1, E^TQ] < +00. On the other hand, if b$ < rrib < +00, 

then EArn] = +00.

Proof. The proof of (3.4.1) has been already given in Lemma 3.2.3, see 

(3.2.14). We now prove the latter part of the theorem. Suppose 60 > mb, 

then by Theorem 3.3.1 the Feller minimal WMBP is honest. Hence by 

Lemma 3.2.3, we have

TOO /-00=L (i - fto(t))* = L (E Kk(t))dt = E
J0 J0 £l'" v " £«* (fe-l)!

(~i(k~ 1) /r»\

which is finite if and only if E^i(pjfc-i/^fc) < +CXD because { ^,^1 ; fc > 

1} is bounded for each i > 1. See Remark 3.2.1. The last statement 

in the current case also follows from Lemma 3.2.3. On the other hand, 

if 60 < mb < +00, then a^ — 1 — ql < 1, (i > 1), and therefore

Ei[rQ ] - +00. D

By Theorem 3.4.1 we see that if 60 < rnb < +00, then £?;[TO] = +00. 

The reason for this uninformative fact is that in this case we have Pi (TO < 

+00) = ql < 1 for i > 1. Hence instead of considering the uninforma 

tive Ei[ro\ itself, we are now interested in finding the conditional mean 

extinction time £^[TO|TQ < oo] when the process starts at state i > 1, 

where ^[-|TO < oo] is the conditional mathematical expectation under 

the condition {TO < 00} with respect to Pi. By conditional mathemat 

ical expectation, ^[TO |TO < oo] = J^[TO /{TO<OO }]/PJ(TO < oo). Note that
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TQ!{TO <OQ} is random variable and thus, although it is finite almost surely, 
the mathematical expectation may not be finite.

Theorem 3.4.2. Suppose 60 < ra& < +00.

(i) If Ef=l (9k-iqk/wk) < +00, then for i > 1, ^[r0 |r0 < oo] < +00 

and in which case

In particular, if =̂l (qk /wk ] < +00 (especially, if Ejg=i(lM) 

< +00), then for i > 1, J^[TO|TO < oo] < +00.

(ii) If EgLi(0b-ig*M) = +°°> then for * ^ !> ^MTO < oo] - +00. 

Proof. Noting that P;(TO < t\rQ < oo) = Pio(t)/qi and thus by (3.2.18) 
and Lemma 3.2.3 we have

oo))dt
oo

(E Pik(t)qk)dt 
k=l

=

By Remark 3.2.1 we see that EgLi ^ - ri < +0° (« > 1) is 
equivalent to T^=i(gk-iqk I (Wk) < +00 and this together with Lemma 
3.2.1 completes the proof. D

We are now in a position to consider the mean explosion time. By 
Theorem 3.3.1, we only need to consider the case &o < ra& < +00. Let 
r^ denote the explosion time, i.e., the time epoch that the WMBP tends 
to infinity and let aioo = P^r^ < oo) denote the explosion probability. 
In addition, let Pioo(t) denote the explosion probability by time t.

Theorem 3.4.3. Suppose that bQ < m^ < +00 and ££Li(#fc-i/Wfc) < 
oo. Then for any i > 1,

aioo = 1 - qi > 0 (3.4.4)
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and

i oo 1 f'
b-oolT.. < oo] = I__J - £ ---T(l - «) < +-• (3-4.5)

In particular, if EgL^l/iuj.) < +00, then for all i > 1, E^ToolTbo < oo] < 
+00.

Proof. Since b$ < mb < +00 and Ef=i(gk-i/wk ) < oo, we know by 
Theorems 3.3.2 and 3.3.3 that pioo(t) > 0 for alH > 0 and

oo
(3.4.6)

which yields (3.4.4) by letting t -> oo and using (3.2.14) and (3.2.16). 
Also noting that

oo < *|TOO < oo) = Pioo (t)/(l - q1 } (3.4.7) 

by (3.4.4) and (3.4.7),
fOO

^t [TOO l^oo < 00] = / (1 - Pt(Too < tJToo < Oo))dt
J(j

Using (3.4.6) and (3.3.20) in above equality yields that

OO Kk(t) - ql + Pio(t)]dt

oo
- piQ (t))dt

OO

Noting (3.2.13) yields that

Ei ^xi v-^ oo] = r—— .g

which is finite by the assumed condition. In particular, if Efcl
+00, then 1^=1(9 k-i/^k) < +00 since {gk',k > 0} is bounded, thus the
last statement holds. The proof is complete. D
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Finally, we consider the following question. Suppose a WMBP starts 
at state i > 1, then before the final extinction or explosion, the process, 
with probability 1, will "enjoy" its life by wandering over the positive 
states. We are now interested in obtaining the overall mean holding 
time at each positive state j > 1, since it provides important and very 
useful information regarding the evolution behaviour of the WMBP. Let 
us agree to call them the global holding times. More specifically, for any 
* > 1, ; > 1, let

=j}] = Pij(t)dt

denote the mean global holding time at state j before extinction or explo 
sion. Clearly //; = ££li /^ is the mean total survival time of the WMBP 
when the process starts at state i > 1. However, the solutions to this 
question have been implied by our previous work and thus we only need 
to summarize them here.

Theorem 3.4.4. Suppose the Feller minimal WMBP starts at state 

i > 1.

(i) For any j ' > 1, the mean global holding time at state j is always 

finite and given by

(3.4.8)

(ii) The mean total survival time of the WMBP is finite if and only 

if Y,JL\(9j-i/wj) is convergent and, in which case, is given by

(3 -4 -9'
Proof. By the definition of /^-, (i,j > 1), /^- = /0°° pij(t)dt. On the 
other hand, by (3.2.13) in Lemma 3.2.3, /0°° Pij(t}dt = ± • ^-iffi • Hence 
(i) holds. Summing (3.4.8) over j > 1 yields that (3.4.9). Using Remark 
3.2.1, we see that (3.4.9) is finite if and only if ££U(£/-i/Wj) < oo. The 
proof is complete. D
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3.5. Probabilistic Approach

As in nearly every branch of random processes, there are two meth 
ods, i.e., analytic method and probabilistic method. In analytic method, 
we can use the related results in different mathematical branches and thus 

more explicit results can be obtained in general. However, probabilistic 

method can bring us deeper probabilistic and intuitive insight.

The methods used in the previous sections are mainly analytic. In 
this section we shall use probabilistic method to regain most of the results 
obtained before. From the definition of the g-matrix Q of WMBP, we can 
see that WMBP is closely related with compound Poisson process. The 
latter is well-discussed and has many deep properties. Therefore, we will 
use compound Poisson process to study the WMBP.

For this approach, it is more convenient to denote the weight function 
Wi as w(i) and define w(Q) = 0. Let {Y(t)] t > 0} be a compound 
Poisson process on the set Z of all integers with the generator, i.e. the 
conservative q-matrix Q* = (q*j), where the elements of Q* are given by 
(here only the non-zero off-diagonal elements are specified)

00, if j = i- 1- 

The properties of this process are, of course, well-known.

Now let TO be the first hitting time of state 0 of the process
and define

ds

It is clear that rj(t) is an increasing function of t > 0 with probability 
1 and thus possesses a limit, denoted by ry(To), as t — >• oo as well as a 
right-inverse function, denoted by 6(t). It is easily seen that

0 ds

is finite on the set {To < oo}, for if TO < oo then Y(t) has only finitely 
many jump points until TQ. On the other hand, 77 (To) can be either finite 
or infinite on the set {To = 00}. Note that for any t > 0, 0(t) is only
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well-defined on the set {r/(T0 ) > t}. If TJ(TQ) < oo, then the process X(t) 
we are studying stops at time 77 (To). For this reason, we shall extend its 
definition to the set {T0 < oo, 77 (T0 ) < t} by defining it as T0 . It follows 
that for any t > 0 we have

= ( mf{«; /0"A ° ^ = 0, «7 r,(T0) > t
I TO, if rj(TQ ) < t and T0 < oo.

We shall leave 0(t) undefined on the set {T?(TO ) < t, T0 = oo}. Fur 
thermore, for any stopping time r, particularly the jump times crn , of 
the compound Poisson process Y(t), we define ry(r) — /J"A ° w(y^8)) • Now 
suppose y(t) starts from some positive state and define

X(t) = Y(e(t)), t > 0, (3.5.3) 

then by (3.5.2) and (3.5.3) we have

0(t) = fw(X(s))ds. (3.5.4) 

Indeed, by (3.5.2) we see that 9(t) < TO on the set {^(To) > t} and so

ds r9(t)AT0 ds

Hence
1 d0(t) = I dO(i)

~ w(Y(B(t))} ' ~dT ~ w(X(t)) ' ~dT'
This yields (3.5.4) by noting 0(0) = 0. Note that (3.5.4) also holds on 
the set {^(TO) < t, TO < 00} since we have defined iu(0) = 0.

By (3.5.2) and (3.5.3) it is clear that the process X(t) possesses 
the same jump behaviour as Y(t) until Y(t) first hits the state 0 at TO . 
Furthermore, with probability 1, the process X(t) shares the same sample 
path behaviour with Y(i) until, again, Y(t) first hits the state 0 at T0 
except that the length of sojourn times may not be the same. It is easily 
seen, however, that the sojourn time at any state k > 1 of X(t) is the 
scaled, by l/w(k), sojourn time of the compound Poisson process Y(t) at 
the same state before the latter first hits the state 0 at TO . The difference 
is that the process X(t) will stay at 0 forever after it hits the state 0 and 
thus 0 is an absorbing state for X(t). Therefore X(t) is just the Feller
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minimal WMBP whose g-matrix Q is given in (3.1.1) (see (3.5.1)). Hence 
we have proved the following obvious conclusion.

Theorem 3.5.1. The process {X(t); t > 0} defined in (3.5.3) is the 
Feller minimal WMBP whose g-matrix Q is given in (3.1.1).

In other words, any WMBP, including the well-discussed ordinary 
Markov branching process, can be viewed as a random time change of 
some compound Poisson process. This explains the reason why WMBPs 
share so many common properties with the ordinary Markov branching 
process. These properties will be shown more clearly below. From now 
on, we shall always assume that both X(t) (the WMBP process) and 
Y(t) (the compound Poisson process) start at the same state i > 1. As 
defined in Section 4, let TQ = inf{t > 0; X(t) = 0} and TOO denote the 
hitting time at 0 and the explosion time of X(t), respectively. Also recall 
that TO denotes the first hitting time of state 0 of Y(t). It is then easily
seen that

TO, if Tn < oo 
' * (3-5.5)

T = 00.

Furthermore, let Tk(Y) be the time spent at state k(> 1) of Y(i) until 
Y(t) first hits the state 0. Similarly, let

/•oo
Tk(X) = JQ I{x(t}=k}dt, k>l

denote the total time spent at state k > 1 of the WMBP X(t) where /{.} 
is the indicator function. From the definition of X(t), we know that if 
w(n) = 1 then Tk (Y) = Tk (X). Suppose that w(n) = 1 and let (pij(t)) 
be the Q-function of X(t). By Kolmogorov forward equation,

oo . oo f t
- s' = B(s) - E( Pik(u)du) - sk-\

Letting t t oo in the above equality and noting the definition of Gi(s) 
yields that

00 / fOQ \

Gi(s)= E (L P^k(t}dt} • sk~\ \s\<l.
k=l WU

Hence,

Et [Tk (Y)] = EtlT^X)} = /o°° Pik (t)dt =
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where Ei denote the conditional expectation when the process starts at 
state i > 1 and Gi(s) is defined in Section 3.2. Note that the above result 
is not new, see, for instance, Chen (1986).

The following result establishes a close link between the properties 
of the Feller minimal WMBP X(t) and the compound Poisson process 
Y(t).

Theorem 3.5.2. The Feller minimal WMBP X(t) is honest, i.e., the 
corresponding ^-matrix Q is regular, if and only if Pi(q(To) < oo, TO = 
oo) = 0 (i > 1). The extinction probability of X(t) is just Pi(T0 < oo) 
under the condition that X(t) starts at i > 1. In particular,

(i) if 60 > ra&, then Q is regular, i.e., the Feller minimal WMBP is
honest and, furthermore, the extinction probability is 1. 

(ii) If E^Li l/w(n) < oo then Q is regular (i.e., the Feller minimal
WMBP is honest) if and only if 60 > ra&.

(iii) If 60 < rrib < +00 then the extinction probability is ql when 
the process starts at i > 1 where q < 1 is the smallest positive 
root of B(s) = 0 on [0,1]. 

Furthermore, for any k > 1, the following relation holds

Tk (X)=Tk (Y)/w(k). (3.5.6)

Proof. By (3.5.3) it is easily seen that the WMBP is honest if and 
only if for all t > 0, 6(i) is well-defined almost surely. However, the latter 
happens if and only if for all t > 0, Pi(r)(To) <t, T0 = oo) = 0, see (3.5.2) 
and the sentence immediately follows it. It is easily seen that this last 
condition is equivalent to Pj(^(T0 ) < oo, T0 = oo) = 0. The extinction 
probability of X(t) is Pi(rQ < oo), which is just Pt (TQ < oo) by (3.5.5). 
This proves the first part of the theorem.

Now, if 60 = f^b then the compound Poisson process Y(t) is recurrent 
and thus will visit state 0 infinitely many times with probability 1 by 
irreducibility. Hence for alH > 1, Pj(To < oo) = 1 which yields all the 
conclusions in (i). If 60 > ^6, although transient, the compound Poisson



process will eventually drift to — oo and thus will hit 0 with probability 1 
(assuming the process starts at z > 1). Therefore again Pi(T^ < oo) = 1 
which proves (i).

In order to prove (ii), we first prove (3.5.6). Denote the successive 
jump times of Y(t) until T0 as [an \ n > 1} and let CTO = 0. Now recall 
that r)(an) is defined as lQ n^T°(w(Y(s)))~ lds, we see that 77(0-0) = 0 and 

<7n); n > 1} are the jump times of X(t). Hence
oo

Tk (x) = ^(n(c7n+i) -
n=Q

oo

n=0 w(k) *v™=*> ~^°> W(k)' 

We are now ready to prove (ii). Note first that we actually have
oo

V"~* rrt / -y\ _ rt(T' ^ (*% ^ V^ 

fc=l

Now, if Y%Li(l/w(k)) < oo, then by (3.5.6) we have that for any i > I
00 1

Ei(ri(To)} = E -^ • Ei[Tk (Y)} < oo
Jfc=l V '

since {Ei[Tk (YJ\; k > 1} is bounded. Therefore we have Pi(rj(TQ ) < 
oo) — 1 and hence Pi(rj(To) < oo, TO = oo) = PI(TQ = oo) which is zero 
if and only if 60 > ra&. This proves (ii).

The proof of (iii) is immediate. Indeed, by the just proven result, 
the extinction probability of X(t) is the hitting probability of state 0 of 
the corresponding compound Poisson process Y(t). For the latter, the 
conclusion (iii) is well-known. It can also be easily obtained by using the 
corresponding result of the ordinary MBP. D

The following result can now be easily proven. 

Theorem 3.5.3. The conclusions in Theorems 3.4.1—3.4.4 hold. 

Proof. It follows from (3.5.6) that for any z, k > 1

Ei(Tk (X)} =

which is just (3.4.8) in Theorem 3.4.4. Expression (3.4.9) then easily 
follows by summation over k > 1. Hence Theorem 3.4.4 is proven.
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If 60 > rnb then TO = E£Li Tk (X) and hence
00 1 ' Ei[Tk(Y}] -

If 60 < mi) < +00 then
00

TO = E Tk (X) on {TO < 00}
k=l

since {TO < 00} happens if and only if {To < 00} . So
oo 1

< oo] = E —— • - E$Tk (Y)\TQ < oo]

On the other hand, it is easy to see that

Ei(Tk (Y)\T0 < oo] = <t-*Ei[Tk (Y)]. (3.5.8) 

Indeed,
"OO

P<(n*) = k,t<T0 < 

=k , t<To} • Pk(T0 < oo)]dt 

= qk °° Pi(Y(t) = k,t< T0)dt = f

•oo

This yields (3.5.8). Theorems 3.4.1 and 3.4.2 then immediately follow. 
We now consider Theorem 3.4.3. Assume that &Q < rnb < +00. It is 
easily seen from (3.5.5) and (3.5.7) that for any i > 1

oo
<oo) = Pi(r0 < oo) + P^TOO < oo).

k=l

If Ef=i(9k/w(k)) < oo then E^^T^X)] < oo which implies that 
Pi(Y%LiTk (X) < oo) = 1. By Theorem 3.5.2(iii),

00

oo) - Pi(E Tk (X) < oo) - P^TQ < oo) = 1 - qi
k=l

which is (3.4.4). Also clearly, we have
oo

oo < 00] - E Ei^X)}^ < 00]. 
k=l

However,
roo

£k[Tk(X) • /{Too<oc}] = /Q Pi[X(t) = k,t<roa < oo}dt 

= r° Ek[I{X(t}^} • P^TOO < oo]]dt = (1 - qk)Ei[Tk (X)},10
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and thus

This proves (3.4.5) and the proof of Theorem 3.4.3 is thus complete. D

3.6. Non-linear Markov Branching Processes

An important class of weighted branching model, which was con 
sidered in Chen (2002a,b), is non-linear Markov branching process, i.e., 
Wi = i9 (i > 1), where 0 is a positive constant. Note that the ordinary 
MBP is a special case of the non-linear Markov branching processes, i.e., 
0 = 1. The key property of ordinary MBP is the branching property, i.e., 
different particles act independently when they give offspring. However, 
different from the ordinary MBP, the non-linear branching process no 
longer has this independence property, i.e., the particles may act depen 
dent ly when they give offspring. One of the basic questions in studying 
the non-linear Markov branching process is the regularity problem. For 
the ordinary MBP, this question was first answered by Harris (1963) who 
obtained a very satisfactory criterion, known as the Harris condition.

Unfortunately this regularity problem still remains open for the gen 
eral non-linear Markov branching processes, in spite of the fact that ex 
tensive progress has already been made for such processes. This seriously 
affects the analysis of the non-linear branching process. Indeed without 
knowing whether the corresponding process is honest or not, it is hard 
to deepen the further investigation.

The aim of this section is to answer this important question. We 
shall provide a criterion which is very easy to check. It is a natural 
generalisation of the Harris condition and so we call it the general Harris 
criterion.

A ^-matrix Q — (qij]i,j € Z+ ) defined in (3.1.1) is called non-linear 
branching g-matrix if

Wi = i6 , i > 1. (3.6.1)

where 0 > 0 is a constant.
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A non-linear branching g-matrix is called super-linear if 0 > 1, and 
sub-linear if 0 < 0 < 1. Note that this classification is based on whether 
EjJLi n~9 is finite or not.

A WMBP is called a non-linear Markov branching process if its 
g-matrix is a non-linear branching g-matrix. The non-linear Markov 
branching process is called super-linear or sub-linear based on the corre 
sponding g-matrix Q is super-linear or sub-linear.

Before giving the main results, we need the following lemma which 
can be seen in Chen (2002a).

Lemma 3.6.1. Let (pij(t}]i,j E Z+ ) and (<j)ij(\)',i,j E Z+ ) be the Feller 
minimal Q-function and Q-resolvent, respectively, where Q is a non-linear 
branching g-matrix given in (3.6.1). Then for any i > 1 and 0 < s < 1,

and

where F(0) is the gamma function.

Now we can present our main results in the following.

Theorem 3.6.2. Let Q be the non-linear branching g-matrix. If 60 > 
then Q is regular. While if bQ < mb < + oo then the following statements 
are equivalent.

(i) The non-linear branching g-matrix Q is regular, i.e., the corre

sponding non-linear Markov branching process is honest. 

(ii) For some (or equivalently for all ) e 6 (g, 1), we have
* 

=

(iii) For some (or equivalently for all ) e € (q, 1), we have

-B(s) 
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(iv) The following integral is infinite, i.e.,/.'
(v) For any i > 1,

oo
lim £>ij(t) > 0 (3.6.7) *->°° j= i

where (pij(t); i, j G Z+) is the Q-function of the corresponding 

non-linear Markov branching process.

Proof. If 60 > ra&, the statement is just Theorem 3.3.1. We now assume 

that 60 < mi) < -f-oo. Note that lims|i ~^f = 1, we see that (ii 

By the definition of G(s) and Lemma 3.2.1, we see that for e G (<?, 1),
q-s
B(s) 

Thus, for e G (g, 1),

<G(e) <oo,

= G(e) - r xe- le-
J J.

- G(e) - T((9) < +00

i.e., for any e G (q, 1), we have

(.-.M-

Now we rewrite the integral in (3.6.6) as
-1 .

(3 6 8)

1 (9~ s)(g s) ' "s = oo.where e € (g, 1). By (3.6.8), (iv) is equivalent to

But lims^i (i_ 8?/-i — = 9—1, thus (iv)-^(ii). Hence to complete the 

proof, we only need to show that (
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We first prove that (iii) implies (i). Now suppose (iii) holds but the 
non-linear Markov branching process is dishonest. Then 1—A E^Lo fajW ^ 
0 for some (therefore for all) A > 0 and some i > 1. Denote this quantity 
by p(A). So for a fixed A > 0 and i > 1, there exists an e sufficiently close 
to 1 such that si - \Ef=0 (/)ij(X)sj > ^- > 0 for all s <E [e, 1]. Therefore 
for such i and A, we have by (iii) that

n( \\ „-( ( — In c^" 1
= +OO.

2 

Using (3.6.3) for 5 = 1 we obtain
CO

which is a contradiction since we always have E^o^j(^) — VA - Thus 
P(t) is honest and (i) is proved.

Secondly we prove that (v) implies (iii). Suppose that (iii) does not 
hold, i.e., 41 ^~^g( ) dy < +00 for some e G (9,1). Note that, by Theorem
1.2.2, | EjL0 Pij(t)yj \ < ££0 WX*)I < 2^ = ~2^6i for 
then we have that for y E [e, 1),

<

/ I v a _i

since B(s) < 0 for s G (e, 1). By the assumption, f* _$^ dy < oo, 
thus we are justified to apply the Dominated Convergence Theorem to 
obtain

voo_ p'.(t}yi3=°B(y) (-^y^dy

(3.6.9)
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since lim^^p^i) = 0 for all i and j (see, again, Chung (1967)).

In addition to (3.6.9), we also have from (3.2.5) (with Wk = ke ) that

B(y)
oo

k=l
oo

<

-, ye [0,6) 

and

M • (-\ny)9- ldy = MT(6) < +00,

where the positive constant M = EgLj fc^" 1 (independent of t) is finite. 
Hence we may, again, use the Dominated Convergence Theorem to get

since rim^oop^t) = 0 for all i, j > 0. Combining (3.6.9) with (3.6.10) 
yields that

_ «—>r\n / / i \ -i

— In?/)^" 1 ^?/ = 0.
B(y) 

Letting s = 1 in (3.6.2) yields that

Therefore, letting t — )• CXD in the above equality yields that

which contradicts with (v) . Hence (v) does implies (iii) .

Finally, we prove that (i) implies (v). Note that for any i > 1, it is 
easy to see that EjiiPij(t) is a non-increasing function oft and thus when 
t — >• oo, the limit does exist. Indeed, write E^iPij(t) — ££LoP«jM ~ 

. It is well known that the first term is a non-increasing function
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and Pio(t) is an increasing function of t > 0 and thus the difference is 
non-increasing. Hence if (v) is not true, then this limit must be zero. By 
honesty, we then obtain

oo
Km pi0 (t) = 1 - lim £ pij(t) = 1

I — fOO t — ̂ OO • i3=l

which contradicts to 60 < ra& < +00 since for the case bo < ra& < +00 
we have limt_>00 pio(^) = qi < I (since that by Theorem 3.3 of Chen 
(2002a) , if &o < rnb then the extinction probability for non-linear Markov 
branching process starting at state i > 1 is ql < 1) . The proof is thus 
complete. a

Note that although criterion (3.6.4) is the most simple one, criteria 
(3.6.5)— (3.6.7) are more essential since they possess a clear probabilistic 
interpretation.

The following two corollaries are direct consequence of Theorem 3.6.2 
but are much more informative.

Corollary 3.6.3. A super-linear Markov branching process (i.e., 9 > 1) 
is honest (i.e., the corresponding (/-matrix Q is regular) if and only if 
bo > mb.

Proof. Just note that if 9 > I and 60 < m& < +00 then the integral 
in (3.6.4) is always finite since by Lemma 2.2.1(ii), 1 is a simple root of 
B(s) = 0. D

Corollary 3.6.4. A sub-linear Markov branching process (i.e., 0 < 1) is 
honest (i.e., the corresponding sub-linear branching g-matrix Q is regular) 
if and only if either

(i) ra& < +00 or

(ii) mi = +00 together with the requirement that for some (or, 

equivalently for all) e G (5, 1) we have

/•i (1 - s)e~ l
e -B(s) 

where q G (0, 1) is the smallest root of B(s) = 0 on [0, 1].
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Proof. Let 0 < 0 < 1. If ra& = oo, then (3.6.11) is just the same integral 
as (3.6.4). Therefore, we only need to prove that if 69 < ra& < -foo then 
the process is honest. If &o > ™>b then by Theorem 3.6.2, the process is 
honest. If 60 < mb < +00, then

l-s 1 1
-B(s) B'(l) mb -md 

It then follows that
_ e^-l

^5 //'
JE

ds = ooB(>

since /J(l — s) e~ 2ds = oo. Hence by Theorem 3.6.2 (ii), the process is 
honest. The proof is complete. D

Note that by Corollary 3.6.4, in particular, putting 9 — 1 in (3.6.11) 
we immediately recover the original Harris condition. Also by Corollaries 
3.6.3 and 3.6.4 we see that in most cases, we do not need to check whether 
the integrals (3.6.4) —(3.6.6) are convergent or not. Indeed, only in the 
case mb = +00 for the sub-linear process do we need to check the integral 
(3.6.11) directly. In addition, by Corollaries 3.6.3 and 3.6.4 we see that 
there is a substantial difference in the honesty condition between the 
super-linear and sub-linear Markov branching processes.

As another direct consequence of Theorem 3.6.2, we may obtain the 
following interesting result which provides further information regarding 
the limit in (3.6.7) and will be very useful in further investigation.

Corollary 3.6.5. Let P(t) = (pij(t)] i,j > 0) be the transition function 
of a non-linear Markov branching process and denote o~i(t) =

If the process is super-linear, then for alH > 1, 

(i) If 60 > mb then
oo

<Ti(t) = 1, Pio(t) t~1 and ^ Pij(t) 4- 0 (as t —> oo). 

(ii) If 60 < rnb < +00 then
oo

1 > &i(t) J, q\ piQ(t) t <? and ^ Pij(t) 4- 0 (as t —> oo),
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While if the process is sub-linear, then for all i > 1, 

(iii) If bo > nib then
00 \ 

ai(t) = 1, Pio(t) 11 and 22 Pij(t) 4- 0 (as t ~* °°/'

(iv) If b0 <mb < +00 or if ra& = +00 but the integral in (3.6.4) is 

divergent, then

-tfl (as t-too).

(v) If mb = +00 and the integral in (3.6.4) is convergent, then

f: P%o(t) t0* a^

Where q E (0,1) appeared in (ii), (iv) and (v) is the smallest root of 
£(s) = 0on [0,1].

Proof. We first note that, by the basic property of transition function, 
<Ti(t) is a non-increasing function of t. Since 0 is the absorbing state, we 
know that piQ(t) is an increasing function of t and hence T^iPij(t) = 
<Ti(t) — Piv(t) is a decreasing function of t.

Suppose that 60 > mb- By Theorem 3.6.2, Q is regular, i.e., 0i(t) = 1. 
By Theorem 3.4.1, piQ (t) t 1 and thus Ej^iPij(t) ^ 0. (i) and (iii) have 
been proved.

Suppose that the process is super-linear and 60 < ra& < oo. By 
Theorem 3.4.1, piQ (t) t q*. By Corollary 3.6.3, Q is not regular, i.e., 
(7i(t) < 1. Furthermore, by Theorem 3.6.2, we must have EjiiPtjW I 0 
and thus cr^(t) 4- (f- (ii) is proved.

Suppose that the process is sub-linear. If 60 < m& < oo or if ra& = oo 
but the integral in (3.6.4) is divergent, then by Theorem 3.6.2, Q is 
regular, i.e., &i(i) = 1. Again by Theorem 3.4.1, Piu(t) t (f and thus 
^T=\Pij(i) 4r 1 - 9*- (iv) is proved.

Suppose that the process is sub-linear. If ra& = oo and the integral 
in (3.6.4) is convergent, then by Theorem 3.6.2, Q is not regular, i.e.,
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<Ti(t) < 1 and Ef=iPij(t) | 0. Again by Theorem 3.4.1, piQ (t) t q* and 
thus C7i(t) 4. q\ (v) is proved. D

Note that for the ordinary Markov branching process, by Lemma 2.2 
in Chen and Renshaw( 1993b), if the process is honest then pw(t) t q*, 
&i(t) I and so lim^oo cr\ (t) — a exists. Furthermore,

(a) ££0 Py W I ^ (V/c > 0, t -> oo);

(b) 0 < q < cr < 1, with a < 1 if and only if Q is not regular;

(c) if cr < 1 then cr = g;

(d) if Q is regular then <7i(£) = cr = 1;

(e) if Q is not regular then cri(t) < 1 (Vt > 0) and <TI(£) i cr < 1. 

These results agree with Corollary 3.6.5 in the case 0 = 1.

Theorem 3.6.6. For the non-linear Markov branching process. The 
extinction probability is given in (3.4.1) and the mean extinction time is 
finite if and only if both 69 ^ rnb and JQ -fe^y • (— \t\y} 9~ l dy < oo and in 
which case is given by

Moreover, if 60 < m^ < -(-oo, then the conditional mean extinction time 
is given by

while if b0 < mb < +00 and $ f^ • (- In y) 0~ l dy < oo, then the explosion 
probability and mean explosion time are given by

— l - q1

and
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respectively. Finally, the mean global holding time and mean total sur 
vival time are given by

and

+00.

Proof. Recall that the extinction probability given in (3.4.1) does not 
depend on the sequence {w^ k > 1}, so the extinction probability for the 
non-linear case is still given in (3.4.1).

Note that for sG [0,1),

(3 ' 6 ' 12)
If 60 > rrift, then letting s t 1 in the above equality and noting

yieldsthat

In particular,

since gk = -^ = — ̂ . Using Theorem 3.4.1 and Substituting above 
two equations into the expressions in Theorem 3.4.1 yields that the as 
sertion regarding E^TQ] holds.

If 60 < ™>b < oo, then letting s t q in (3.6.12) and noting Gt(y) = 
yields that
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In particular,

Using Theorem 3.4.2 and Substituting above two equations into the ex 
pressions in Theorem 3.4.2 yields that the assertion regarding 
oo] holds.

If 60 < ra& < oo, letting s t 1 in (3.6.12) yields that 

9k-i 1

By Theorem 3.4.3, the assertions regarding explosion probability and 
explosion time hold. Finally, by Theorem 3.4.4 and above expressions, 
the last two expressions are true. The proof is complete. D

3.7. Examples

In this section we give some examples, which cover some applicable 
models, to illustrate our results. It will be seen that the calculation of the 
quantities involved, in particular, the quantities (3.4.2), (3.4.3), (3.4.5) 
and (3.4.8), are usually quite simple.

We first give two examples in which the sequence {bj] j > 1} takes 
some special form while the sequence {wj\ j > 1} is arbitrary.

Example 3.7.1. Let 60 = d > 0, bj = 0 (Vj > 3) and 62 = 6 > 0. This 
is just the case of birth-death process with an absorbing state zero. For 
this example, it is easily seen that J5(s) = (1 — s)(d — bs) and that

-', if d<b
\J tf V

¥, if d = b 
k — IV b

\ i 1 ^^t-Ai / h\k—j • r J ^ 7

Applying our results obtained in the previous sections, we can get the 
following conclusion.

Theorem 3.7.1. (i) There exists only one birth-death WMBP if and 

only if one of the following conditions is satisfied:
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(a) d>b,

(b) d < b and £j£i ± = +00,

(c) d < 6, E^=i ^- < +00 and E^Li ^~(^) fc = +00. 

Moreover, Q is regular if and only if either (a) or (b) occurs.

(ii) The extinction probability and the mean extinction time 

are given by

(|)* < 1, if d < b 
1, if d>b

and
1
5

1 v^fcAi (b\k-j•
_ L - 0,

o 1fe=i —
o 1 <̂ 00

.+00,

(iii) If d < 6, then the conditional mean extinction time is given by
} k

+00? Sf Y-oc _A_ . fd\k _

(iv) If d < b and E^Li ^- < oo, then the explosion probability and
**JK

the mean explosion time are given by

&IOO —- •*• — I ~

and

oo] = (6(1 - (-b
I — f^fc fcAi

fc=l

(v) The mean global holding times are given by

1

Proof. Since bj = 0 (Vj > 3), we have m& = 6. By Theorem 3.3.2 
and Theorem 3.3.3, Q is regular if and only if either (a) or (b) holds.
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Hence for the uniqueness criterion, we only need to prove that under the 
conditions d < b and Ejg^ ^ < +00, there exists only one WMBP if and 
only if £«Li ±(%) k = +00. To this end, note n = 6, rn = 0 (n > 2), by 
(3.3.7) we know that RQ = I and

nn dwn+i dwn+i

Denote hn = wn#n-i for n > 1, we rewrite the above equality as

, 1 6^
hn+i — -, + -^Ain, n>l. 

d d

Therefore, by mathematical induction principle and note that hi =

(b/d) n -l
nj— a

Thus n>Q .
wn+i b- d d 

By Theorem 3.3.5, the assertion regarding the uniqueness holds. By
/"H^ — 1) (r\\

Theorem 3.4.1 and the expression of ifc _ 1 |, ; in the present case, (ii) holds. 
By Theorem 3.4.2, Theorem 3.4.3, Theorem 3.4.4 and the expression of
x"»(fc——— 1) /Q\

lk_i\\ in the present case, we see that (iii), (iv) and (v) hold respectively. 
D

Example 3.7.2 Let 60 > 0, bj = 0 (j > 4), b2 > 0 and 63 > 0. We 
are interested in this example since it is beyond the birth-death process 
and little is known, even for the uniqueness question, until now. Now 
applying our results, much information can be obtained. Indeed, for this 
example, we have

= (l-s) (60 - 

and thus B(s) = 0 has exactly three roots, 1, q\ and #2, where

> 0 (3.7.1)
ZG>3

and __________
— (ho -I- h*\ — J(hn -4- ho "I 2 4- dhnho

< -1.
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Here the positive root q\ is less than, equal to or great than 1 depends 
upon 60 < 62 + 263 , 60 = &2 + 263 or 60 > 62 + 263 , respectively. An easy 
calculation then yields the form of Gi(s) and hence for k > 1,

j , if 60 < 62

60 >6
(1-
(gi-<

Theorem 3.7.2. Suppose that the WMBP g-matrix Q satisfies bj = 
0 (j > 4) and 63 > 0.

(i) There exists only one WMBP if and only if one of the following 

conditions holds.

(a) &0 >&2

(b) 60 < 62 + 263 and E£=i £ - +00;

(c) 60 < &2 + 2&3 , EgLi < +00 and

00 1 1
°° (3.7.3)

where q\ is given in (3.7.1).

(ii) The extinction probability and the mean extinction time are 

given by

q\ < 1, if 60 < 62 + 263 
1,

OL263 ,

I+00,

if b0 = b: 
otherwise.

oo
< 00

(iii) If &0 < 62 + 263 , then the conditional mean extinction time is 

given by

00]

(1-92)63 

+00,

00

f
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(iv) If 60 < 62 + 263 and ££Li ^- < oo, then the explosion probability 

and the mean explosion time are given by

Oioo = 1 - q\ 

and
1 oo 1 _ nk k/\i 1

£
(v) The mean global holding times are given by

if 6n < 69«/ \J •"

if 60 = 62
-), if 60

Proof. As in the proof of Theorem 3.5.1, we only need to prove that 
under the conditions 60 < 62 + 263 and E£Li ^- < +00, there exists only 
one WMBP if and only if E£Li ~(~) fc = +°°. However, this conclusion 
is an easy corollary of Theorem 3.3.5. Indeed, by this theorem, there 
exists only one WMBP if and only if

CO

Y, Rn = +00 
n=l

where {Rn} is given in (3.3.7). However, since bj — 0 (j > 4) we 
have TJ — 0 (\/j > 3) and TI — 62 + 63, r2 = 63. Hence if we let 
fn = bQWn+iRn (n > 0), GI = ^^ and 0% = ^, then the recursive 
formula (3.3.7) can be rewritten as

fn+2 = 1 + Ci/n+ i + C2/n , W > 0

which is a second order linear difference equation with constant coeffi 
cients. By solving this difference equation we get that

where q\ and qi are given in (3.7.1) and (3.7.2) and ^1,^2,^3 are three 
constants, determined by the known initial conditions. Now since E^i ^~ 
< +00 and |— < 1, it is easily seen that E^i Rn = +00 if and only if

~i i
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ESLi ^(^)n = +00 ' or if and only if (3 - 7 - 3) hol<ls. This completes the 
proof. D

Remark 3.7.1. It can be seen that the conclusion (i) and the arguments 
in Theorem 3.7.2 can be generalised to the case that there exists an TV > 1 
such that for all n > N + 1, bn = 0. In such more general case, we will 
obtain that

fn+N = 1 + Cifn+N-l + C2 /n+JV-2 + ' ' * + CN/n, n > 0,

where ck - Tk /b0 > 0 (k = 1,2, ••-,#). The corresponding auxiliary 
equation is

XN = CIXN-I + c-2$N-i + • • • + CN- 

Replacing x with 1/s and noting ck = T&/&O yields that

i.e.,

= 0,
k=i

.
1 — s 

Therefore, the roots of the above auxiliary equation are — , — , • ••. — ,
' J H qi ' Q2 ' ' QN '

where qi, q^ • • • , <?# are the roots of B(s) = 0 excepting 1. It can be 
proved that <?i, the smallest positive root of B(s] = 0 in [0, 1] satisfies 
q\ < 1 < inf{|<ft; ; 2 < k < N}. By the theory of difference equation, see, 
for example, Section 2.9 in Hunter (1983), we have

N l
bQRnwn+1 = fn = D+Y< Ak (-)n , n > 0

k=l Qk

where D,Ai, ••-, AN are constants. Note that although the explicit 
expressions of the roots qk are not available, we only need the smallest 
root qi to check that ££Li Rn < oo or not. Examples 3.7.1 and 3.7.2 are 
actually special cases of N = 2 and N = 3, respectively. See (3.7.3) in 
Theorem 3.7.2 and (c) in Theorem 3.7.1.

Next, we give three examples in which the sequence {wj] j > 1} 
takes some special form while the sequence {bj\ .7 > 1} is arbitrary.

Example 3.7.3. Let wk = I (Vfc > 1). This example may be viewed 
as an Mx /M/l queue stopped at state zero which plays an important
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role in the Markovian queueing models. For more details, see Chen and 
Renshaw (1997, 2003).

For this example, the (/-matrix Q is bounded and thus the uniqueness 
question is trivial. That is, the g-matrix Q is regular and the Feller 
minimal WMBP is honest and thus explosion is impossible. It is also 
clear that if b$> m^, then

~ G(*-i)(0) =iim l_ s f _j_ if bo>mb 
t=i (k - 1)! ti B(s) \ +00, if b0 = mb

and if 6p < mj, < +00, then

Theorem 3.7.3. Suppose that Wk = 1 (Vfc > 1). Then there always 
exists only one WMBP which is the honest Feller minimal process. The 
extinction Probability is given in (3.4.1) and the mean extinction time is 
given by

b^rb i if
+00, if b$ < mb < +00. 

Moreover, if 69 < mb < +00, then the conditional extinction time is given
by

Ei[T0 \TQ < 00] = _B,f\'

and the mean global holding time and mean total survival time are given
by

and -r L«/ On > m/,J u °
• r 7 / ^ .oo, ^/ OQ < mb < +00.

Example 3.7.4. Let Wk = k (Vfe > 1). This is just the case of ordinary 
Markov branching process and also a special case of non-linear Markov 
branching process. Let
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and
F(s) = Fi(«) (3.7.5)

then Fi(s) is well-defined for s 6 [0,1) and JJ(O) = 0. So

k=l

Theorem 3.7.4. There always exists only one ordinary Markov branch 
ing process which is the Feller minimal process. This Feller minimal 
process is honest, i.e., Q is regular, if and only if either 69 > mb or 
bo < nib < +00 and

oo fr(ty((\\
= +00 (3.7.6)

fc=0

or, equivalently, lims|iF(s) = +00 where F(s) is given in (3.7.5). The 
extinction probability is given in (3.4.1) and the mean extinction time is 
given by

{ ^ TW> dy > ^ b° - mb and 
I +00, otherwise.

Moreover, the conditional mean extinction time is always finite and given

4 n

Ei [r0 \r0 < 0 

and the explosion probability and mean explosion time are given by

and
00 < OO] =

respectively. Finally, the mean global holding time and mean total sur 
vival time are given by

,
J'

3where F 3 Q) denotes the jib. derivative of Fi(s) evaluated at 0 and Fi(s) 
is defined in (3.7.4), and

>_ mb 
, if 60 < mb < +00.
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Proof. Let 9 = 1 in Theorem 3.6.2 and Theorem 3.6.6 we obtain all 
the conclusions. D

3.8. Notes

Different from the ordinary Markov branching process, the WMBP 
considered in this chapter does not satisfy the branching property. If 
Wi = i(i > 1), as shown in Athreya and Ney (1972), the process has 
branching property. Conversely, Chen (2001) proved that the branching 
property implies W{ — i(i > 1).

As far as we know, this model was first considered in Chen (1997), 
where some sufficient regularity conditions were obtained.

Chen (2002a,b) considered the special case: wi — i9 (i > 1) where 
0(> 0) is a constant.

Here we further considered the most general case and some new 
results have been obtained.

Theorems 3.3.1 and 3.3.3 are due to Chen (1997), here we have 
presented a different and easy proof. The idea of Theorems 3.3.5 and 
3.3.6 is based on Chen etc. (2003).

Sections 3.2, 3.3 and 3.4 (except the results mentioned above) has 
been submitted for publication in Chen, Li and Ramesh (2004a). Section 
3.6 is submitted for publication in Chen, Li and Ramesh (2004c). Section 
3.5 is in preparation (Chen, Li and Ramesh (2004d)).

It is worth pointing out that from Theorem 3.3.1-3.3.3, in case ra& < 
+00, the WMBP is regular if and only if 60 > mb or £5JLi(l/wn) = oo, 
while in case ra& = oo, the WMBP is not regular if E^i(pn-i/^n) < oo. 
In other words, condition £jJLi(<7n-i/wn) = oo is necessary for the pro 
cess to be regular. However, this condition is also sufficient for ordinary 
WMPs and non-linear Markov branching processes considered in Section 
3.6. We conjecture that this condition is still sufficient for the most gen 
eral case WMBPs. If this is true, then the regularity problem will be 
completely solved.
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The technique of random time changes used in Section 3.5, which is 
due to Lamperti (1967b), reveals the relation of WMBP and MBP. This 
probability approach could be applicable in other situations. For exam 
ple, this chapter only considers the case where the underlying process is 
a compound Poisson process with discrete state space. Note that Levy 
process is a class of processes with independent increments. A discrete 
compound Poisson process is a pure jump process with independent in 
crements and hence it is a very special Levy process, it would be very 
interesting to investigate properties of such processes which are the ran 
dom time changes of a Levy process (for instance, Mrakov branching 
process with continuous state). It will be considered in future.

^From the next chapter on, we shall consider a different kind of 
branching models where there maybe exist two absorbing states.
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4. Collision Branching Processes

4.1. Background

Consider an ensemble of particles that evolves as follows. Collisions 
between particles occur at random, and, whenever two particles collide, 

they are removed and replaced by k "offspring" with probability pk (k > 
0), independently of other collisions. In any small time interval (t, t-j- At) 

there is a positive probability 9 At + o(At) that a collision occurs, and 

the probability that two or more collisions occurring in that time interval 
is o(At). Suppose there are i particles at time t. Assuming all pair 
interactions are equally likely, then after time At, there will be j particles 
with probability ( 2)0pj_j+2At + o(At). We may therefore take X(t), the 
number of particles alive at time t, to be a continuous-time Markov chain 
with non-zero transition rates g^- = ( 2 )6j_t+2 (j > * ~ 2,i > 2), where 

b2 = -0(1 - P2 ) and b3 = 0Pj (j ± 2).

This leads us to the following formal definition.

Definition 4.1.1. A conservative g-matrix Q — (g^-, i, j G Z+) is called 
a collision branching g-matrix (CB g-matrix) if it takes the following 

form*
if i > 2, j > i ~ 2 

0, otherwise, 
where

bj > 0 (j + 2) and - 62 = E bj < +°° (4 - L2 )

together with 60 > 0 and ££L3 bj > 0.

It should be pointed out that the term "collision" implies a process 

operating in space and time, here there is no spatial component.

^From the above definition, we see that {bj] j > 3} and {60, &i} 
denote, respectively, the birth rates and death rates of the model and 
that goo — 9n = ^ and thus both states 0 and 1 are absorbing.

Remark 4.1.1. A CB g-matrix is called degenerative if 62^+1 = 0 (Vj > 
0). In this case, the essential state space degenerates into either {0, 2, 4, • • •}
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or {1, 3,5, • • •} (according to the starting state is an even or odd integer) 
and thus there is essentially only one absorbing state. Although this case 
has its own interest, it essentially reduces to the WMBP case and thus 
has already been considered in Chen (1997) and in Chapter 3. For this 
reason, we shall assume that the CB ^-matrix is not degenerative from 
now on. Note that, however, most of the results obtained in the following 
apply well to the degenerative case if some statements are amended in an 
obvious way, while the conditions 60 > 0 and Ejis bj > 0 are essential.

It differs from the ordinary Markov branching process, the branching 
events are effected by the collision/interaction of pairs of particles, rather 
than by the particles individually.

In order that the branching property holds for the ordinary MBP it 
is necessary that its transition function obeys the Kolmogorov forward 
equations. Guided by this fact, we formally define the collision branching 
process as follows.

Definition 4.1.2. A collision branching process (CBP) is a continuous- 
time Markov chain taking values in Z+ whose transition function P(t) = 
(Pij(t), i,j£ Z+) satisfies the forward equation

P'(t) = P(t)Q, (4.1.3) 

where Q is a CB g-matrix.

Since CBPs have two absorbing states 0 and 1, there is a need to 
evaluate probabilities of absorption for these states individually. Also, 
since rates of change are quadratic functions of the state, one might expect 
explosive behaviour to occur more readily than for the MBP. We will 
examine both matters in detail.

4.2. Regularity and Uniqueness

Since Q is stable and conservative, by Theorem 1.3.1, there always 
exists a CBP, namely the Feller minimal process. But, under what condi 
tions is it unique? In order to investigate this question, we introduce the
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generating function B(s) of the known sequence {6j, j > 0} as follows:
oo

B(s) = £ bjSj , \s < 1.

CO

md = 2&o + &i, mb —

is well-defined at least on [-1,1], It is clear that £(0) = 60 > 0, 

-B(l) — 0 and -B'(l) = m^ — 1714. This latter quantity ra& — ra^ measures 

the drift away from 0, because we see that, after normalizing by £7^2 fy, 

m& — md is the expected jump size from any state i.

The sign of ra& — md determines the number of zeros of B in [0,1], 

as the following simple result demonstrates.

Lemma 4.2.1. The equation B(s) = 0 has at most two roots in [0,1] 

and exactly one root in [—1,0). More specifically,

(i) If nid > mb then B(s) > 0 for all s € [0,1) and 1 is the only 

root of the equation B(s} = 0 in [0,1], which is simple or has 

multiplicity 2 according to ra^ > mb °r md — rnb^ while if 

^d < m6 ^ +°° then B(s) = 0 has an additional simple root q 

satisfying 0 < q < 1, B(s) > 0 for 0 < 5 < q and B(s) < 0 for 

q < 5 < 1. we always denote q the only root of B(s) = 0 in 

(0,1) in the later case.

(ii) B(s) = 0 has exactly one root, denoted by q*, in [—1,0] with 

— 1 < q* < 0 and this q* is simple.

(iii) B(z) = 0 has only real roots on the disk {z; z < 1}.

Proof. Since 5(0) = 60 > 0 and B(-l) < 0 we know that B(z) = 0 has 

at least one root q* G (-1, 0). So it follows from B(q+) = B(l) = 0 that

B(z] =
k=l

oo

k=l j=0
oo oo k

= (l-z)(z- q.)(bo + 61 - E fftflj - E ff* E
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00 00n

= (1 - z)(z - <?*)(--? - E(E ̂ +*-i«f-Vq* =i k=i
where a^ = £jifcfy+2 (k > 1). In the last step above we have used the 
equality 60 + (&o + &i)& = DgLi <^* +1 -

If mrf > m& , noting that E£i c^J" 1 > 0, EgU ^+fc_ig*- 1 > 0 ( j > 
2) and E£i EgU <rj+k-iq*~ l = - ~ T ' we can see that

- - - _ ,.. , u ,E ^-+*-i« ^ > --(! - kl) + md -mb

where the equality holds if and only if z = 1. Hence 1 and q* are the only 
two roots of B(z) — 0 on the disk {z; z\ < 1}, moreover, g* is simple 
and 1 is simple or has multiplicity 2 according to m^ > mb or m^ = mb-

If md < ra& < +00, then the equation B(z) =0 has an additional 
root q E (0,1). So

oo oo

- - E(E
00 fc J

E <*k E «J~J' E
k=l j=l 1=1
oo oo k

oo oo .~: _ n

q-q»
oo oo xfc _ xA;

Z=0 fe=l

In the last step above we have used the equality -~- ££Li crfc • (qk — qk ] — 
-£. Noting B(z) = (1 - z)(9 - z)[^ + E^1 (Eg=1 a,-+t_1«*-i)z»)] we 
know that 5(z) > 0 for 2r G (0,g) and B(^) < 0 for z 6 (<?, 1). Since 

-^) = 2E£0 &2jfc + i|g*| 2A:+1 > 0, we have -q, < g. It is clear that

> 0, E&! 6fc+/+i(9* ~ g,fc ) > 0 (/ > 1 and
oo 1 oo

/=i </ - y* k=i

114



Thus by the same argument as in the previous case we see that q* 6
(~~1> 0)> q £ (0, 1) and 1 are the only three roots of B(z) = 0 on {z; z <
1} and they are all simple. The proof is completed. D

By Lemma 4.2.1, we will always denote by q the smallest positive 
root of B(s) = 0 on [0, 1] and denoted by q* the largest negative root 
of B(s) — 0 in (-1,0). Therefore, q is strictly less than 1 or equal to 1 
according to B'(l) > 0 or B'(l) < 0.

Lemma 4.2.2. Let (pij(t);i,j G Z+) be the Feller minimal Q-function, 
where Q is a CB ^-matrix given in (4.1.1)-(4.1.2). Then all the states 
k > 2 are transient, i.e., for any i > 0 and k > 2,

oo
Pik(t)dt < oo 

and hence li

Proof. For any fixed i > 0, it follows from the Kolomogorv forward 
equations that

which clearly implies that f§° Pi2(t)dt < oo. Suppose /g50 Pik(f)dt < oo for 
2 < k < j. ^From Kolmogorov forward equations we can see that

L Pik(t)dt + (J 2 l )bo f Pij+i(t)dt
k=2 u u

and hence f§°ptj+i(i)dt < oo. Therefore, by the mathematical induction 
principle we have f§°Pik(t)dt < oo for all k > 2. Hence Hint-m Pik(t) = 0.
D

We now answer the question of uniqueness. 

Theorem 4.2.3. The CB ^-matrix is regular if and only if B'(l) < 0.

Proof. Suppose B'(l) < 0 and let P(t) = (Pij(t)) be the Feller minimal 
Q-function. Substituting (4.1.1) into the forward equations (4.1.3) gives

k=2

Multiplying sj on both sides of the above equality and summing over j
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yields that for any i > 0 and s £ [0,1),
00 00 _ fk

2
j=0 k=2

OO 00= E E
00 00£p*(*)(2)«*~2 -

fc=2 m=0
oo

.e.,
oo oo

k-\ s 6 [0,1), i>0. (4.2.1)
j=0 k=2

Now Lemma 4.2.1 implies that the right-hand side of (4.2.1) is strictly 
positive for 5 £ (0, 1). Thus, on integrating the left-hand side, we see 
that

CO

Pij(t)sj - sl > 0 , i > 0, 0 < s < 1. (4.2.2)
j=0

The interchange of derivative and sum can be justified as follows. By 
Theorem 1.2.2, for all t > 0,

oo

E \Pij(t)\ < 2®, (4.2.3) j=o

where ft := -ft,- = -(2)62 < oo. Therefore, the series E^Lo^W 5"7 con 
verges uniformly on [0,1), for every t, and, since the derivatives p-At) are 
all continuous (see for example Proposition 1.2.4(2) of Anderson(1991)), 
the derivative of Ef=0 Pij(t)sJ exists and equals E™=Qp-j(t)sj . Now, letting 
s t 1 in (4.2.2) yields E™=Q Pij(t) > 1, implying that equality holds for all 
i > 0. We deduce that the minimal Q-function is honest, and hence that 
Q is regular.

Conversely, suppose that £; (1) > 0. Define a (conservative) birth- 
death g-matrix Q* = (g^-, i, j G Z+) by

Vij =

if j = i + l, i>2 
C2K, if j = i-l,i>2

»' f •?• — «•> oi,j j — t, s^ &
. 0, otherwise.
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where 6* > a* > 0. Q* is a birth-death g-matrix. Since

1 . Qnn-l . . #rm-l''' #32_ ——— -h ———————— -r • • • -+- —————————

n=2 V#nn+l #rm+l#n-ln #nn+l''' #23

4- ~
' 7 * " / -i \ / «A I " " * I6* n-ln-2 6™- 2 2-1

O oo n
-. V V

'

By Theorem 3.2.2 in Anderson (1991), Q* is not regular. Our aim is to 

choose a* and 6* in such a way that a comparison of Q* with the original 

CB ^-matrix Q leads to the conclusion that Q is not regular.

To this end, first note that B'(l) > 0 is the same as 260 4- 61 < 

(< +00), and so we may choose a* and 6* with

oo
a* < 6* < £ jbj+2 . (4.2.4)

Since Q* is not regular, the equation

(A/ - Q*)u = 0 (A > 0) (4.2.5)

has a non-trivial (non-negative) bounded solution, which we shall denote 

by u* = {ui(X), i > 0}. Clearly u* depends on both a* and 6*. By 

Theorem 2.2.7 in Anderson (1991), if u* — {wj(A), i > 0} satisfies

Xu* < Qu*, (4.2.6)

then Q is not regular. Therefore, we only need to choose a* and 6* such 

that (4.2.6) holds.

We will first prove that a* and b* can be chosen so that both

oo

j=l k=l

and
60 f ̂ ) + ( fco + 61) < a* (4.2.8)

\CL J
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hold. Let {an } be a sequence such that an ,|4 260 + bi. (A double arrow 
denotes strict monotone convergence), i.e., 2Mk -^ j^ thus

260
fc=l

= E
«n

k=l 
< OO

and
,^E 6;+2 E ——— tt E

an

as n -> oo. Since E^i6j+2 EJ= i C 2^) tt ^f=i3^2 > 260 + 61 as 
x 44 26o + &i» we see ^na^ ^* in (4.2.4) may be chosen so that

Similarly, by considering any sequence {an } with an tt &*> it can be seen 
that a* may be chosen so that both (4.2.4) and (4.2.8) hold. Now (4.2.9) 
holds good if 2&o + &i is replaced by (the larger) a*, which is to say that 
(4.2.7) holds.

To prove (4.2.6), noting the definition of Q*, the equation (4.2.5) can 
be rewritten in the terms of elements as

MO (A) = wi(A) = 0 

and 

b*(ui+i(X) -Ui(X)) = a*(ui(X)-Ui-i(X)) + Xui(X)Q- 1 , i > 2. (4.2.10)

In particular, for i = 2 we have 6*(^3 (A) - u2 (X)) = (a* + A)^2 (A) (> 0), 
implying that {ui(X)} is strictly increasing in i for each fixed A. From 
(4.2.10) it is easily seen that, for all k > I and i > 2,

f a*\ k~ l , 
Ui+k(X) — ui+k-i(X) > I — 1 (ui+i(X) - Ui(X)) (4.2.11)
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and

U
fb*\

_ 2 (A) < — (ui(X) - Ui-i(A)). (4.2.12) \ci /

Equation (4.2.6) is trivial true for % = 0 or i = 1. For i > 2, we have

(Qu)

= (2)
00

(4.2.13)

where (Qt^ = E^oftj^j, A = ^+1 ̂ j-i+2 K'( A) - w,-(A)) > 0 and 
/d = &o(wt(A)~^- 2 (A)) + 6i(wi (A)-wi_i(A)) > 0. By (4.2.7) and (4.2.11), 
we have

00

oo j

S *j+2
=l k=l
oo j

(4.2.14) 

Similarly, by (4.2.8) and (4.2.12), we have

Id -

(4.2.15)

In view of (4.2.14) and (4.2.15), equations (4.2.10) and (4.2.13) together 
verify (4.2.6). The converse is thus proved. D

Theorem 4.2.3 establishes that if the drift B'(l) is non-positive, the 
CBP is unique. However, even when this conditional fails, and indeed 
even if Bf (l) = +00, there is still only one CBP, for, as we shall see, there 
is a unique solution to the forward equations (4.1.3).

Theorem 4.2.4. There exists only one CBP.
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Proof. As already remarked, we need only consider the case 0 < B'(l) < 
oo. In order to prove that the CBP is unique, we will show that the for 
ward equations have a unique solution. We will verify Renter's condition 
(Theorem 2.2.8 of Anderson (1991)) that the equation rj(X)(XI - Q) = 0, 
0 < ??(A) E /i, has only the trivial solution for some (and then all) A > 0. 
Suppose the contrary is true and let 77 = {% i > 0} be the non-trivial 
solution corresponding to A = 1. Then, by (4.1.1) we have

j > 0, (4.2.16)
2=2

with
00

r)j > 0 (j > 0) and £ f]j < +00. (4.2.17) 

It is clear that the non-triviality of the solution rj implies that
00

E % > 0. (4-2.18)

Condition (4.2.17) guarantees that E^ 7?^ < °° f°r all s € [Oj !]• Note 
that for any 5 E [0,1), let s E (5,1), then limj_>oo (2)^/^ — limj->>o 
(s/s)* — 0, thus there exists an &o > 2 such that (2)5^ < s-7 (Vj > 
Therefore, Ed)^ < 26)^ + +1^" < °° and hence

oo
E (2)^ < +00, 0 < s < 1 (4.2.19)
J=2

because, by the root test, these series have the same radius of conver 
gence. It then follows, from (4.2.16), (4.2.19) and Fubini's Theorem, that
££o^" = £(5)Eg2 (2)^-2 , 0 < « < I- Now, (4.2.17), (4.2.18) and 
(4.2.19) imply that both Ef=Q rjjSj and Eg^d)7?^'2 are strictly positive 
for all s E (0,1) and thus B(s) > 0 for all s E (0,1), which contradicts 
Lemma 4.2.1 because B'(l) E (0, oo]. The proof is complete. D

4.3. Extinction and Explosion

Having established that the CBP is uniquely determined by its q- 
matrix, we will now examine some of its properties. Let {X(t), t > 0} 
be the unique CBP, and let P(t) = (pij(t)) denote its transition function.
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Define the extinction times TO and r\ for states 0 and 1 by

= | inf{t > 0, X(t) = 0} if X(t) = 0 for some t > 0 
+00 if X(t) + 0 for alH > 0

^ = f inf{t > 0, X(t) = 1} if X(t) = 1 for some t > 0 

\ +00 if X(t) + 1 for alH > 0

and denote the corresponding extinction probabilities by

azo = P{r0 < +oo|X(0) = i} and an = P{TI < +oo|X(0) = i}.

Theorem 4.3.1. The extinction probabilities satisfy

<1\ (4.3.1)

where recall that q is the smallest root of B(s) = 0 in [0,1]. More 

specifically,
ON + o<i = l, i/5'(l)<0, (4.3.2)

a,-0 + qon = q{ < 1, «/ 0 < B'(l) < +00. (4.3.3)

Proof. Since aoo — Q>u = 1 and aoi = aio — 0, (4.3.1) holds for i = 0 

and i = 1. So, suppose that i>2. We shall first establish (4.3.2). Refer 

to the proof of Theorem 4.2.3. Since B'(l) < 0, (4.2.2) holds. Also, 

lim^oo pi j (t) = 0 for all i,j > 2, because states i > 2 are transient 

(see Lemma 4.2.2). Thus, on letting t — > oo in (4.2.2) and using the 

Dominated Convergence Theorem, we find that a^o + sa»i > sl , for s G 

[0, 1). Letting 5 1 1 leads us immediately to (4.3.2) because a^o + «ii < 1.

Next we will prove (4.3.3). Since 0 < B'(l) < +00, Lemma 4.2.1 

implies that q < 1. On putting s — q in (4.2.1) and noting that 

B(q) = 0 we discover that, for any t > 0, E^LoP/jW^ = °> implying 

that ELQ So Pifa) du q* = 0. Hence, for any t > 0, we have

j=0

On letting t -» oo we obtain

lim Pio(t} + lim pn(t)q + lim V pa(t)qj = q1 , z > 2,
oo
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noting that all of these limits exist. Since q < 1 we may apply the 
Dominated Convergence Theorem in the last term on the left-hand side 
to obtain (4.3.3). D

Theorem 4.3.1 states that if B'(l) < 0 then the process is eventually 
absorbed at either 1 or 0 with probability 1, while if 0 < B'(l) < +00 
absorption occurs with probability less than 1. Our next result establishes 
that if in this latter case absorption does not occur, then the process 
must explode. In preparation, define a family of probability generating 
functions F = {Ffa s), i > 0} by Fi(t, s) := E™=0 Pij(t)sj and note that 
F satisfies its own set of forward equations: from (4.2.1) we get, for

<>2, (4.3.5)

with FO(£, s) — 1 and Fi(t, s) = s.

Lemma 4.3.2. The transition function P(t) — (pij(t)) satisfies
00

°» i>2. (4.3.6)
j=2

Proof. Fix i > 2. First note that the limit exists because E 
decreasing in t. This follows from the identity

oo oo
A-oW + Pn(t) + E Pij(t) = E Pij(t) , (4.3.7)

J=2 j=0

because first two terms on the left-hand side are increasing, while right- 
hand side is decreasing. Thus, we only need to prove that the limit in 
(4.3.6) equals 0. When B'(l) < 0, P(t) is honest (Theorem 4.2.3) and 
aw + Oil = 1 (Theorem 4.3.1), so letting t -^ oo in (4.3.7) achieves the 
desired result.

Now suppose that B'(l) > 0. Observe that (4.2.1) holds for all 
s € [0, 1] no matter what the value of B'(l}\ when s = I or s = </, the 
right-hand side is zero. Thus, we may write

1 oo oo

-^ E Plj(t)ef = E (J)ftt(t)a*-2 , (4.3.8)
&(S) j=Q k=2 ^ '

for all s € [0, 1). The apparent singularity at s • = q in the left-hand side is 
removable, because the series on the right-hand side certainly converges
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for all s E [0, 1). Moreover, the left-hand side is continuous and strictly 

positive (indeed increasing) on this interval. Therefore, we can rewrite 
(4.3.5) as

2
l ~ '

where F-(t, y) := dFi(t, y)/dt. Integrating above equality with respect to 

y on [0, x] yields that

j=2

Integrating the above equality with respect to x on [0, s], we have

00 x

Using Fubini's Theorem on the right hand side and noting the definition 

of Fi(t, s), we deduce that, for any s E [0, 1),

(4 - 3- 9)

where Letting 5^1 shows that (4.3.9) also holds for s = 1, and so
oo r i 1 _ ? ,
E ft>(*) = 2 /0 ^F/(*. ») * • (4 - 3 - 10)

Thus, the proof will be complete if we can establish that

To this end first observe that, for e E (0, 1),

since by (4.3.8) the integrand is dominated by l/(l-y)2 , and because the 

limit as t ->• oo of the left-hand side of (4.3.8) is equal to 0 for s G [0,1). 

It therefore suffices to prove that
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for some suitable e. We will use (4.2.3), together with the fact that the 
root s = lof£(s) = 0 has multiplicity 1 when B'(l) > 0 (because 
B'(l) > 0). In particular, (4.2.3) implies that

00 00

-F/(t, s) = |F/(t, s)\ < E bi-WI^' < E Pij(t)\ <
j=0 3=0

remembering that Fi'(t,s)/B(s) > 0 for s G [0,1) and B(s) < 0 for 
s £ (<?? 1)- Therefore, if we take e < 1 — g, we get

and so again dominated convergence can be used to obtain the desired 
result. n

In order to evaluate the absorption and explosion probabilities ex 
plicitly, we will need the following result.

Lemma 4.3.3. The extinction probabilities satisfies

o + q*an — ql . (4.3.12)

Proof. Substituting (4.1.1) into the forward equations (4.1.3) gives that

k=2

Multiplying s-7 on both sides of the above equality and summing over j 
yields that for any i > 0 and s G (—1,1),

oo oo .7+2

j=0 k=2
00 00

= E E Pik(t)(*)bj-k+2 S> 
k=2j=k-2
00 , , „ °°Pik(t)(l)sk-2 • E t>msm

k=2 m=0
oo

k=2

i.e.,
00 00

3=0 k=2

124



OO OO

Integrating the above equality yields that for 5 G (— 1, 1) and i > 0,
OO „£

- s* = B(s) £ (L Pik(u}du) - (*)s fc - 2 .
= k=2 JU

Letting s = q* in the above equality and noting B(q*) = 0 yields that
00

j=0

Finally, letting t -> oo and noting lim^oopioW = a*o, lim^oo pn (t) = aa 
limt-KxE^PijW — 0 (see Lemma 4.3.2), we see that a^ + q*an = q\. 
The proof is complete. D

Theorem 4.3.1, as well as Lemmas 4.3.2 and 4.3.3, allow us to evalu 
ate the extinction probabilities a^o and a^, as well as a^, the probability 
of explosion starting in state i.

Theorem 4.3.4. (i) If B'(l) < 0 then

and aioo — 0. 

(ii) If 0 < B'(l) < +00 then

~ q*q*)/(q - ?*), (4.3.14)

-iVte-g.) (4-3.15)
and aioo = (q(l - qj) - g*(l - g*) - (ql - qty /(q - q+).

Proof. We have already noted, in the proof of Lemma 4.3.2, that when 
B'(l) < 0 the honesty of P(t) implies that qi0 + qil = 1. On the other 
hand, when B'(l) > 0 we have

too = 1, i > 2, (4.3.16)

by virtue of Lemma 4.3.2.

If B'(l) < 0 then by (4.3.2) in Theorem 4.3.1 and (4.3.12) in Lemma
4.3.3, we know that

' + aa = 1
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Solving above equation yields (4.3.13). Then by (4.3.16), a^ = 0.

If 0 < B'(l) < oo, then by (4.3.3) in Theorem 4.3.1 and (4.3.12) in 
Lemma 4.3.3, we know that

w + ctiiq = (f

Solving above equation yields (4.3.14) and (4.3.15). Then by (4.3.16) 
yields the explicit expression of a^. mi

Next we will evaluate the mean hitting times. Let 

k = E[nI{<nt < 00}\X(0)=i], A; = 0,1

denote the expected extinction times starting in state i. Similarly, let 
/zioo = E[r00 I{Too<00^\X(Q') = i], where r^ is explosion time.

Theorem 4.3.5. (i) If Br (l) < 0, the expected extinction times are all 
finite and are given by

a f1* /„

B(y) 
for * > 2, where

''

. (4.3.19) l-y 1-y ^ }
(ii) If 0 < B'(l) < +00 then, again, the expected extinction times are all 

finite. They are given by

2 " (q ~ y)2fi(y) dv + a f0(v ~ q
B(y) dy + q k

(4.3.20)
2 t (i (q - y) 2 fi(y] ^ /•" (y -dy ~

for z > 2, where

,= «• - - —————— —— • (4-3.22)
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Proof. To begin with, note that all of the integrals in (4.3.17), (4.3.18), 
(4.3.20) and (4.3.21) are finite; since the function fi(y) defined in (4.3.19), 
respectively (4.3.22), is bounded on [-1,1] (indeed, \fi(y)\ < 2i for y G 
[-1,1]), also note that, by Lemma 4.2.1, if B'(l] < 0, then ^—^- and 

M are bounded on [0,1] and [q*, 0] respectively, while if 0 < Bf (l) <
oo, then (^j and 3^- are bounded on [0,<?] and [g*,0] respectively, 
therefore, all the integrals are finite.

Note that in the proof of Lemma 4.3.2, we proved that (by inte 
grating (4.3.5) with respect to s and using Fubini's Theorem), for any
se[o,i),

F,(t, s) = pio(t) + Pil (t)s + 2 S S 7:Fi(t ' V) dy> (4 - 3 - 23)

where F/(t,y) = dFi(t,y)/dt. Similarly, integrating along the negative 
real axis gives, for any s G [#*,0],

Fi(t, s) = PiQ (t) + Pii(t)s + 2 £ ̂ -y^'fc y) dy. (4.3.24)

We first prove (ii). Since 0 < B'(l) < CXD, q G (0,1). Let s = q in 
(4.3.23) and s = q* in (4.3.24), and use the fact that E™=Q pij(t)qj = qi 
and E£oPuW#* = #*> which follow from the fact that both q and q* are 
roots of B(s) = 0 (again refer to the argument leading to (4.3.4)). This 
gives

= 9*-2

Now, in view of (4.3.1) and (4.3.12), the above equations can be rewritten 
as

oio - Pio(*)) + (^1 - A-i W)* = 2 f 

flio - PioW) + (oil - Pn W)* - 2

Integrating above two equations with respect to t and noting F;(0, y) = y1 
yields that

(an - pn(u))du = 2^
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- Pn(u))du = 2 ^—.(^(t, y) - y')dy.

Note that /09 dy < oo and /£ <*2/ < oo, letting t -> oo in the above
two equations and using Dominated Convergence Theorem yields that

Ho + fcMii - 2 (^(oo, y) -

since aifc - #*(*) = P(t < rk < oo\X(ti) = *),£ = 0, 1, (7* (A; = 0, 1) 
are defined at the beginning of this section, i.e., the extinction times for 
states 0 and 1 respectively), where Fj(oo, y) := lim^oo F»(t, y). Using the 
identities ^i(oo, y) = a«o H- «a2/ yields that

q - /4 o o^(4.3.25)

, ^. (4.3.26)\ B(y)
Solving for p,^ and /^i, we eventually arrive at (4.3.20)-(4.3.22).

We now prove (i). Since B'(l) < 0. Note that (4.3.26) still holds. 
Next, let s t 1 in (4.3.23) and using Monotone Convergence Theorem in 
integral on the right-hand side of (4.3.23) yields that

wo W + wiW = i - 2

since EjioPyfa) = !• Now' in view of (4-3.2), the above equation can be 
rewritten as

= 2

Integrating the above equation with respect to t and noting Fi(0, y) = y1 
yields that

- Pio(u))du + (an - pn(u))du = 2

Note that by (4.3.5) and Lemma 4.3.2, Fj(t,y)-is increasing with respect 
to t and Fi(t,y) t ^o + any. Also note that fi&^dy < oo, letting
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t —> oo in the above two equation and using Dominated Convergence 
Theorem yields that

-y

since aik - pik (t) = P(t < rk < oo|X(0) = i), k = 0, 1, (rfc (fc = 0, 1) 
are defined at the beginning of this section, i.e., the extinction times for 
states 0 and 1 respectively), where Fj(oo, y) := lim^oo Fi(t, y). Using the 
identities -Fj(oo, y) = a^o + any yields that

9 r g-^ a^ a^-= ^ /- ————— ̂ j—, ————— ay. 
70- , 0 B(y)

Solving the above equation and (4.3.26) for ^ and ^i, we eventually
arrive at (4.3.17)-(4.3.19). The proof is complete. D

Next we will evaluate the expected time to explosion. By Theorem 
4.3.4, only the case 0 < B'(l) < +00 need be considered. Since we are 
dealing with the minimal process,

oo
:= 1 - E PijW = P(T™ < t\X(Q) = i) , (4.3.27)

3=0

is the probability of explosion by time t starting in state i, and Pi^(i) — >• 
ajoo as t — •> oo.

Theorem 4.3.6. If 0 < B'(l) < +00, then the expected explosion time 
is finite and is given by

<«*>
for i > 2, where fi(y) is given in (4.3.22).

Proof. Fix i > 2 and observe that j^ < CXD, because, as already noted, 
all of the integrals in (4.3.28) are finite. Since 0 < B'(l) < +00 we 
know that Pioo(t) > 0. Furthermore, p,ioo = /0°°(aioo - Pioo(t)) dt, because 
P(t < r^ < oo\X(Q) = i) = aioo - pioo (t). However, aioo = I - aiQ - ad ,
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where a^o and an are given in Theorem 4.3.4(ii). This, together with 
(4.3.27), yields

00 OOrOO
Mioo = E L Pij(t) dt - ViQ ~ A^i, (4.3.29)

3=2 J()

where /^o and Hn are given in (4.3.20) and (4.3.21), respectively. Note 
that fo°pij(t) dt < oo for all j > 2, because all states j > 2 are transient. 
Moreover, by virtue of (4.2.1), this integral can be evaluated explicitly; 
on integrating (4.2.1) with respect to t from 0 to oo, we get

and extracting the coefficient of sk ~ 2 gives

/o°° Pik (t) dt = Gf -2) (0) , t > 2, k > 2, (4.3.31)o 
where

+ aas - s* 
^ ~ —— ——— " (4.3.32)

Now, integrating (4.3.30) twice with respect to s yields
00 fOQ , rs
E/0 Pik(t) dt sk = 2 (s - y)Gi(y) dyJ() J()k=2

and letting s 1 1 shows that
00 -co /-I/-co /-
E/0 Pik(t)dt = 2l (l-y)Gi (y)dy. (4.3.33)
;^ 71^ 1/U

Substituting (4.3.33) into (4.3.29) then yields
rl

Mioo = 2 yo (1 - y)Gi(y)dy - &Q - Wl , (4.3.34)

and, after substituting the expressions for ai0 and a^ given in (4.3.14) 
and (4.3.15) into (4.3.32) yields that

(g - y)/t(y)

where /J(T/) is given by (4.3.22). Thus

(4-3.35)
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On the other hand, by (4.3.20) and (4.3.21),

+ B(y)
2(1 - <?) >(v-q.)(g-y)fi(y)
(q - q.)l B(y) 

Finally, substituting the above equality and (4.3.35) into (4.3.34) yields 
(4.3.28). The proof is complete. D

We have proved that the CBP either explodes, or is absorbed, in 
finite-mean time. Our final result concerns the time spent in each state 
over the lifetime of the process. Let Tk be the total time spent in state k 
(> 2) and let nik = E[Tk \X(Q) = i], i > 2. Then,

oo
= E \ L 1

L J U
{x(t)=k}

roo
= pik (t) dt.

J U

This expression was evaluated in (4.3.31). We have therefore proved the 
following result.

Theorem 4.3.7. All of /z^, i > 2, k > 2, are finite and given by

/^ = ^r-2) (0) (4.3.36)

where GJ* ~ 2) (0) is the (A; - 2)-th derivative near 0 of G{ given in (4.3.32). 
In particular,

^ ( 5(0) bQ (q - q

for example //22 = —qq*/bQ, and, £J£L2 Mifc = A*iO +

Remark 4.3.1. The argument used in proving Theorems 4.3.5-4.3.7 
may, in principle, be extended to obtain results concerning the variance 
and the higher moments of the extinction, explosion and total holding 
times. We only give a brief sketch of such extension in the following. 
For example, Suppose that we consider /4o = Ei[r^I{TQ<oo} ] and p,^ = 
Ei[r^I{ri<00 }} in the case 0 < B'(l) < oo. Recall that in the proof of we 

obtained that

= 2

pn(t)) - 2 ^U y)dy.Jq*
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Multiplying the above two equalities with t and integrating with respect 
to t yields that

t(aio -pio (t))dt+qt o t(oii-ftl (t))* = 2

(2^ (21If //y < °° and /-4i < °° then

= 2 t(ai0 - Pi0 (t))dt

Q = 2 

On the other hand,

(*, y)cft
/•oo °°. roo j
I td(pia(t)+pa(t)y)+^(f tdpik (t))yk

J " k=2 J"

oo /*oo /*oo/*oo /*oo /*oo
/n (a>io - Pio(t)}dt + y (cm - pn(t))dt+ E(/n Pik(t)dt)y
JO JO ^0

Therefore, we can obtain

(2) . (2) „ ^ rO y -

B(yy
Solving the above equations yields /4o and p$. The other moments can 
be similarly obtained.

4.4. An example

As an example, we will investigate the upwardly skip-free case in 
this section. This will serve to illustrate our results and to show that 
formulae such as (4.3.36) can be evaluated easily. Let ai, 0,3 and 6 be 
positive constants, and set 60 = 02, 61 — ai, 63 = b and bj ~ 0 for all 
j > 4. The generating function B(s) is given by

B(s) = 0,2 + ais - (ai + a2 + 6)s2 + 6s3 .
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It has three zeros: two positive ones, 1 and

= — (ai -h a2 + )/(ai + a2 ) 2 + 4a2 6 ) , 2o \ J
and the third, strictly negative zero

q* = 2b (ai

Also, B'(l) = b - ai - 2a2 . If 6 < aa + 2a2 (£'(!) < 0), then p > 1 and 
q = 1. If 6 = ai + 2a2 (-B'(l) = 0), then g = p = 1 is a multiplicity-2 zero, 
while if 6 > a\ + a2 (B'(l) > 0), then q = p < 1. We can use Theorem 
4.3.4 to evaluate the hitting probabilities. If 6 < ai + 2a2 , the extinction 
probabilities are given by

i-gl / , ., , ^an = - ——— (ana thus c^o -ran — 1J,— ,1 - q* 1 - g
while if 6 > «i + 2a2 , the extinction and explosion probabilities are given
by

P - q* p-q*
In order to get more concrete results let us assume that the process 

starts in state i — 2. Using Theorems 4.3.5, 4.3.6 and 4.3.7 obtain the 
following result.

Proposition 4.4.1. For upwardly skip-free CB process the follow are 
true:

(i) If b < 2a2 4- a\ then a2o = — g* and a2 i = 1 + q* with a2oo = 0, 

while if b > 2a2 + ai then

a2 ai + a2 6 - (ai + 2a2 )a20 = -T-, 021 = — 7 — and a2oo = ———— 7 ———— > U.bo o

(ii) If 6 > 2a2 + ai then

2

2 1 I T I 1 -r
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(1 --1)' "'-"'
and thus //20 + f*2i + ^2oo = ^f=i P>2k — 2/6. 

(iii) If 6 = 2a2 + ai then

2 2 
-ln(l-9*)» ^21= 5

and thus /U2o + ^21 = ££^2 ^2* = 2/6. 

(iv) If b < 2a2 + ai then

and thus
oo 9 / /I

(4.4.1)

Notice the simple form for the expected time spent in state k when 

6 > 2a2 + ai, this being proportion to the reciprocal of (3). Notice also 

that expected lifetime of the process is simply E^=2^2k = 2/6. Yet, the 

behaviour of the process in the two cases 6 = 2a2 4- a\ and b > 2a2 + ai is 

quite different. In the former case the process will eventually be absorbed 

at either 0 or 1 (£'(!) = 0), while in the latter (£'(!) > 0) the process 

has a positive probability of explosion. And, the same total life time 2/6 

comprises only ^20 and ^21 f°r the former case, but //2o, ^21 and ^2oo 

for the latter. In contrast, when 6 < 2a2 + a\ (B'(l) < 0) the expected 

lifetime is strictly smaller than 2/6; see (4.4.1).
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4.5. Notes

This model was considered by several authors, including Ezhov (1980) 
and Kalinkin (2002), and can be traced back to Sevast'yanov (1949). 
They studied the extinction probability and also gave a sufficient condi 

tion for the regularity. Here, a different but significant method is used 
to further study this model, a satisfactory "if and only if condition for 
the regularity is presented and some further important properties are 
obtained.

This chapter is due to Chen, Pollett, Zhang and Li (2004). More 
specifically, Lemma 4.2.1, Lemma 4.3.3 and Theorem 4.3.5 are due to Li, 
Lemma 4.2.1, which considers the function B(s) and its roots (especially 
the negative root), makes it possible to obtain the extinction probabilities 
and also plays a key role throughout the further study of CBP. Further 
more, this idea can be used to study interacting branching models with 
more than 2 absorbing states. Theorem 4.3.4, Theorem 4.3.6 and The 
orem 4.3.7 are due to Li and the other authors. While the idea in the 
"only if part of the proof of Theorem 4.2.3 is due to Chen (1997).

It is interesting to compare the behaviour described in Theorems 
4.2.3, 4.2.4, 4.3.1 and Lemma 4.3.3, with that of the ordinary MBP. The 
behaviour of CBP is similar as MBP in the subcritical or critical case (i.e., 
B'(l) < 0 or B'(l) — 0 respectively). However, in the supercritical case 
(-B'(l) > 0), the behaviour of the two processes is different. Whilst both 
are absorbed with probability less than 1, the CBP is always dishonest, 
whereas the MBP can only be dishonest when B'(l) = +00, and this 
happens when and only when Harris' integral condition fails. By Lemma 
4.3.2, unlike the MBP, the CBP may never drift passively towards infinity. 
If absorption does not occur, the CBP will certainly explode. The latter is 
also true of the MBP, in that when the MBP is dishonest (B'(l) — +00 
and Harris' condition fails), it is either absorbed or it explodes with 
probability 1 (see Chen and Renshaw (1993b)).

In the next chapter, we shall consider a class of more general collision 

branching models.
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5. General Collision Branching Processes with
2 Parameters

5.1. Introduction

In Chapter 4 we studied collision branching process where branching 
events are effected by the interaction/collision of pairs of particles, rather 
than by the particles individually. In this chapter, we consider a new class 
of collision branching models which is more general than that considered 
in Chapter 4. We will see later that for the model considered in Chapter 4, 
the results regarding extinction probabilities, extinction time, explosion 
probability and explosion time can be deduced from the related results 
in this chapter. However, the differential equation about the generating 
function of transition probability is not available for the general model in 
this chapter (except for the special case CBP); in addition, the regularity 
criterion is very simple for CBP while it is more subtle for the general 
case considered in this chapter.

The (/-matrix Q of the process discussed in this chapter is defined as 
follows.

Definition 5.1.1. A conservative ^-matrix Q = (q^ i,j e Z+) is called a 
general collision branching g-matrix with 2 parameters (henceforth simply 
referring to as a GCB g-matrix) if it takes the following form:

7 f 7 > 2 ?' ^> ?" — 9
ft • = < x ' ' "'"' (511) 10, otherwise,

where
o; > 0, # > 0, 6n > 0, 6,- > 0 (i ^ 2) ^19^" ~1 i" ' 5 u^ 5 _y — \J f **) ^U.X.^jJ

and
oo

" " " " " "'j < +00- (5.1.3)

Furthermore, a GCB g-matrix is called super-explosive if a + /3 > 1 and 
sub-explosive if a + /3 < 1.
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By Remark 4.1.1, we may assume that the GCB g-matrix is not 
degenerative, i.e., E<^0 &2j+i > 0.

^From (5.1.1), in addition to the sequence {6^; j > 0}, the two pos 
itive constants a and /3 are two parameters which affect the speed of 
birth and death events. These two parameters, not necessarily integers, 
may be interpreted as acceleration (for alpha, /3 > 1) or deceleration (for 
a, /3 < 1) index of the interaction among different particles. A GCB 
^-matrix is super-explosive (respectively, sub-explosive) if and only if 
E^2 ka (k-i)& is nnite (respectively, infinite).

If we let a — /3 = 1 in (5.1.1), we recover the model considered in 
Chapter 4 (there, the transition rates are proportional to {i(i — l)/2} 
rather than to {i(i — 1)}. However, the constant ~ can be absorbed in 
the sequence {bj}. Hence the model considered there is super-explosive. 
As will be shown later, the behaviour between the super-explosive and 
sub-explosive cases is quite different.

Definition 5.1.2. A general collision branching process with 2 param 
eters (henceforth simply referred to as a GCBP) is a continuous-time 
Markov chain taking values in Z + whose transition function P(t) = 
(pij(t}] z, j' E Z+ ) satisfies the Kolmogorov forward equations

P'(t) = P(t)Q, (5.1.4)

where Q is a GCB g-matrix. A GCBP is called super-explosive (sub- 
explosive) if the corresponding g-matrix Q is super-explosive (sub-explosive),

5.2. Regularity and Uniqueness

By Theorem 1.3.1, there always exists a GCBP which is the (possi 
bly dishonest) Feller minimal process. Now we study the regularity and 
uniqueness problems. Similarly as in Chapter 4, let

00

B(s) — ^2 bjSj , \s < 1. 
j=o

oo
= 260 + 6i,

137



Note that the mean birth rate ra& may be infinite and we shall not exclude 
this difficult but interesting case in our study.

The detailed property of B(s) can be seen in Lemma 4.2.1. Again, by 
Lemma 4.2.1, let q and g* denote the smallest positive root and largest 
negative root of B(s) = 0. In addition to Lemma 4.2.1, we also need 
the following four lemmas. They are not only essential in settling the 
question of uniqueness, but also are very useful in the later sections.

Lemma 5.2.1. Let (pij(t)]i,j £ Z+) and ((f>ij(X)': i,j G Z+) be the 
Feller minimal Q-function and Q-resolvent, respectively, where Q is a 
GCB g-matrix given in (5.1.1) — (5.1.3). Then for any i > 0 and \s < 1,

oo oo
= B(s) • £ Pik (t)ka (k - 1) V-2 (5.2.1)

.7=0 k=2

and
oo oo

A £ <fe(Ay = *' + B(s) - £ ct>ik (X)ka (k - 1)-2 . (5.2.2)
j=Q k=1

Proof. Substituting (5.1.1) into the the Kolmogorov forward equation 
(5.1.4) yields that for \s\ < 1,

oo . oo .7+2

j — 0 L_ J — U /I —

OO

E
OO

A;=2

Justification of using Fubini's theorem in the above second equality is 
guaranteed. Indeed, since the convergence radius of the power series

k~2 is l and thus for an s < i
oo j+2

00 OO
3-k+2

if—o *—JU_9 •"r\i — £j / —iv ^

oo
i r * £ ka (^ — l)^|5| fc~2 < +00.

1 - \S\ k=2
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Thus (5.2.1) holds. Finally taking Laplace transform we can get (5.2.2) 
from (5.2.1). Indeed, the Laplace transform of the right-hand side of 
(5.2.1) is

CO

k=2

while the Laplace transform of the left-hand side of (5.2.1) is
"OO

'0

oo

/7° j=0

GO

3=0

By (5.2.1), we know that (5.2.2) holds. The proof is complete. D

In order to obtain more informative forms than (5.2.1) and (5.2.2), 
we define a family of probability generating functions F = {Fj(t, s); i > 
0} of the Feller minimal Q-f unction (pij(f)\ i,j G Z+) as

oo

j=0

Lemma 5.2.2. Let (pij(t)]i,j G Z+) and (0ij(A);z,j G Z+ ) be the 
Feller minimal Q-f unction and Q-resolvent, respectively, where Q is a 
GCB g-matrix given in (5.1.1) — (5.1.3). Then for any i > 0, s G [0, 1],

00

(5 ' 2 '4)

oo

where Fl(t^y) — — ̂ — ̂ and F(-) is the gamma function.

Proof. (5.2.4) and (5.2.5) are trivial for i — 0 or 1 since the states 0 
and 1 are absorbing. So we assume i > 2. Using (5.2.3) we may rewrite
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(5.2.1) as
°° 

= (t)k«(k - 1)V-2 (5-2.6)

for all y G [0, 1) provided that B(y) ^ 0. Note that by Lemma 4.2.1 if 
rnd > ™<b then the left-hand side of (5.2.6) is well-defined for all 0 < y < 1 
while if md < raj, < +00, the only singularity at y = q on the left-hand 
side of (5.2.6) is clearly removable, because the series on the right-hand 
side certainly converges for y G [0, 1) (for more details, see Remark 5.2.1 
below). It follows that (5.2.6) holds true for all y G [0, 1) in both cases. 
Moreover, the right-hand side and therefore the left-hand side of (5.2.6) is 
a continuous, increasing and strictly positive function of y on this interval. 
Now for any given s G [0, 1], multiplying (In | ) a~ 1 • (In ~Y~l on both sides 
of (5.2.6) and integrating onO<y<x<s yields

Jo B(y) y x
«(k- ly rr /-J0 J0 y

For each term k > 2 in the right-hand side of the above equality, perform 
the transformation In % = 7— T and In - = £, then we obtain thaty K — 1 X K '

T f
JO JO y

2 UP~ 1 Va~ l 1 2v u-
D o_-t _ /"(

fc«(jfc _ i)0 70 u e )o
«*,

here and throughout this chapter, F(-) denotes the gamma function. 
Therefore,

———» Q QQ

n—) a~ 1 d2; = F(o:)rf5>) T^
X k=2

and hence

^ ft- ldx^ dy = T(a)Y(/3) °°
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Using the transformation u — (In £) 1 In Mn the integral
t/ «//

x y

on the left-hand side of the above equality then achieves (5.2.4) for the 
case 0 < s < I. Now we rewrite (5.2.4) as

00

k=2

By (5.2.6), QI^\ is an increasing function of s, therefore, letting s 
in above equality and using Monotone Convergence Theorem yields that 
(5.2.4) holds for s — 1. Finally, since (5.2.5) is just the Laplace transform 
of (5.2.4), we know that (5.2.5) holds. The proof is complete. D

The following lemma shows that any state i > 2 is transient which 
in turn yields far-reaching consequences.

Lemma 5.2.3. Let (pij(t)]ijj G Z + ) be the Feller minimal Q-function, 
where Q is a GCB ^-matrix given in (5.1.1) — (5.1.3). Then for any i > 
2, j > 2 we have

/"OO

/ pij(t)dt < oo. (5.2.7)
J U

Furthermore, if ra^ > m^ then

l (5-2-8)
t— >-oo t— >oo

while if rrid < m^ < +00, then

lim Pio(t) 4- # lim pa(t) = g* (5.2.9)
i—^oo t->oo

and thus
lim piQ (t) + lim Pil (t) < I (5.2.10)t— >-oo

where <? G (0, 1) is the smallest positive root of B(s) — 0.

Proof. For any fixed i > 0, it follows from the Kolomogorv forward 

equations that
• J920

141



which implies that /0°° Pi<z(t}dt < oo. Suppose I§° Pik(t)dt < oo for 2 < 
k < j. From Kolmogorov forward equations we can see that

(t) - 8tj-i = £ ka (k -
k=2

and hence JQ° pij+ i(t)dt < oo. Therefore, (5.2.7) follows from the math 
ematical induction principle. Thus all states j > 2 are transient which 
then implies

= 0, (Vt>2,j>2). (5.2.11)

For the need of the following proof we note that, for any i > 2, 
and £>ii(£) are increasing with respect to t since states 0 and 1 are both 
absorbing, hence both limt^oo Pio(t) and lim^oopaM exist.

Now, assume ra^ > m&, then Lemma 4.2.1 implies that the right- 
hand side of (5.2.1) is nonnegative (strictly positive if i > 2) for s G (0, 1). 
Thus, on integrating the left-hand side of (5.2.1), we see that

oo
Pij(t}s3 - sl > 0, i > 0, 0 < s < 1. (5.2.12) 

j=o

The interchange of derivative and sum can be justified as follows. By 
Theorem 1.2.2, for all t > 0,

00

£|p^)l<2<fc, (5.2.13) j=o

where &• = -ia (i — 1)^62 < oo (see also Proposition 1.2.6(2) of Ander- 
son (1991), for any transition function (pij(t)), if Us a stable state, then
££o IrfjWI < 2^ for a11 * ^ °)- Therefore, the series E^oX'jW^ con 
verges uniformly on [0,1), for every t, and, since the derivatives pj-(t) 
are all continuous (by Proposition 1.2.4(2) of Anderson (1991), if i is a 
stable state, then Pij(t) exists and is finite and continuous on [0, oo) for 
all j > 0), the derivative of Ej^oPuW sJ exists and equals E9L0 Pr 
Letting t — > oo in (5.2.12) and using (5.2.11) yields

+ s&m pn(t) >sl se [0,1). (5.2.14)

Now letting s t 1 in (5.2.14) and using the fact that Piv(t) + pn(t] < 1 
yield (5.2.8).
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If nid < 77*5 < +00, Lemma 4.2.1 implies that q < 1. Letting s = q 

in (5.2.1) and noting that B(q) = 0 yields that for any t > 0,

oo

j=0

Integrating with respect to t yields that

oo

j=0

Hence, for any t > 0, we have
oo

I. (5.2.15) 
j=o

On letting t —>• oo in (5.2.15) we obtain

lim pio(t) + lim pn(t)q + lim V p*,-(t)0J' = q1 , z > 2,
i->oo v ' <-yoo t->oo -c, </v ~J=2

by noting that all of these limits exist. Since q < 1 we may apply the 

Dominated Convergence Theorem in the last term on the left-hand side 

to obtain that
oo

lim piQ (t) + lim pn(t)q + £ (lim P^j(t))q3 = q1 , i > 2.
t—>OO t—tfX) •_r> t-^-OOJ—6

Noting (5.2.11) we know that (5.2.9) holds. Finally, by (5.2.9), lim^oopio 

limt^oo pn(t) = q1 + (1 — q) lim^oo pn(t) < \-q-\-cf < 1 since 0 < q < 1 

The proof is complete. C

Remark 5.2.1. If m^ < ra& < +00, since

Q (fc -1) V2 <

we can define

Hence the singularity at y = q on the left-hand side of (5.2.6) is removable, 

as indicated in the proof of Lemma 5.2.2. It also follows that for any given 

? 1)' BM ls unif°rmly bounded on [0,e] (respect to y).
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Remark 5.2.2. It follows from (5.2.1) and (5.2.6) that - is non- 
negative (actually, positive if i > 2) for all y 6 [0, 1) and increas 
ing on [0,1). Indeed, it is trivial true for the case ra^ > ra& while if 
rnd < f^b < +00, then from (5.2.1) and (5.2.6) we see that -j^rr- is non- 
negative for y e [0, q) \j(q, 1). Moreover, for the case y = q, -jfiffl- is also 
nonnegative since the right-hand side of (5.2.6) is nonnegative. It then 
follows that F[(t,y) > 0 if 0 < y < q and F!(t,y) < 0 if q < y < 1.

\ ^— \ oo i f \\ j i

Similarly, it is easily seen that =0 B\ -\ — — is also a nonnegative and 
increasing function of y £ [0, 1) and thus A£^o (feM^'7 ~~ V* IS positive 
or negative according toQ<y<qoicq<y<l.

Using Remarks 5.2.1 and 5.2.2, we are able to rewrite Lemma 5.2.2 
in a more compact and informative form which yields very useful inequal 
ities.

Lemma 5.2.4. Let (pij(t); i,j £ Z+) and ((j>ij(\)',i,j G Z+ ) be the 
Feller minimal Q-function and Q-resolvent, respectively, where Q is a 
GCB ^-matrix given in (5.1.1)-(5.1.3). Then for any i > 0, s e [0, 1],

oo Pik (t}sk
k=2

1 . (5.2.16)

In particular,
oo

Pik(t)
k=2

~ " (5-2-17)

and thus
^F^x}

Jo B(^ X( UX)10 — \~ /
00

B(x) 
Similarly, for any i > 0, s e [0,1],

00
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= 2 f l S Jo

and thus

• xdx
oo

- L ~F77\ — 7 — i —— M ^ /?"a: - (5.2.20) 
^o B(x) - (-In 1 "0- v ;

Proof. For 0 < s < 1, (5.2.16) is just (5.2.4) by letting y = sx. By 

(5.2.6), ^gff is an increasing function of s (see Remark 5.2.2), thus we 

can let s t 1 and use the Monotone Convergence Theorem to obtain that
oo

k=2

Note that B(sx) and F/(t, sx) are continuous functions of s E [0, 1] for 

given x E [0, 1), we know that (5.2.16) is also true for s = 1 which is just 

(5.2.17). Secondly, note that the integrand in the integral of (5.2.17) is 

non-negative (again, see Remark 5.2.2) and for any x G [0, 1],

Thus (5.2.18) follows from (5.2.17). Finally, since (5.2.19) is the Laplace 

transform of (5.2.16), we know that (5.2.19) holds. By (5.2.19) and the 
upper and lower bounds of the integral JQ ua~ l (l — u)P~ l xudu given above, 

we know that (5.2.20) holds. The proof is complete. D

We are now ready to settle the questions of regularity and unique 

ness.

Theorem 5.2.5. Suppose that m^ > m^, then the GCB g-matrix is 

regular, i.e., the Feller minimal Q-process is honest. Furthermore, we 

have
00

0, i>2 (5.2.21)
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Proof. Letting s t 1 in (5.2.12) yields E =̂0 pij(t) > 1, implying that 
equality holds for alH > 0. We deduce that the minimal Q-function is 
honest, and hence that Q is regular. Finally, (5.2.21) follows from (5.2.8). 
D

In contrast to Theorem 5.2.5, if ra</ < ra^ < +00, the situation is 
much more subtle.

Theorem 5.2.6. Suppose that m^ < ra& < +00 and thus B(s) = 0 
possesses a root q such that 0 < q < 1. Then the following statements 
are equivalent.

(i) Q is regular, i.e., the Feller minimal Q-process is honest. 

(ii) For any i > 2,
oo

(5.2.22)

(iii) The following integral diverges

,1 (g -«)(- In «)«+*-!/o '
o

(iv) For some (and therefore for all) e 6 (g, 1),

/•it-In 
L -•B(s)

(v) For some (and therefore for all) e E (g, 1),

Proof. Since B'(q) < 0 (see the proof of Lemma 4.2.1), it is easily proved 
that for any e G (g, 1) we have

^-^
ds < °°-Jo B(s) 

Indeed, recall that we obtained in the proof of Lemma 4.2.1 that

OO OO nk _ .«&

B(s) = (1 - s)(a - q.)(q - s)
1=0 k=l
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where ak = ££L fc bj+2 . Thus for s € [0, e), 
q — s 1
B(s) (i _ 8 ) (8 __

1

1

and hence
'e(q-s)(-]ns)a+P- 1re

'o

< oo.

Thus (iii) 4»(iv) follows. Note that lims_^i ^f = 1, we know that (iv) 
(v). Hence we only need to prove (i) =£> (ii) =3- (iv) =>• (i). First, (i) => (ii) 
follows immediately from (5.2.10) together with the fact that the limit 
in (5.2.22) always exists. We now prove that (iv) implies (i). Suppose 
(i) is not true. Then p — 1 — \Y^L^ <&j(A) > 0 for some fixed A > 0 and 
some i > 2 since 0 and 1 are both absorbing. Therefore, we can find an 
e G (<?, 1) such that for y E (e, 1),

00

j=o 
Applying (5.2.20) we get

I

>

Noting (iv) and e > q yields

> pq l (-pq f. /a + 3J£ -B(y) 
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which is impossible since we always have E£0 ^fc(^) < T f°r 
A > 0. Thus (i) follows.

Finally we prove (ii) implies (iv). Suppose (iv) fails, i.e.,

a (- l n s\«+0-i 
JT l _ <fa < +00 (5.2.25)

for all E with q < e < 1. We shall then prove that (ii) does not hold, 
i.e., the limit in (5.2.22) is 0. Now by the right-hand side inequality in 
(5.2.18) we see that it is sufficient to show that

To this end, first observe that, for any e E (#, 1),

B(y)
Indeed, by (5.2.6) the integrand in the above integral is dominated by 
(E£2 ka (k - 1) V~2 ) • (- lny) a+P- 1 which is integrable on [0, e} (see Re 
mark 5.2.1), and hence we may apply the Dominated Convergence The 
orem to obtain that

However, by (5.2.6) we know that for y £ [0,1)

oo

E ka (k - 1)V=-2 .

Since Er=2Pik(t)'ka (k-l)V-2 < E^k^k-lfy^ < oofor y G [0,1), 
we can use the Dominated Convergence Theorem once again on the right- 
hand side of the above equality to obtain that

Using (5.2.11) yields that

lim = 0 
B(y)
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and hence
= o.

B(y) 
Therefore, in order to obtain (5.2.26) it is sufficient to prove that

0. (5.2.27)

Remembering that F!(t,y)/B(y) > 0 for y € [0,1) and B(y) < 0 for 
y £ (q, 1) (see Remark 5.2.2), we obtain by using (5.2.13) that

B(y)
Now by (5.2.25) we may apply the Dominated Convergence Theorem to 
obtain that

B(y)

- 0.

i.e., (5.2.27) holds and therefore (5.2.26) follows. This completes the 
proof. D

Comparing (5.2.22) with (5.2.21) shows that the honesty conditions 
are quite different between the two cases ra^ > m& and m^ < m^ < 
+00. The probabilistic interpretation of these conditions will become 
clear later. Also, in the four equivalent conditions in Theorem 5.2.6, 
Criterion (5.2.24) is surely the most simple one. However, by the proof 
we can see that Criterion (5.2.23) (also Criterion (iii)) is more essential. 
The probabilistic interpretation is also clear by the proof.

Combining Theorems 5.2.5 and 5.2.6 we can obtain the following 
very satisfactory conclusion regarding the honesty criterion. It tells us 
that only in rare cases (i.e., in the case ra& = oo and a + /3 < l)do we 
need to check (5.2.24) directly.

Theorem 5.2.7. A GCB g-matrix Q is regular if and only if one of the 
following conditions holds.
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(i) md >mb .

(ii) md < nib < +00 and a. + ft < 1.

(iii) mb = +00, a + /? < 1 and

/^ _m ^—ds = +°° (5.2.28)

for some (equivalently, for all) q < e < 1, where g < 1 is the 

smallest positive root of B(s) = 0.

Proof. If rrid > rn& then by Theorem 5.2.5, Q is regular. If ra^ < ra& < 
H-oo, then by Lemma 4.2.1 and its proof we know that B'(l) > 0 (possibly 
infinite) and thus 1 is a simple root of B(s) = 0 (also see Lemma 5.3.1 
later). Therefore if a + /3 > 1, then (5.2.24) can never hold true while if 
md < mb < +00 and a + /3 < 1, then (5.2.24) holds automatically. Now 
the conclusion follows from Theorem 5.2.6. n

It is more informative if we write Theorem 5.2.7 into two separate 
corollaries.

Corollary 5.2.8. A super-explosive GCB ^-matrix is regular if and only 
if m >

Corollary 5.2.9. A sub-explosive GCB g-matrix is regular if and only 
if either

(i) raj, < +00 or

(ii) ra& = +00 and Jj? B^i^i-a-0 = -oo for some (equivalently, 

for all) e £ (q, 1), where q £ (0, 1) is the smallest positive root 

of B(s) = 0 which is guaranteed by the condition ra& = +00.

Theorem 5.2.7 establishes that if the GCB g-matrix Q is super- 
explosive and rrid < mb < +00 or if Q is sub-explosive, ra& = +00 
and the integral in (5.2.28) is finite, then Q is not regular and thus there 
exist infinite many of (even honest) Q-functions. A CB ^-matrix with 
md < mb is an example in the former case. For the latter case, let Q be 
defined in (5.1. l)-(5. 1.3) where

a = j8 = 1/2, 60 - 1/4, &i - 1/2,
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bl - fl 1 x ,5 1 . [2(fc - 3)]!
*• ' r -' ~

Denote ak = (1 - ) . Pj , fc > 2, then[(

and
flfc

* - flfc-i + -j, fc > 3.

Hence, for s E (—1,1),

- J ^ - f
fc=3 

1 oo
-)-(l-2S +E
4 k=2
1 00 00 

' ' " V^/ V^— > ( > a.^—^ V ' -> j
k=l j=k+l

since (1 - s)" 1/2 = Ef=1 ^ff^VJl]^*" 1 for s 6 (-1, 1). It is clear that 
5(1) = B(-l/4) = 0, B'(l) = oo and

where M is a positive constant. Therefore,
-i fl _ <A<*+0-i ,1 

jf v _ ; — ds <MJ£ (l- ss - x < oo.

By Theorem 5.2.7, Q is not regular. Hence, by Theorem 14.2.6(4) in 
Hou and Guo (1988), we know that there exist infinitely many honest 
Q-mnctions.

However, Theorem 5.2.7 does not imply that there exists more than 
one general collision branching process. In fact we can prove that there 
always exists only one GCBP as the following conclusion shows.

Theorem 5.2.10. There always exists only one general collision branch 
ing process which is the Feller minimal Q-process.
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Proof. As already remarked, we only need to consider the case 
nib < co. In order to prove that even for this case there still exists only 
one GCBP, we will show that the forward equations have a unique solu 
tion. By Reuter's Theorem (see for example, Theorem 2.2.8 of Anderson 
(1991)), if the equation

rj(A)(A/-g) = 0, 0<rj(X)eli

has only trivial solution for some (and then all) A > 0, then there exists 
only one Q-function satisfying Kolmogorov forward equations. Therefore, 
we only need to prove that the above equation has only trivial solution. 
Suppose that the above equation has a nontrivial solution. Let 77 = 
[r]i] i> 0} be the non-trivial solution corresponding to A = 1. Then, by 
(5.1.1) we have

*\j = E Wa (i - l)*Vi+2, 3 > 0 (5.2.29)
*=2

with
oo

??j > 0 (j > 0) and £ ̂  < +00. (5.2.30)
j=o

It is clear that the non-triviality of the solution rj implies that
oo
E % > 0- (5.2.31)

Condition (5.2.30) guarantees that Ejio^j5^ ig we^ defined, at least for 
all s £ [0, 1]. This in turn implies that

00

, 0<s<l (5.2.32)
J=

because these two series have the same radius of convergence. It then 
follows from (5.2.29) that for s E [0, 1),

oo oo j+2
E n^ = E E rhi°(i -
j=Q j=Q i=2

By (5.2.32) and Fubini's theorem, we know that for s G [0, 1),
00 00

= B(s) £ ia (i - lyW'2 -
i=2 
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Now, (5.2.30) and (5.2.31) imply that 0 < E^Q^ < oo for s G (0, 1). 
(5.2.30) and (5.2.32) imply that 0 < ££2 za (z - l)^'2 < oo for s e 

(0, 1). Thus B(s) > 0 for all s G (0, 1). However, by Lemma 4.2.1, B(s) 
has a root q G (0, 1) since md < mb < +00. This is a contradiction. The 
proof is complete. D

The result of Theorem 5.2.10 is no wonder. In fact, if one checks 
the proofs of Lemmas 5.2.1-5.2.4 carefully, one will find that all these 
proofs do not necessarily need the condition that the transition function 
is the Feller minimal one. Indeed, in all these proofs we have only used 
the Kolmogorov forward equations and thus all the results obtained in 
Lemmas 5.2.1-5.2.4 hold well for the GCBP whose transition function 
satisfies (5.1.4). This has implicitly implied Theorem 5.2.10.

5.3. Extinction Probability

Having established the fact that a GCBP is uniquely determined by 
its g-matrix, we will now examine some of its properties. Let {X(t), t > 
0} be the unique GCBP associated with a given GCB g-matrix Q, and 
let P(t) = (pij(t)) denote its transition function. Define the extinction 
times TO and r\ for states 0 and 1 as

inf{t > 0; X(t) = 0} if X(t) = 0 for some t > 0 
T°~ ^ +00 if X(t) ^ 0 for alH > 0

_ inf {t > 0; X(t) = 1} if X(t) = I for some t > 0 
Tl ~ ^ +00 if X(t) / 1 for alH > 0

and denote the corresponding extinction probabilities by

aiQ = P(rQ < +oo|X(0) = i) and an = P(n < +oo|X(0) = i).

Also, let T = TO A TI denote the (overall) extinction time and a; =: 
P(r < +oo|X(0) = i) be the corresponding extinction probability.

In order to evaluate the above mentioned extinction probabilities, we 
need to investigate properties regarding the roots of the equation B(s) = 
0. Recall that Lemma 4.2.1 reveals some properties of its positive roots. 
The following simple lemma provides further information concerning its
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other roots. Recall that a root is said to be simple if it has multiplicity 
1 and that we have assumed that our GCB (/-matrix is not degenerative 
and thus B(— 1) < 0 (see Remark 4.1.1 and the first paragraph of Section 
5.2).

Lemma 5.3.1. The unique root q* of equation B(s) = 0 in (—1,0) 
satisfies

q\, (5.3.1)

Proof. By (5.2.1) in Lemma 5.2.1,
oo oo

= B(s) - £ Pik (t)k«(k - ifsk~\ s E (-1, 1).
j=0 k=2

Since B(s) = 0 has a root q* £ (—1,0), we can let s = q* in the above 
equation to obtain that

oo

j=o 

Integrating the above equation yields that
00

J=0

Thus, letting t — >• oo in the above equation and noting (5.2.11) yields 
that (5.3.1) holds. The proof is complete. D

Theorem 5.3.2. The overall extinction probability satisfies

Oii. (5.3.2) 

Furthermore, ago = an = 1 and for any i > 2, we have

a>iQ + a,-! = 1, if md > ra6) (5.3.3)

aw + qa.ii = <t < 1, if md <mb < +00, (5.3.4) 

where recall that q < 1 is the smallest root of B(s) = 0 in [0, 1] in the
case md < nib < +00.

Proof. It follows from the definition of r and the fact that 0 and 1 are 
absorbing states that
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Letting 1 1 oo in the above expression immediately yields (5.3.2).

It is clear that aoo = an = 1 and aoi = ^10 — 0> hence (5.3.3) 

and (5.3.4) hold for i = 0 and i — 1. For the case i > 2, recall we 

proved in Lemma 5.2.3 that (5.2.9) and (5.2.10) hold. However, note 

that aio = lim^oopjoOO an^ an = lim^ooPiiOO, we see that (5.3.3) and 

(5.3.4) are just (5.2.9) and (5.2.10) respectively. D

Theorem 5.3.2 and Lemma 5.3.1 allow us to evaluate the extinction 

probabilities a^ and an starting in state i. Here and henceforth we will 

always use q* to denote the unique root of B(s) = 0 in (— 1, 0).

Theorem 5.3.3. (i) If ra^ > mb then

and thus a^ = a^ + a$i = 1- 

(ii) If ma < m^ < +00 then

= tf - «l)/(g - ?*)
and thus a» = a^ -f aa < 1 (« > 2).

Proof. Suppose that m^ > ra&. By (5.3.3) in Theorem 5.3.2 and (5.3.1) 

in Lemma 5.3.1, we have
4- an = 1

Solving the above equations yields (5.3.5).

Suppose that md < mb < oc. By (5.3.4) in Theorem 5.3.2 and (5.3.1) 

in Lemma 5.3.1, we have
. _ i

Solving the above equations yields (5.3.6). The proof is complete. D

Theorem 5.3.3 states that if m& > mb then the process is eventually 

absorbed at either 0 or 1 with probability 1, while if m^ < mb < +00 

absorption occurs with probability less than 1.
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5.4. Extinction Time

In this section we will evaluate several (conditional) mean extinc 
tion times including Ei[r] (i > 2), Ei[rk\Tk < oo] (i > 2, k = 0,1) 
and Ei[r\r < oo] (i > 2), where EI denotes the expectation under the 
condition X(Q) — i. We consider Ei[r] first.

Theorem 5.4.1. (i) If m^ > ra& then for any i > 2, Ei[r] is finite.

(ii) If md = mb and a + /3 > 1 (i.e., Q is super-explosive), then for 

any i > 2, Ei[r] is finite.

(iii) If md = mb and a + /3 < 1 (i.e., Q is sub-explosive), then if 

B"(l) < +00, then for any i > 2, #t[r] is infinite while if 

5"(1) = +00, then for any i > 2, £?»[r] is finite if and only if
fl C 1 "^)" x/?/ ^ -J-ooJ o B(J/) » -ruu.

(iv) If md <mi)< +00, then EI[T\ is infinite. 

Moreover, under the above finite conditions the finite EI\T\ is given
by

_ 1 /"I
^ ~ r(a)F(j0) -/o 

where

(5.4.2)

Proof. First note that if m^ < m& < +00, then by (5.2.10) in Lemma 
5.2.3 we have P(T < oo|Jf(0) = i) < 1 and thus Ei[r] = +00. (iv) 
is thus proved and therefore in the following we assume m^ > ra&. By 
Theorem 5.2.5 and Lemma 4.2.1, the associated Feller minimal process 
is honest and B(y) > 0 for all y G [0,1). We now first prove that for the 
case md > ra&, Ei[r] is given in (5.4.1) together with (5.4.2), no matter 
whether Ei[r] is finite or not. For this purpose, we use the honesty 
condition and (5.2.17) to get that

P(r > t\X(Q) = i) = l- (PiQ (t) +pn(t))
oo

fc=2
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Integrating with respect to t and using Fubini's theorem yields

By (5.2.6) (see also Remark 5.2.2) we see that Fi(t/^yt and hence the 
whole integrand in the right-hand side of the above equality is an in 
creasing functions of t for any given y G [0,1). Therefore, letting t t oo 
and applying the Monotone Convergence Theorem in the above equality 
yields that

/•oo
/ P(r > s\X(0) = i)ds

r(a)r(/3) 

Using (5.2.11) yields that

P(r > 8 \X(Q) = i)ds

, _ 
v

limn

By Theorem 5.3.2, we obtain that

j. .« j-

Substituting the expressions of a;o and an into (5.4.3) then leads to (5.4.1) 
and (5.4.2). Next, we show that under the condition m^ > nib, the Ei[r] 
given in (5.4.1) and (5.4.2) (for all i > 2) is finite if and only if

/'
./o

or, equivalent ly, if and only if m^ > ra^ and for any 0 < e < 1,
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The equivalence between (5.4.4) and (5.4.5) is clear. Indeed, if rrid > 
then we can see that for any 0 < e < 1,

^-g-ny., ^/ - ——— _, . ————— ay < +00 h y_, . 
B(y]

since the integrand l>/°?—— is bounded.B(y) 
Now, since

-x ~ r~?
1 - q*

we know that (5.4.4) implies the finiteness of Ei[r\. Conversely, by 
(5.4.1)-(5.4.2) we have

B(y)

~l 1 __

where 0 < e < 1 and M — Y(a+3} ' i^ > ® due *° the ^ac^ ^na^ 
— 1 < q* < 0. Hence if the integral in the left-hand side of (5.4.5) is 
infinite then so is Ei\r\.

Now we turn to prove (i)-(iii). If ra^ > mb then
00

B(y) = (1 - y)' [bQ + (b0 + bjy - ^ akyk+l }
k=i

> (1 - y)[bo(l - y) + (md - mb )y], y G [0,1) 

where a^ — E?Lfc^/+2- Hence

- < —— ^ _________
^o(l -y) + (™,d - mb)y ~ 60 A (md - mb)'

However, $(-\ny)a+P~ldy < oo since a,f) > 0. Therefore, (5.4.4) is 
finite and hence Ei[r] < oo.

If nid = mb and a + /3 > 1, then
oo

B(y) = (1 - y) 2 • [bo + E <tk(y + • • • + yk)}
k=l

> b0(l-y)2 , ye [0,1)
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and hence
l--ln)***-1

However, $ ( ~ ln{^ —— cfr/ < oo since a + /3 > 1. Therefore, (5.4.4) is finite 
and hence £?i[r] < oo.

Suppose that md = mb and a + /3 < 1. If £'(1) = 
oo, then

oo
B(y) =

k=l

t/6 [0,1)

and hence

2

However, JQ (- ln^Q+/3 ~ 1 ^ < ^ since QJ + /? < 1. Therefore, (5.4.4) is 
infinite and hence Ei[r] = oo. If B'(l) = oo then (5.4.4) is finite if and 
only if

since lii%|i ^^ = 1. The proof is complete.

Remark 5.4.1 Considering 0 < y < 1 in expression (5.4.2), we have

Substituting the above inequalities into (5.4.2) and (5.4.1) yields upper 
and lower bounds for Ei[r] (see the similar results obtained in (5.2.18) 
and (5.2.20)). Also note that by (5.4.1)-(5.4.2), if a = /3 = 1, then Ei[r] 
takes a particular simple form as already obtained in Chapter 4.

Next we consider the conditional mean extinction times Ei[rk \Tk < 
+00] (i > 2, k = 0, 1) and J5,-[r|r < oo]. Of course, for the latter we 
only need to consider the case rrid < m^ < +00.
Theorem 5.4.2. (i) If md > mb , then for any i > 2, both El [rk \rk < 
cx>] (fc = 0, 1) are finite if and only if one of the following conditions holds,

159



(a) rrid > ra&.

(b) rrid — ra& and a + /? > 1.

(c) md - ra6 , a + 0 < 1, J3"(l) = +00 and /J (l~^ dy < +00.

Moreover, under the above conditions, the finite conditional mean extinc 

tion times are given by

Ei[r] = ^[rolro < oo] + ^nln < oo] 
1 — 1 —— 9* — 9 

where

and /i(y) is given by (5.4.2) and

(ii) If md < rrib< +CXD, then for any z > 2, Ei[Tk\Tk < oo] (fc = 0, 1) 

and -Ej[r|r < oo] are all finite and given by

, . _ (wl - q.^^iNh < QQ] + (g* - ̂ ^hln < oo]J ~ ——————

where

oJi4 = 4o -
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and

9-9* y-q* 
Proof. Note that

(5.4.6)

Thus we only need to evaluate p,ik =: ^[rfe • /{Tfc <oo}] (& = 0, !)• In order 

to do this, first prove that is for i > 0 and s G [-1, 0],
00

(5.4.7)

Indeed, (5.4.7) is trivial for i = 0 or 1 since the states 0 and 1 are 

absorbing. So we assume i > 2. Using (5.2.3) we may rewrite (5.2.1) as

for all y G [—1,0] provided that B(y) ^ 0. Note that by Lemma 4.2.1, 

the only singularity at y — q* on the left-hand side of the above equality 

is clearly removable, because the series on the right-hand side certainly 

converges for y G [—1,0]. It then follows that the above equality holds 

for all y £ [-1,0]. Now for any given s e [-1,0), multiplying (In^) 01 " 1 • 

(In -)^~ 1 on both sides of the above equality and integrating on s < x <
i/

y < 0 yields

= J2pik(t)k°(k-lf f°fyk-*(In* f-\\n-r~1 dydx.
k=2 Js Jx y x

For each term k > 2 in the right-hand side of the above equality, perform 

the transformation In - = j~r and In - — f, then we obtain that
y K —i x K

x y x
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= s*fJo
oo roo k2..k=z U^ V 1 2t» __ y_ 7 7'^'

= r „*-!«,-*, . r
" - I)/3 A A

jfc«(Jk _

where F(-) denotes the gamma function. Therefore,

and hence

Using the transformation u = (In -)" 1 In - in the integral«_> \ y / x

x y 

on the left-hand side of the above equality then achieves (5.4.7).

We now prove (ii). Since rrid < m^ < +00, we have 0 < q < 1. 
Letting 5 = q in (5.2.4) and s = q* in (5.4.7), and using the fact that
EjioPtfW^ = *? an<^ ^j^oPuW^* — 9*> which follow from the fact that 
both q and q* are roots of B(s) — 0 (again refer to the argument leading 
to (5.2.15)), we obtain

In view of (5.3.4) and (5.3.1), the above equations can be rewritten as
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and

q*
Therefore, since aik - pik (t) = P(t < rk < oo|X(0) = i), k = 0,1, 
integrating with respect to t yields

L P ( s < TO < oo|X(0) = i)ds + q /* P(s < TI < oo|X(0) - i)ds
*/ vl

y 1

and
•t 

toP(s < TO < oo|X(0) = i)ds + g* f P(s < n < oo|X(0) = i)ds
v vJ

Letting t —> oo in the above two equations and using the Dominated 
Convergence Theorem on the right-hand side we obtain that

+ P-.
g /"<

and

+ P
^ "' '\a-l (I-u)P-l (—) udu)dy (5.4.9)

where FJ(OO,T/) := lim^ooF^y). Justification of using the Dominated 
Convergence Theorem in the above is clear. Indeed, by Lemma 5.3.1 we
have that /<? ^f(^)a+ft~ l dy < +00 and /? ^(m^)^-1^ < +00.
However, by the definition of Fi(t, y] we see that for all y G (0, q),

-

<
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and that for all y G (g*, 0),

B(y) y
7 . ) r (D . (y ~ «•) (ln £> }^-i Jff. *«. r(a + /3) j3 (y) V» y )

and therefore the Dominated Convergence Theorem is applicable. Hence 
on using the identity Fi(oo,y) = a^ + any together with (5.3.6) and 
solving for ^o and fin from (5.4.8) and (5.4.9) first and then using 
(5.4.6), we can obtain the expressions EI\TQ TQ < oo] and EI\T-\\T\ < oo] 
as stated in (ii). The finiteness of these two expressions follow from

(g_y)(ln £)CH-/3-l

the facts that fi(y) and gi(y) are bounded and JQ —— ̂ ?^ —— dy < oo,
(y~q* ](lr+l3~ l

B() dy < oo. It follows that Ei[r\r < oo] is also finite and 
the corresponding expression follows from the definition of r.

Now we turn to prove (i). Since ra^ > ra&, P(r < oo|X(0) = i) = 1. 
It follows from the definition of r and (5.4.6) that

Hence both ^[r^ rjfe < oo] (k = 0, 1) are finite if and only if EI\T\ < oo. 
By Theorem 5.4.1, this is equivalent to that one of (a), (b) or (c) in (i) 
holds.

Moreover, suppose the above conditions regarding the finiteness of 
E{[r] are satisfied, then by (5.4.6) and (5.4.10) we can get that

ViO + Mil = 0>iQEi[TQ\TQ < OO] + OnEi[Ti\Ti < Co].

Using (5.4.1) yields that

1 ri (1 -</)(- In T/)

where fi(y) is given in (5.4.2). On the other hand, (5.4.9) still holds in 
this case. Therefore, solving the equations (5.4.11) and (5.4.9) yields the 
expressions of IJL^ and pn and hence the expressions of Ei[rk\rk < oo] (k = 
0, 1). The proof is thus complete. Q
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5.5. Explosion Time and Global Holding Time

In this section we investigate two closely related questions: the explo 

sion behaviour and the so-called global holding time. For these purposes, 

we need the following Lemma 5.5.1. First, define a family of functions as

^, z>2 (5.5.1)

where a^o and an are extinction probabilities evaluated in Section 3. 

Clearly, Gi(y) is well-defined at least on [—1,1) since, as shown before, 

the only possible singularities at y = q < 1 and y — q* are removable. 

Note also that substituting (5.3.5) and (5.3.6) into the numerator of Gi(y) 

in (5.5.1) yields

md >mb 
' 5 - 5 - 2

\ /

Lemma 5.5.1. For any i > 2, we have
/•

/„JU A:=2

' ' - (5-5.3)

Moreover, the quantity in the left-hand side of (5.5.3) is finite if and only 

if one of the following conditions holds.

(i) a + /3>l.

(ii) a + /3 < I and md > mb .

(in) a + ft < 1, md = mb , B"(l] = +00 and

n _ c^+

(iv) a + ^ < 1, m& = +co and

ds < +00 (5.5.5)
—B(S)

for some (equivalently, for all) e with g < e < 1
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00 fOO

Proof. Integrating (5.2.17) with respect to t from 0 to oo yields that

Pik(t)dt

diQ + C

Noting (5.5.1) yields (5.5.3). Then it follows from (5.5.3) (see Remark 
5.4.1) that

/•

< /„"
OO

k=1

which implies, by the similar argument in proving Theorem 5.2.6, that for 

any i > 2, f§° H^Piktydt < +00 if and only if/J Gi(y)(— \uy)a+/3~ ldy < 
4-oo. We now prove that Jo^tQ/X" ln.y) a+/3~ ldy < 4-oo is equivalent to 

either

(a) ma > m^ and

—ds <

or

(b) rrid < rrib < +00 and
rl (I - sj"^- 1

J _m ^— < +0°
for some (equivalently, for all) e with q < e < 1. Indeed, if ra^ > m^ then

is equivalent to

Noting that lim^ii ^ = 1, we know that
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is equivalent to

If rrid < ra& < oo, then

is equivalent to

for some e G (g, 1). Note that ai0 + a^ < 1 and lim^i ^^ = 1, we know 

that

is equivalent to
1 (1 _

Finally, we prove that either (a) or (b) holds if and only if one of the 

four statements (i) — (iv) in the lemma holds.

Suppose that (i) holds. Then /^(l - y) a+P~ 2dy < oo and (a) or (b) 

holds.

Suppose that (ii) holds. Then $ jjh ~ dy < CXD is equivalent to

- y)a+P~ldy < oo. But the latter is true since a + /3 > 0. Thus (a) 

holds.

Suppose that (iii) holds. Then (a) holds. 

Suppose that (iv) holds. Then (b) holds. 

Conversely, suppose that (a) holds. Then one of (i)-(iii) holds.

Suppose that (b) holds. If a + /3 < 1, then we must have mb — oo 

and hence (iv) holds.

The proof is complete. E

We are now ready to consider the explosion behaviour of the process. 

Note that by definition explosion means the number of particles tends to
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infinite at some random finite time epoch. Let r^ denote this explosion 

time and a^ = P(TQQ < oo|X(0) = i) denote the explosion probability.

Since we are dealing with the minimal process,
00

Pioo(t) := 1 - E Pij(t) = P(T™ < t\X(Q) = i), (5.5.6)

is the probability of explosion by time t starting at state i, and Pioo(t) — > 
dim as t — > OG.

The following conclusion tells us under what conditions the explosion 
will occur together with the explosion probability when it does happen.

Theorem 5.5.2. Suppose that the GCBP starts from state i > 2. Then 
o-ioo > 0 (i.e., the explosion occurs) if and only if one of the following 
conditions holds

(i) ma < ra& < +00 and a + /3 > 1.

(ii) mi, — +00, OL + /3 < I and /j- _*LS) — ds < +00 for some (and 

therefore for all) e with q < e < 1.

Moreover, under either of these two conditions, the explosion probability 
is given by

, (1 - qtf - (1 - q)qja>ioo = 1 — ———————————— > 0. (5.5.7)
Q - 9*

Proof. By Theorem 5.2.7 we see that except the two cases in (i) or (ii) 
above, the corresponding process is honest and then by (5.5.6) we have 
Pioo(t) = 0 and hence a^ = 0, i.e., the explosion does not occur. On the 
other hand, if either (i) or (ii) in the above holds, then first by Theorem 
5.2.7, the corresponding GCBP is dishonest and then by Theorem 5.2.6 
we know that lim*-^ E^2 JHj (*) = ° for alii > 2 (see (5.2.22)). It then 
follows from (5.5.6) that

aioo = limpet)
t— too

CO

Urn

— I- a -
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By Theorem 5.3.3, we have

700 >

and thus the explosion does occur. D

By Theorem 5.5.2 we see that for a super-explosive GCBP, the ex 

plosion occurs if and only if md < mb < +00 while for a sub-explosive 

GCBP, the explosion seldom occurs. Indeed, for a sub-explosive GCBP, 

no matter ra^ > ra& or m^ < ra& < -f oo, the explosion definitely does 

not occur. Even if ra^ = +00, the explosion still does not occur unless a 

further condition, the finite integral condition stated in (ii) of Theorem 

5.5.2, is satisfied. This shows that the explosion behaviour is substan 

tially different between the super-explosive and sub-explosive processes. 

This also gives the probabilistic interpretation of (5.2.22) in Theorem 

5.2.6.

Another important problem is to find how long, averagely, the pro 

cess will take to explosion. Of course, we shall only consider this question 

under the condition that explosion does occur. Note that such condition 

has been already given in Theorem 5.5.2. In other words, we shall only 

consider the conditional mean time E^TQQ TQQ < oo].

Theorem 5.5.3. Under the explosion conditions given in Theorem 5.5.2, 

the conditional mean explosion time E^TQQ r^ < oo] (i > 2) is finite and 

whose value can be obtained by using the equality

o,-o£?i[ro|ro < oo] 4- anE^r^ < oo] + a^E^ TOO < oo]

(5 ' 5 ' 8)

Proof. We only need to prove the equality (5.5.8) since the finiteness 

of #i [TOO | TOO < oo] follows from it. Indeed, by Lemma 5.5.1 we see that 

under the explosion conditions given in Theorem 5.5.2, the right-hand 

side of (5.5.8) is finite. But we also have a^ > 0 under the explosion 

conditions, hence the finiteness of ^[TOQ T^ < oo] follows.

Now we prove (5.5.8). Indeed, by (5.5.7) and Theorem 5.3.3,
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Thus it follows from (5.5.6) that we have
00

- Pioo(t)) + (aw - Pio(t)) + (an - Pn(t)) = £ Pik(t), i > 2 -
k=2

Integrating t from 0 to infinity in the above expression yields that 

(ai°° ~ Pi<x>(i))dt + ^°°(azO - Pio(t))dt + JQ (an - pn(t))dt
roo °°

= L (£#*(*))<**, *>2.
1/0 fc=2

Noting (5.5.3), (5.4.6) and the fact that
/*oo

OiooEilToolroo < oo} = #f[Too/{Too <oo}] = Jo (aioo - Pioo(t))dt, 

we know that (5.5.8) holds. The proof is complete. D

We now consider the so-called global holding time. We have already 
obtained the mean extinction and mean explosion times. These quanti 
ties describe how long the process will take to extinction or explosion. 
Before reaching the epoch of extinction/explosion, the process wanders 
over the states k > 2 which forms the total life time of the process. We 
are therefore interested in obtaining the time spent in each state over 
the lifetime since it gives us much information regarding the moving be 
haviour of the process. More specifically, let T)t be the total time spent 
in state k (> 2) and let p,ik = E[Tk \X(0) = i] (i> 2). Then

rOO
liik = E[Tk \X(Q) = i] = JQ Pik(t)dt 

and
00 rOO °°

fj'i = £ Vik = L £ Pik(t)dt
k=2 J() k=2

are the global holding time at state k and total lifetime of the process, 
starting from state i > 2, respectively. The expressions of these quantities 
are given in the following theorem which is the final result of this chapter. 
The expression for the latter quantity /^ is, in fact, already obtained in 
Lemma 5.5.1.

Theorem 5.5.4. All the global holding times Hik (i > 2, k > 2) are 
finite and given by

1 Gf"2) (0)-
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where Gf 2) (0) is the (k - 2)'th derivative of G{ (y) given in (5.5.1) eval 
uated at 0.

Moreover, the total lifetime ^ is given in the right-hand side of (5.5.3) 
which is finite if and only if one of the conditions (i)-(iv) in Lemma 5.5.1 
holds.

Proof. The finiteness of all p,ik (i > 2, k > 2) follows from (5.2.7). 
Secondly, it follows from (5.2.6) that

Letting 1 1 oo yields
OO QQ

• ka (k -

Comparing the coefficient of yk~ 2 on both sides of the above equality 
immediately yields (5.5.9). The last part of the theorem follows directly 
from Lemma 5.5.1. D

5.6. Notes

GCBP is a generalisation of CBP considered in the previous chapter. 
If a = J3 — 1, then we recover CBP, so CBP is sub-explosive.

The work presented in this chapter has been submitted for pub 
lication in Chen, Li and Ramesh (2004b). Specifically, Lemma 5.2.2, 
Theorem 5.2.6, Lemma 5.3.1, Theorem 5.4.1, Theorem 5.4.2 and Lemma 
5.5.1 are due to Li. The introduction of the function G(s) is due to 
Li. Lemma 5.2.1, Lemma 5.2.3, Lemma 5.2.4, Theorem 5.2.7, Theorem 
5.3.2, Theorem 5.3.3, Theorem 5.5.2 and Theorem 5.5.3 are due Li and 
the other authors. The idea of Lemma 5.2.2 is from Chen (2002a).

It is interesting to compare the different life behaviour between the 
super-explosive and sub-explosive processes. By the results obtained in 
Sections 5.3 to 5.5, particularly in Theorem 5.5.4, we have seen clearly 
such substantial difference. If the process is super-explosive, then the 
mean total lifetime is always finite. In fact, if ra^ > m&, then the process
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will definitely tend to extinction with a finite mean time while if 
mi < +00, then the process possesses a positive probability of explosion 
and the process will tend to either extinction or explosion with a finite 
mean time. On the other hand, if the process is sub-explosive, then 
the behaviour is very different, particularly for the case rrid < ra& < 
4-oc. In fact, only in the case ra^ > ra&, the behaviour of sub-explosive 
process is similar to that of the super-explosive, i.e., the process will 
tend to extinction with a finite mean time. If m& = ra&, then although 
the sub-explosive process will tend to extinction with probability 1, the 
mean extinction time is usually infinite except in the unusual situation of 
B"(l) = +00 together with (5.5.4) being held true. The most interesting 
situation is that rrid < m^ < +00. In this case, the lifetime is infinite 
although the sub-explosive process tends to extinction with a probability 
which is strictly less than 1 and that no explosion will happen! This 
means that with a positive probability, the process drifts to infinity by 
wandering over states k > 2 at an infinite mean time (but spending at 
each fixed state k > 2 only finite mean time). Finally, if ra& = +00, the 
behaviour is similar as in the case md < ra& < +00 unless the condition 
(5.5.5) is satisfied. For this last unusual case, the sub-explosive process 
tends to explosion with a positive probability and the total lifetime is 
finite, that is, only in this special case, will the sub-explosive process 
behave like a super-explosive one, i.e., the process will tend to either 
extinction or explosion with a finite mean time.

Since CBP is sub-explosive, its life behaviour is quite different from 
that of super-explosive GCBP.

The most general collision branching models will be studied in the 
next chapter.
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6. Weighted Collision Branching Processes

In this chapter, we shall consider the most general collision branching 

model which covers GCBP (and hence CBP) as its special cases. It will be 

seen that for the model considered in Chapter 4 or Chapter 5, the results 

regarding extinction probabilities and extinction time can be deduced 

from the corresponding results in this chapter. However, the regularity 

and uniqueness criteria are still not available in some cases for the most 

general model considered. Additionally, the explosion behaviour of this 

most general model is quite different from that of CBP or GCBP in the 

previous chapter.

6.1. Description of the Model

In Chapter 4, we studied a collision branching model, where the 

branching events are effected by the inter act ion/collision of pairs of par 

ticles and this model was generalised in Chapter 5.

The models studied in Chapter 4 and Chapter 5 are applicable to 

some realistic situations. However, in other realistic cases, we may need 

to consider more general collision branching models. Although we studied 

the GCB model in Chapter 5, which covers CBP as its special case, the 

GCB model has its own limitation. In this chapter, we shall further 

generalise GCBPs to the most general collision branching model which 

covers CBP and GCBP as its special cases.

Definition 6.1.1. A conservative ^-matrix Q = {%_,-, i,j G Z+ } is called 

a weighted collision branching ^-matrix (WCB g-matrix) if it takes the 

following form:

f Wibj-i+z, if i > 2, j > i - 2 (611) 

\ 0, otherwise

where
bj > 0 (j ^ 2) and 0 < -62 = £ bj < +00 (6.1.2)
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together with

&o > 0, &i > 0, ]T bj > 0 and wt > 0 (i > 2). (6.1.3)
00

By Remark 4.1.1, we shall again assume that the WCB ^-matrix is not 
degenerative throughout this chapter, i.e., £^L0 &2j+i > 0. Note that, 
however, most of results obtained in this chapter apply well to the de 
generative case if some statements are amended in a proper way.

Definition 6.1.2. A Weighted Collision Branching Process (WCBP) 
is a continuous-time Markov chain taking values in Z+ whose transition 
function P(t) = (pij(t), i,j G Z+) satisfies the forward equation

P'(t) = P(t)Q, (6.1.4)

where Q is a WCB g-matrix.

It is clear that a WCBP reduces to a GCBP if w{ = ia(i-lf (i>2). 

Definition 6.1.3. Let Q be a WCB Q-matrix defined in (6.1.1) — (6.1.3).

(i) If E^2 ^: ~ +°°5 then Q (respectively, the corresponding Q- 
process) is called natural or sub- explosive.

(ii) If E^2 ^: < +°°> tnen Q (respectively, the corresponding Q- 
process) is called explosive.

6.2. Preliminary

Since Q is still stable and conservative, by Theorem 1.3.1, there 
always exists a WCBP. Therefore, we first investigate the regularity and 
uniqueness question. For this purpose, we need some preparation. First 
of all, as in the previous two chapters, let

oo

and
oo

We shall view B(s) as a complex function.
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^From Lemma 4.2.1, we can denote

PQ= ^ b0
-^S if ™<d<mb < +00,

Pfc =
if md < mb < +00,

As showed in the proof of Lemma 4.2.1, {rhok \ k > 0} is a nonnegative
series and

yv f < Po, if rnd > ra&,
k=i I = po, if fnd <mb < +00. 

Further define the function

(g-*)(*-g«: \z\ < 1. (6.2.1) 
md < mb < +00,

G(z) is well-defined on the disk {z; \z < 1} by Lemma 4.2.1. This 
function will play an important role in our future analysis. The following 
two lemmas show the detailed properties of G.

Lemma 6.2.1. G(z) is analytic on the disk {z; \z\ < 1} and thus can 
be expanded as a Taylor series

00

zn , (6.2.2)
00

G(z) = E .
n=Q

where gn = G^(Q)/n\ (n > 0) satisfies the following properties:

(ii) If md < mb < +00 (and thus B(s) = 0 has a root q G (0,1)), 

then the limit Hindoo #n exists, denoted by #00, and

9oo = mb -md
(6.2.3)

In particular, g00 >b\i and only if mb < oo. 

Proof. From the proof of Lemma 4. 2.1, we can see that
oo

k=l
Since po — Efc= 
E2LiP***| > Po(l

is analytic on the disk {z; z\ < 1} and |po - 
I) > 0 for all \z < 1, we obtain that G(z) is
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analytic on the disk {2; z\ < 1} and thus can be expanded as a Taylor 
series (6.2.2).

It follows from G(z) • (po - Eg=i Pkzk ) = 1 (\z\ < 1) that
n

P09Q = 1, PQ9n = E Pk9n-k, n>l (6.2.4)
k=l

and then (i) immediately follows.

Now suppose rrid < mb< +00. After rewriting (6.2.4) as
n

_ ^-v _ / \_ r\\
jTL ^^^ y/C iL — K Tt \ __ /

where ao = 0, a^ = A^Vfc (& > 1) and cn = pQ lSon and noting that 
{0n; ^ > 0} is bounded and E^i ajb = 1, we recognize that (6.2.4) is just 
a renewal equation. It follows (see Theorem 3.1.1 in Karlin (1966) or, 
Kingman (1972) that limy^oogn = g^ exists and

00 Ten, k=l KPk

Note that
00 OO OO

E kbk+j+i(qj -

1 OO 00—•[£
5* Jfe=l j=

OO OO

OO OO

*
~ E ^fc+2tf ) ~ i ———— ' (™& ~ E 

- Jfe=l 1-^* fc=l

and
OO 00

oo

k=l
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So
00 i q oo oo

(mb - E kbk+2qk ) -k \ _ V" ~*...J+1

k=i q-q* i-g fcTi £1
00EJg* oo . oo

jb=i

00 00

[E fc6fe+2^ + (i - q) E
k=l j=l

OO OO

• [E

00

rnb -md
(l-q)(l-qty

The proof is thus complete. D

Lemma 6.2.2. Let (pij(i);ijj G Z+ ) and (<&j(A);i,j G Z+ ) be the Feller 

minimal Q-function and Q-resolvent, respectively, where Q is a WCB q- 

matrix given in (6.1.1) —(6.1.3). Then for any i > 2 and s| < 1,
00

E Pik(t)wk s\ k~ 2 < +00, (6.2.5)
k=2

00

= #(s) • E Pik(t) • WkS , (6.2.6)
j=0 " k=2

and
oo

(6.2.7)

oo . oo
A Y—> / / \ \ i i i n / \ \—^ j. ( \ \ k—2 (a o o\ 

E 0ij(A)5J = S + 0(5) • E 0ife(A) • tffcS - (b.Z.Oj
j=0 fc=2

Proof. We only need to consider the case 0 < s < 1, case -1 < s < 0 

is similar. By (1.3.2), the Feller minimal Q-resolvent can be obtained by 

the following forward integral recursion

(6.2.9) 
' - , n > 0
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with (/>ij(X) t 4>ij(ty as n t oo for all z, j £ Z+.

Now, we firstly claim that for any n > 0, i > 0 and 0 < s < 1,

E JL(^) f \\ k — 2 ^- i I c o i n\ 
%fc (A) ' If A; ' s < +OO. ^O.Z.IUJ

If i = 0 or 1, (6.2.10) is trivial true since both 0 and 1 are absorbing 
states and so we assume i > 2. It is easy to see that for n = 0,

+00.

Suppose (6.2.10) holds true for n, then by (6.2.9)
00

j=0
oo

j=0 fc^j
oo , ,

00
«z i v^ A(n)f\\ . «A;—2 /7 i i , v~> L m+2\ //? o -i i \= s + 2_, <Pik (A)WkS • (DQ + bis + 2^ om+2s )• (b.2.11)

Hence

00 i j--\\ • • °° ( \
—hi E Wj (A) ' WjS3 < SZ — 62 E ^ifc (A)iyfcS ~ < +OO

and therefore (6.2.10) holds true for n + 1. Thus (6.2.10) holds for any 
n > 0 by the mathematical induction principle.

Secondly, define 4"+1) (A) = 4+1) ( A) ~ 4%)* (™ > fy- Then 
A-?(A) >0,(n> 1) and

^Sb^iW = ° /or al1 **3 e Z+. (6.2.12) 

Using this notation, (6.2.11) can be rewritten as

E i(n) 
_ 9ik

(n+l) /V T If \ I n.. .^J—f f _

(D.Z.
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Now by (6.2.9) we have

A + qj ' 

and so
00

j=o
00

j=0

00 °°
E ^) (A)wfcS fc -2 • (60 + 6is + E

Therefore for all 0 < s < I and i > 2,

and hence

However, it is easily seen that
00

T A +

&2 j=2

1
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J=2

00 /x *-2 . (6.2.14)

Letting 5 - 1 in (6.2.14) yields
__ rv~i

(6.2.15)



and thus by (6.2.15), Ejg^^M™* < -£ for all n > 1. Applying 
Dominated Convergence Theorem and using (6.2.12) yield that for 0 < 
s< I

OOlim E4"+1) (A)W-2 = 0.
n-^oo f-' 13 \ ' J 3=2

Letting n f °o in (6.2.13) and using the above equality then leads to the 
fact that for 0 < s < 1

00 00

• Hm £ $b (A)«;*a*-2 (6.2.16)

provided £(s) 7^ 0. However, we may find an e > 0 such that for all 
1 - E < s < 1, 5(5) 7^ 0. Hence by (6.2.16) we have

00

E C(A)«;*s*-2 < +00, /or « e [1 - e, 1). 

Using Monotone Convergence Theorem yields
OO OO . .

E fc(AK^-2 - niim E^} (AK^-2 <+oo, /Or * e
*=2 fc=2

which actually holds for all 0 < s < 1. Thus we have proved (6.2.7) 
and (6.2.8). Hence (6.2.5) and (6.2.6) follow immediately by using the 
properties of Laplace transform. D

Lemma 6.2.3. Let (pij(t)',i,j 6 Z+) be the Feller minimal Q-function, 
where Q is a WCB ^-matrix given in (6.1.1) — (6.1.3). Then for any z, k > 
2,

/•oo
/0 pik (t)dt<oo (6.2.17) 

and hence lim^oopjfcW = 0- Moreover, for any i > 2,

____ (6.2.18) 

and

\impn(t) =
k q-q, 5 "j rnd <mb < -f oo. (6.2.19)

Proof. For any fixed i > 0, it follows from the Kolomogorv forward
equations that ft 

Pio(t) = ho + 920 • Pi2(s)ds
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which clearly implies that /0°° pa(t)dt < oo. Suppose I™ Pik(i)dt < oo for 

2 < & < j- <<,From Kolmogorov forward equations we can see that

7

= £
/* P>O ^/"V^i

pik (t)dt + Wj+i&o / p^j+l(t)dt
u •/u

and hence I§° pij+i(t)dt < oo. Therefore, (6.2.17) follows from the math 
ematical induction principle. Hence lirn^oo pjjt(t) = 0.

We now prove (6.2.18) and (6.2.19). First of all, noting that 0 

and 1 are absorbing states we know that the limits lim^ooPzo(^) and 

lim^oo PJI(£) exist. If md > mb , then using (6.2.6) and the fact B(s) > 0 
for all s 6 [0, 1) can easily yield

00

Letting i — >• oo in the above equality yields

lim pi0 (t) + s lim pji(t) > sz , s E [0, 1).
—

and therefore
lim pio(t) + lim pa (t) - 1 (6.2.20)

i/ * Uw t * \j^j

since we always have limt-^oopioW+li^-xxjPiiW < 1- On the other hand, 

note that B(q*) = 0 we may deduce from (6.2.6) that EjioPy W^* = 9*- 

Hence we have

lim piQ (t) + q* lim Pil (t) = ql (6.2.21)
t rOO

From (6.2.20) and (6.2.21) we immediately obtain (6.2.18) and (6.2.19) 

for the case md > mb . If md < mb < +00, then B(s) = 0 has a root q in 

(0,1), so we can deduce from (6.2.6) that E^oPijfyq3 = ql and hence

(6.2.22)

Also note that (6.2.21) still holds for the present case, therefore (6.2.18) 

and (6.2.19) follow from (6.2.21) and (6.2.22). The proof is complete. D

For any i > 2, define

<tz£s _ s*)/B(s), if md <mb < +00.
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Remark 6.2.1. It is easily seen from (6.2.1) that 
any i > 2,

= G(s) anc*

. <
q-q.

(6.2.23)

Therefore, from Lemma 6.2.1 we can see that for any i > 2, G{(z) is 
analytic on the disk {z] \z < 1} and thus can be expanded as a Taylor 

series as

z^
n=0

where <^n} (0) is the n'th derivative of d at 0. Also, by (6.2.23) and 

Lemma 6.2.1, it is easy to see that for any i > 2 and n > 0,

^ " -f «~-. ^^• n i / m 7 -.>yn—jj bj i lid -^_

•—— - gn_j, if md < rut, < +00
(6.2.24)

/~i(n) f()\
which implies that { * n ,1 , n > 0} is also bounded. In fact, some specific 
bounds can be easily provided. For example, it is easily seen that gn_j < 
(^)J • <M> (0 < j < n). So combining this with (6.2.22) yields that for 
any i > 2,

' 9n < 0
n! 

where the positive constants Ci and (72, which may depend on i > 2, are
independent of n.

Lemma 6.2.4. Let (pij(t)\i,j G Z+) be the Feller minimal Q-function. 
where Q is a WCB g-matrix given in (6.1.1)-(6.1.3).

(i) For any z, k > 2, we have

r f*\* l c?i*-
/n Pik(t)dt = — - l

1/0 i^fc & —
2)!'

(ii) If Y^^Qk-i/Wk) < +00, in particular, if 

then for any i > 2

(6.2.25;

< +00,

oo

k=2 - 2)!
< +00 (6.2.26
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and hence
oo

(6.2.27) 

Proof. Integrating with respect to t in (6.2.6) yields

~2 . (6.2.28)

Letting 11 oo in (6.2.28) for s G (-1,1), using Dominated Convergence 

Theorem on the left-hand side of (6.2.28) and applying Monotone Con 

vergence Theorem on the right-hand side of (6.2.28) yields that

00

Pik (t)dt) - wk sk~\ (6.2.29)
k=2

Since (6.2.29) holds at least in (-1,1), we obtain (6.2.25) by using the 

uniqueness of Taylor expansion.

Finally, suppose that E^fe-s/^A;) < +00. Then by Remark 6.2.1

we see that for any i > 2, E£L2 ^ ' G{k-yj? < +°°- Now usinS (6 - 2 - 25) 

immediately yields (6.2.26). In particular, if E^L2 (l/u;fc) < °° 5 then

< °° since is bounded. D

6.3. Regularity and Uniqueness

Now we can consider the regularity and uniqueness of the process.

Theorem 6.3.1. Suppose that m^ > ra&, then the WCB ^-matrix is 

regular, i.e., the Feller minimal Q-process is honest.

Proof. Let (<&j(A)) be the Feller minimal Q-resolvent. If md > m& , then 

Lemma 4.2.1 implies B(s) > 0 in [0, 1]. So, from (6.2.8) we see that

oo
A £ (/>ij(X)si >s\ i > 0, 0 < s < 1. (6.3.1) 

j=o

Letting s t 1 in (6.3.1) yields AE^o^W ^ X ' impiying that equality 

holds for alH > 0. We deduce that the minimal Q-function is honest, 

and hence that Q is regular. a

Theorem 6.3.2. Suppose that E^U/^n) = +°°-

(i) If mb < +co, then Q is regular, i.e., the Feller minimal WCBP
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is honest and thus there exists only one WCBP. 

(ii) If ra& — +00 and Y^L^Qk-i/Wk) < +00, then Q is not regular, 

i.e., the Feller minimal WCBP is dishonest.

Proof. We prove (ii) first. Let (pij(t)) be the Feller minimal Q-function. 
Suppose the contrary is true, then

00i - Pio(t) - pn(t) = E Pik(t), * > 2

which, together with (6.2.26) in Lemma 6.2.4, yields
oo

oo.

Hence we obtain \iint^.00 piQ(t)-\-lim.t^00 pii(t) = 1 which contradicts with 
(6.2.18) and (6.2.19) in Lemma 6.2.3 since we have assumed that m& =
+00.

We now prove (i). If m^ > ra&, the conclusion follows from Theorem 
6.3.1 directly. So we only need to consider the case ra^ < ra& < +00. Let 
(0»j(A)) denote the Feller minimal Q-resolvent. Using the definition of 
G(s) we may rewrite (6.2.8) for i = 2 as

00 00

[X £ fct(A)a - s] = (q-s)(s- qt )
k=Q k=2

Comparing the coefficients of the both sides in the above equality can 
yields that for any n > 2,

n
-j - 9n-2

(q + qJfan+lW'Wn+l ~ 02n(A)^n - (6.3.2)

Noting Lemma 6.2.1 and the fact that ££L0 A02j(A) < 1, we obtain (see 
for example Theorem 2.5.5 in Hunter (1983)) that

oo

E *<hj(X)gn-j = 9oo • E A02j(A), (6.3.3^
J=0 j=0

where ^ > 0, guaranteed by the condition m& < m^ < +oc, is given ir 
(6.2.3). We now claim that for any A > 0 we have

oo

E A02j(A) = I- (6.3.4 
j=o
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Indeed, if (6.3.4) fails then there exists a A > 0 such that 1-A £J10

0. Letting n -> oo in (6.3.2) and using (6.3.3) and (ii) of Lemma 6.2.1

we obtain

- (q +
oo

j=0

Hence there exists a constant 8 > 0 and an integer N > 2 such that for 

all n > TV, we have

This is a contradiction since Y^^w~l = +00. Thus (6.3.4) holds for all 

A > 0. It follows from (6.3.4) that
oo

1, (VA > 0)
k=Q

for alH > 2 since the set of states {2, 3, • • •} forms a communicating class. 

As for i = 0, 1, it is trivially true. This completes the proof. D

Theorem 6.3.3. Suppose E^lV^n) < oo. Then Q is regular if and 

only if rrid > ra&.

Proof. By Theorem 6.3.1, we only need to prove that if rrid < ra& < -foo, 

then Q is not regular. Indeed, since {#&; k > 0} is bounded we know that

^£=2(1 /wk) < °° iniplies Ej^Gte-s/Wfe) < °° and thus the conclusion 

follows from the proof of Theorem 6.3.2. D

The previous three theorems established regularity criteria. If a 

WCB-g-matrix Q is regular then there exists only one WCBP. However, 

the converse may not be always true. Indeed, if a WCB-g-matrix Q is 

not regular, then although there exist infinitely many (even honest) Q- 

functions, there may still exist only one WCBP since our WCBP must 

satisfy the Kolmogorov forward equation (6.1.4). Therefore, in addition 

to the regularity criteria, we also need to establish uniqueness criteria. 

Of course, we shall only be interested in the case of m<j < m^ < +00 since 

otherwise the question has already been answered by Theorem 6.3.1. Note 

that by Lemma 4.2.1 we know that if raj < nib < +00, then B(s) — 0 

has a root q such that 0 < q < 1.
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Theorem 6.3.4. Suppose that Q is a WCB ^-matrix satisfying 
mi < +00. If limsup^oo tfw^ < !/<?, where g(E (0,1)) is the smallest 
root of B(s) = 0 in [0,1], then there exists only one WCBP which is, in 

fact, the Feller minimal process. In particular, if limsup^oo tfw^ < 1, 

then there exists only one WCBP.

Proof. We only need to prove that if limsup^oo -^/w^ < 1/q, then the 

equation
y(A)(A/-Q) = 0, 0<y(A)E/ (6.3.5)

has only the trivial solution for some (and therefore for all) A > 0. Sup 
pose the contrary is true, then equation (6.3.5) has a non-trivial solution 

: n > 0} which, after some rearrangements, satisfies, for all n > 2,
n n oo

(bo + bi)wn+iyn+i = 5^ yk + XX ^2 bk-j+2)wjyj (6.3.6)
k=0 j=1 k=n+l

here we have let A = 1 and denoted yn = yn (l) (n > 0). Denote 

hn — wnyn (n > 2) and an = E^n &j+2 (n > 1). Note that {yn} is a 
non-negative summable solution of (6.3.5) and thus E^=o yn8™ *s fin^e f°r 

all \s\ < 1 and thereforei | ——.

< 1 (6.3.7)

Since both {wn} and {yn} are non-negative sequence we have, by (6.3.7) 
and the assumed condition, that

limsup hn < limsup f/y~ • limsup tfw^ < II q
n-too n-too

and hence the convergence radius of the power series H(s) — : E£L2 hnsn~2 

is strictly greater than q. Hence there exists £ > 0 such that H(s) is well- 

defined and finite on [0, q + e), here we may further assume q + c < 1. 

Also let Y(s) = E™=Q ynsn and a(s) = =̂l ansn- 1 , then both Y(s) and 

<j(s) are well-defined and finite at least on [0, 1). Hence by (6.3.6) and 
some algebra we obtain

bQ (H(s) - h* - hzs) + (60 + bi)s(H(s) - 
Y(s)
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where all H(s),Y(s) and a(s) are at least well-defined and finite on [0, 
e). But it is easily seen that

B(s) = (1 - s)[60 + (60 + bi)s - s2 a(s)}. (6.3.9)

Substituting (6.3.9) into (6.3.8) and using the fact that yQ = b0 h2 

and yi = bih2 -f &o^3, which come from the first two equation of (6.3.5), 
yields the next equation

H(s)B(s) = Y(s) (6.3.10)

where all three functions are well-defined and finite at least on [0, q + e). 

In particular, letting s = q in (6.3.10) yields

H(q)B(q) = Y(q),

Therefore B(q) = 0 and H(q) < +00 imply Y(q) = 0 which, in turn, 

implies yn = 0 (Vra). A contradiction since {yn : n > 0} is a non-trivial 

solution of Equation (6.3.6) for X = 1. D

We now summarise our main conclusions regarding uniqueness as 

follows.

Theorem 6.3.5. Suppose Q is a WCB ^-matrix as in (6.1.1) — (6.1.3). 

Then there exists exactly one WCBP if either

(i) md > rafe, or

(ii) rrid < m^ < +00 and limsupn_>00 tfw^ < l/q where 0 < q < I 

is the smallest root of B(s) = 0 on [0,1], holds.

Note that for nearly all the models we are interested in, if m<f < 

mft < -foo, then they do satisfy the condition limsupn^00 tfw^ < l/q. 

For example, the most interesting model discussed in Chapter 4, wn = (£) 

and thus limsupn_>00 ^/w^ — 1 < l/q if md < mi < +00.

6.4. Extinction

We now turn to consider the extinction probability and extinction 

time. From now on, we shall only consider the Feller minimal WCBP 

and thus Lemma 6.2.2 is applicable.
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Let {X(t); t > 0} be the Feller minimal WCBP, and let P(t) = 
(pij(t)} denote its transition function. Define the extinction times TO and 
TI for states 0 and 1 by

inf {* > 0, X(t) = 0} if X(t) = 0 for some t > 0 
+ oo if X(t) ^ 0 for allt > 0

inf {* > 0, X(i) = 1} if X(t) = I for some t > 0
Tl " +00 if X(t) ^ 1 for all t > 0 

and denote the corresponding extinction probabilities by

aiQ = P(TO < +oo|X(0) = t) anc? 0.1 = P(r\ < +oo|X(0) = i).

Note that r =: TO A TI is the extinction time and ai =: P(r < 
+oo|X(0) = i) is the corresponding extinction probability.

Theorem 6.4.1. For the Feller minimal WCBP starting at state i > 2. 

(i) If md > raj, then

(ii) If ma < ra& < +00 then

-<?*) .

(m) The overall extinction probability satisfies

Ot = atO + a»i- (6.4.3)

Therefore

a»o + a»i = 1, i/ md > m6 , (6.4.4)

«iO + 90*1 = <f < 1, t/ md <mb < +co. (6.4.5)

Proof. The required results follow directly from Lemma 6.2.3 since 
P(rk < oo|X(0) = t) = Umt-fooPi*(t) (i > 2,fc = 0,1) and P(T < 
t|X(0)=«)=fto(t)+fti(t)(t>2). D

Having pointed out the extinction probabilities, we now consider 
the mean extinction time Ei[r] (i > 2) and conditional mean extinction

188



times Ei[rk \Tk < oo] (i > 2, k = 0, 1) and E,-[r r < oo] (i > 2), where 
denotes the expectation under the condition X(Q) = z. It is clear that

P(rk < oo\X(0) = i) L

Theorem 6.4.2. For the Feller minimal WCBP starting at state i > 2, 
Ei[r] is finite if and only if md > mb and Y,f=i(9k-i/^k} < °o hold and 
in which case we have

00 G
(6.4.6)

More specifically,

(i) If m<f > ra& , then E^[T] is finite if and only if Ejg^Gfc-W^fc) < oo. 

(ii) If rn,d < mb < +00, then ^[r] = +00.

Proof. If md < mb < H-cx3, it is easily seen from Theorem 6.4.1 that 
Ei[r\ = +00. So we can assume that ra^ > ra&, then (pij(t); i, j G Z + ) is
honest and thus

£p(r>s\X(o) = i)ds = £(!-&

Letting t j~ oo and then using (6.2.26) yields

E,[r] = f P(r >

Finally, it follows from (6.2.24) that Ei[r] < oo if and only i
< oo. The proof is complete. Q

^From Theorem 6.4.2 we see that Ei[rk] — +00 (i > 2, k = 
0, 1) in some cases, so we consider the conditional mean extinction time

Theorem 6.4.3. Suppose that the Feller minimal WCBP starts at state 
i > 2.

(i) If md > mb and EkL2 (9k-2/^k) = oo, then Ei[Tk \Tk < oo] (fc = 

0, 1) are all infinite while if md > rnb and Y%Li(9k-ilwk) <
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then Ei[rk\Tk < oo] (A: = 0, 1) are all finite and given by

< co] - -- . I. - . -- - <-„ + rf) (6.4.7)

<?* + <?: „ r _ ,_ < 30] + L_?*£.[ri Tl < oo]. (6.4.9)
-<?* 1-4

(ii) If md < mb < +00 and E^ lif2" ' 0* = °°' ^en ^[r^l rfc ^^ °°] 

(k = 0,1) and Ei[r\r < oo] are all infinite while if m^ < 7715 

< +00 and E^2 ^^ ' *f ^ °°5 then Ei[rk \rk < oo] (A; = 0, 

and Ei[r\r < oo] are all finite and given by

< oo]

(fc-2)!

oo i£ • • (t - ' ) (6 ' 4 - n)
oo]

oo] + (^ - gl)£t[ri[ri < oo]
(b.4.12) -*-- }

Proof. Note that
jET ' f (6.4.13)

'

We only need to evaluate fj,ik =: Ei[rk - /{rfc<0o}]> A; = 0, 1.

We will prove (ii) first. Since md <ra6 <+oo,0<g<l. It follows 
from (6.4.5) and E™=oPij(t)qj = qi that

oo

(6.4.14) 

Similarly, from (6.2.21) and the fact that EjioPtjWtf* = 01 we can get
oo

(6.4.15)
k=2 '
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Therefore, since aik - pik (t] = P(t < rk < oo|X(0) = i), k = 0,1, 
integrating (6.4.14) and (6.4.15) with respect to t yields

f P(s < TO < oo|X(0) - i)ds + qlt P(s < T! < oo|X(0) = zj00

TO
0

oo
A:

,

- q* f P(s <n< oo\X(Q) = i)ds

fc=2

and hence
1 °° /•* , 

< TO < oo|X(0) = t)ds = ———— • E (/. Pik(s)ds) • (-qfqk + qq*),— u.q — q* u
^

P(s < n < oo|X(0) = i)ds = ^- -

Note that 0 < — q* < q < 1, letting 1 1 oo and using Monotone Conver 
gence Theorem yields that

i
(6-4.17)

On the other hand, from the definition of r we can see that

Ei[r • I{r<00 }] = Ei[rQ • I[TO<OO }] + E^n • I{TI<OO} ] (6.4.18)

Thus the conclusions in (ii) follow from (6.4.16) — (6.4.18) and the fact 
that 0 < -g* < q < 1.

Now we turn to prove (i). Since m^ > m^, P(r < oo\X(Q) = i) = 1. 
It follows from (6.4.4) and the honesty of (pij(t)) that

CO

f (on - Pii(<)) = E PifcW- (6.4.19)
fc=2

Secondly, (6.4.15) still holds in this case. Thus, a similar argument yields 

/' P(a < TO < oo|Jf(0) = i)da = -^— • £ (f'pik(s)ds) • (-q. + qkt ),
J(J J_ ———— flf ,_____ cy J\J
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rt 1 °° rtP(s < n < oo|x(o) = 0* = ; —— • E(jL w
u *- — Q* k=2 u 

Note that 0 < — q* < 1, letting t "[ oo and using Monotone Convergence
Theorem yields that

oo
(6-4.20)

E - • • (1 - <?*)• (6-4-21)1-9 

On the other hand, it follows from (6.4.13) and the definition of T that

r i "* ' "# T~I r i i "* rn r i ' • ^{r<oo} = —j————— ' &i TO TO < OOj + -———— • Ui[Ti TI < OOj.
I ^__ f*t \ _^ /"I

(6.4.22)

Thus the conclusions in (i) follow from (6.4.20) —(6.4.22) and the fact 
that 0 < -q* < 1. D

6.5. Explosion and Holding Time

Having obtained the extinction probability and mean extinction time, 
we are now in a position to consider the explosion probability and mean 
explosion time. By Theorem 6.3.1, we only need to consider the case that 
rrid < ™>b < +00. Let TOO denote the explosion time and a^ = 
oo|X(0) = i) denote explosion probability.

Since we are dealing with the minimal process,
CO

:= 1 - E Pij® = P(TOC < t|X(0) - t)
j=0

is the probability of explosion by time t starting at state i, and Pioo(t) 
a^oo as t — >• oo.

Theorem 6.5.1. Suppose that the Feller minimal WCBP starts at state

(i) If md > ?7i6, then a^ = 0.

(ii) If ma < m^ < +co and ^^(dk-i/^k) < oo, then\ / •" •* ^ / / t

>0 (6.5.1)
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and

ai0 Ei[TQ\TQ < oo] + anEi[Ti\Ti < oo] + ^^[TOO r^ < oo]

Proof. If md >mb , then the Feller minimal WCBP is honest and hence 
dioo = 0. If md < mb < +00 and Y.f^Qk-il'^k} < °o, it follows from 
Theorems 6.3.2 and 6.3.3 that the Feller minimal WCBP is dishonest, 
i.e.,

oo
/_A\ __ 1 \L ^ {4-\ -^ C\ ( C^ t^ O\

j=0

which yields (6.5.1) by letting t t oo and using (6.2.27) together with 
(6.4.2). It follows from (6.5.1) and (6.5.3) that

oo
- PtoW) + (flti ~ PtiW) + (ftioo - PiooW) = E P»j W- (6.5.4)

Integrating (6.5.4) with respect to t and noting that

^ j.1 ^- \ Pio oo < tJToo < OO) =

yields (6.5.2). a

Our final result concerns the time spent in each state over the lifetime 
of the process. Let T^ be the total time spent in state k (> 2) and let 

= E[Tk \X(0) =i],i> 2. Then,

= t] =

This expression was evaluated in (6.2.26). We have therefore proved the 
following result.

Theorem 6.5.2. All of p,ikj i > 2, k > 2, are finite and given by

GJ*-2) (0)
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6.6. Notes

WCBP is a natural generalisation of CBP and GCBP. In fact, we 
recover GCBP by letting wn = na (n - 1)0 (n > 2) and recover CBP by 
letting wn = n(n — l)/2 (n > 2).

The work discussed in this chapter is in preparation for submission 
in Chen, Pollett, Li and Zhang (2004). More specifically, the introduction 
of the function G(z) (see (6.2.1)) is due to Li. Lemma 6.2.1, Lemma 6.2.2, 
Lemma 6.2.4, Theorem 6.3.2, Theorem 6.4.2 and Theorem 6.4.3 are due 
to Li. Lemma 6.2.3, Theorem 6.2.1, Theorem 6.3.3, Theorem 6.4.1 and 
Theorem 6.5.1 are due to Li and the other authors.

Similar as regarding WMBP, the regularity problem for WCBP re 
mains unsolved in the case ra& = +00. By Theorem 6.3.2, if the WCBP is 
regular then Y^L^gk-i/Wk) = +o°? i-e., the condition Y^L^k-i/Wk) = 
+00 is necessary for the regularity. However, in most situations, such 
as the CBPs or GCBPs considered in Chapter 4 or 5, respectively, this 
condition is also sufficient. A natural problem is whether this condition 
is sufficient for regularity in the most general WCBP.

Theorem 6.3.5 gives some sufficient conditions for uniqueness. How 
ever, when md < ra& < -foo, the uniqueness problem of Q-processes 
satisfying Kolmogorov forward equations is still not completely solved.

As mentioned in Section 3.8, by using a proper compound Poisson 
process as an underlying structure, the approach of random time changes 
could be applicable in studying WCBPs. We will study this interesting 
problem in future.

Because of the generality of the sequence {wn \ n > 2}, many special 
properties of CBP or GCBP are no longer true for the most general 
WCBP. For example, the partial differential equation (4.3.5) established 
for CBP and the important expression (5.2.16) established for GCBP are 
not now available for WCBP. However, this most general WCBP has a 
wide range of applications. We can use different forms of {wn ; n > 2} to 
model different realistic cases, for instance, we can obtain an interesting
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7. Conclusions and Future work

7.1. Conclusions

In the previous chapters, we have considered some generalised branch 
ing models and discussed some of the important characteristics of the 
corresponding Q-processes. This included the regularity criterion, ex 
tinction and explosion behaviour, recurrence and ergodic properties. We 
now summarise our main conclusions.

7.1.1. Markov Branching Processes with Immigration and Res 
urrection

Criteria for the regularity and uniqueness for Markov branching pro 
cesses with immigration and resurrection are established. The effect of 
such immigration and resurrection is investigated in detail.

Explicit expressions for the extinction probability and mean extinc 
tion time of the process are presented. It is revealed that if the death 
rate is greater than the mean birth rate for the underlying branching 
structure, then a considerably large immigration is necessary to rescue a 
species from extinction, while if the death rate is equal to the mean birth 
rate, then a mild immigration will suffice.

Ergodicity and stability properties of the process incorporating res 
urrection structure are then investigated. The conditions for recurrence, 
ergodicity and exponential ergodicity are obtained. An explicit expres 
sion for the equilibrium distribution is also presented.

7.1.2. Weighted Markov Branching Processes

Regularity and uniqueness criteria for the weighted Markov branch 
ing processes, which are very easy to verify, are established.

Some important characteristics regarding the hitting times of such 
structure are obtained. In particular, closed expressions for the mean 
extinction time and conditional mean extinction time are presented.

The explosion behaviour of the process is investigated and the mean
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explosion time is derived. The mean global holding time and the mean 
total survival time are also obtained. The Harris regularity criterion for 
ordinary Markov branching process is extended to the more general case 
of non-linear Markov branching processes.

7.1.3. Collision Branching Processes and General Collision Branch 
ing Processes with 2 parameters

The collision branching process is explored further and a new class 
of branching models, the general collision branching process with 2 pa 
rameters, is also considered. The regularity and uniqueness criteria of 
the process are established.

Explicit expressions are then obtained for the extinction probability 
vector, the mean extinction times and the conditional mean extinction 
times of the process.

The explosion behaviour of such model is investigated and an explicit 
expression for mean explosion time is established. The mean global hold 
ing time is also obtained. It is discovered that these properties are sub 
stantially different between the super-explosive and sub-explosive cases.

7.1.4. Weighted Collision Branching Processes

For the most general WCBP, some conditions for the regularity and 
uniqueness are established.

The extinction behaviour of such processes is investigated and ex 
plicit expressions for mean extinction time and conditional mean extinc 

tion time are presented.

The explosion behaviour of the process is also investigated and the 
mean explosion time is derived. The mean global holding time and the 

mean total survival time are also obtained.

7.2. Future Work

The models discussed in the previous chapters play an important 
role in the study of complex branching systems and have a wide range 
of applications. The following are some significant related problems we
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would like to investigate in the future.

Question 1. Since C — {2,3, • • •} is the transient and communi 
cating class of a weighted collision branching process (pij(t)), the limit 
lim^oo p^ (£) is equal to 0 for al\ i,j G C and therefore quite uninfor- 
mative. The sample paths are simply thinning out with increasing t. In 
order to get more information about this process, it is natural and im 
portant to consider the so-called decay parameter of C, i.e., to find the 
limit

Xc = - hm - logpij(t), i, j 6 C

and to consider the quasistationary distribution:

= lim —— - —— 7-r, i. j £ C.

For additional material regarding the decay parameter and quasis 
tationary distribution, refer to Kingman (1963), Vere- Jones (1962, 1967, 
1969), Pollett (1986, 1988), Pollett and Vere-Jones (1992) and Nair and 
Pollett (1993).

Question 2. In this thesis, the models we considered have at most 
two absorbing states. However, in many realistic situations, the branch 
ing events are effected by the interaction or collision of k(> 3) parti 
cles. When the number of particles in the system is strictly less than fc, 
such interaction or collision can not happen. Therefore, in these models, 
there are k(> 3) absorbing states. A special case of such structures was 
considered in Kalinkin (1982, 2002). We are interested in studying the 
extinction and explosion behaviour for the general cases.

Question 3. Consider a system in which there are d > 2 different 
types of particle: the branching events are affected by the interaction of 
k(<d) (maybe different types of) particles. For example (Asmussen and 
Hering (1983)), suppose there are two different types of particles, say, 
male and female, in the system. The system evolves as follows: only a 
couple, a male and a female, can give birth. Neither a single male nor 
a single female alone can give birth. Therefore, when only one gender 
is left, the system will stop. For the general multi-dimensional cases, it
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could be much more complicated. In order to describe such population 
systems, a multi-dimensional process is needed. It is worth considering 
the evolution of such systems.

Finally, we would like to point out that our discussion in this thesis is 
mainly theoretical. We understand that simulation is another important 
technique. Therefore, in future, we will use simulated realisations to 
illustrate the different types of behaviour of the models considered in 
this thesis and apply the theoretical results to tackle realistic problems 
in science, engineering and finance.
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