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Abstract

The objective of this research is to develop a simulation software tool, GASFLO,
which should evaluate pressure, flow and temperature distributions of process gas in pellet
induration system networks. Pellet induration systems are complex industrial systems
composed of heterogenous components. The magnitude of gas through leaks i.e. the air
entering or leaving the system from the points other than the known exits, is substantial and
it adversely effects the performance of induration process. These leaks are very difficult to
measure because of the hostile environment in the plant. The modelling of such industrial
systems requires a notable amount of experimentation so the tool has been designed to enable
the user modeller to change the component models and solution algorithms easily.

The conventional methods for flow network simulation are based on process centred
approach, mostly composed of homogeneous components. For ease of computation, the non-
pipe elements are modelled with an approximate linear or non-linear generic equation, whose
coefficients can simulate different states of the element. The resulting set of non-linear
equations is linearised and solved simultaneously using some iterative method. By contrast,
GASFLO is based on device centred or unit based approach, and uses a two level
hierarchical solution algorithm. The pellet induration system network is first idealised into
a connected graph of streams (sets of serially connected components) and nodes. At the top
or coordination level the flow and pressure distributions satisfying the Kirchhoff’s laws are
evaluated for the connected graph. At the lower or component level the exact mathematical
models of components are computed, in order of their occurrence in respective streams,
using coordination variables as parameters. The converged flows are used for the temperature
computation. The solution algorithm requires partitioning of the connected graph into forest
and coforest structures, for which secondary algorithms have been developed using specific
heuristics relevant to the pellet induration systems. The rigorous application of software
engineering techniques for the design and implementation of software, enabled the resolution
of the complexity of the modelled system, embedded the characteristics of ’quality software’
into the resulting code and benefits from object orientation, even though it is implemented
in standard FORTRAN 77.

GASFLO predicted results are in a good agreement with the measured results, it has
been validated for a real life pellet induration system. It has been applied to simulate several
practical scenarios, like addition of extra wind boxes to the zones and to determine how the
plant production can be increased by certain ratio, such simulations were not feasible
otherwise. GASFLO takes less than a minute to simulate a real-life pellet induration system
on a 486 PC. The combined simulation with an other software tool, INDSYS, which
evaluates the heat distribution in the solids, is also feasible.
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Chapter 1

Introduction

Simulation of fluid flow networks using mathematical or computer models is
widespread. The ever improving performance/cost ratios and decreasing hardware prices has
motivated their increased usage and it also promises even wider use in future. The flow
network models can be classified as: static (i.e. steady state) models which are independent
of time; and dynamic (i.e. transient or unsteady state) models where the system variables vary
with time. Both of these categories have their own specific domains of use, different
formulations and development difficulty levels. Steady state models are easier to develop and
used for network analysis. Further, these can be extended for design, optimization and model
based process control systems. The static models are comprised of algebraic equations. The
dynamic models are based on time dependent ordinary and partial differential equations and
algebraic equations. These are used to analyze the unsteady behaviour of networks i.e. how
the introduced disturbances can propagate with time in the network, and for optimization,
operation and planning purposes. The required initial conditions which are sometimes
provided by the respective static models of the network. In fact, for all these models, the
steady state models play a key role, and chronologically, are the first to be developed, later
these are progressively extended for design and other purposes. In this research we will focus
on the development of a steady state model for the simulation of pellet induration system

networks (which will be discussed in detail in Chapter 2).

All flow networks, whether electric, water, natural gas, mine ventilation or pellet
induration system networks are analogous to each other. They must obey the Kirchhoff’s laws,
namely: Kirchhoff’s Current Law (KCL) i.e. the net flow entering to a node is zero; and

Kirchhoff’s Voltage Law (KVL) i.e. algebraic sum of voltage or pressure drop across any

]



Chapter 1 Introduction

closed loop is zero. Because of this common basis, the formulation methods and algorithms
for solution are also shared among them. Hamam and Brameller 1971 applied the electrical
network solution algorithm (called a hybrid method) for the computation of natural gas pipe
networks. Coulbeck and Orr 1990 have discussed the similarities between the water and
power distribution networks. Nielsen 1989 has argued that, by changing medium specific
parameters, his program can solve water and natural gas networks. Similarly, the method
proposed by Yevdokimov 1969 is equally applicable to electricity, water, natural gas and
mine ventilation networks. So, the terms ’pipe network’ or simply ’network’ in subsequent

pages, refers to any fluid flow network, unless it is specifically mentioned.

In this chapter, the existing methods for steady state simulation of networks will be
discussed briefly in Section 1.1. In Section 1.2 the objectives of the present research will be
described, in Section 1.3 the other applicable literature will be mentioned which somehow
influenced the proposed development. In Section 1.4, the differences between the existing
methods and the proposed method will be described and the means to achieve the stated

objectives will be discussed; and chapter will be concluded in Section 1.5.

1.1 Brief Review of (Static) Network Simulation

The steady state network simulation is a mature and well established field. The space
limitation doesn’t allow the complete coverage of any of the existing methods or even the
mention of all of these methods. These methods have been well covered in texts like Deo
1974 (electrical networks), Jeppson 1976 (water networks), Osiadacz 1987 (natural gas
networks) and Bhave 1991 (water networks) and thoroughly reviewed by Fincham 1971,
Wood and Rayes 1981, Nielsen 1989, Goldwater and Fincham 1981, Moll and Lowndes 1992.

The network simulation can be regarded, as formed of two parts; first how the network

is formulated into a set of mathematical equations, and then how these equations are solved.
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This separation, though quite significant is not that well observed in the literature, sometimes
the same names are used for solution methods as for their formulation. In following

subsections we review the main formulation and solution methods.

1.1.1 Network Formulations :

Using the water networks analogy, any n node (including one source), p pipe general
network will have [ = p - n + 1 fundamental loops. There will be n - I independent
continuity or flow balance equations and / loop or energy balance equations. The network
solution provides; the pressure or head at these (load) nodes with respect to the given pressure
at source (or reference) node, and flow in each of these p pipes for known node loads (or
demands). The flow through the pipe is related to pressure drop across the pipe by a well
defined equation which is specific to the nature of the network, flowing medium, and flow
regime. This equation, in fact, relates the pressure at both ends of the pipe to its flow, so

knowing any two of these, the third can be computed.

The network equations are written using Kirchhoff’s two laws, as every fluid flow
network should satisfy these two conservation laws. Secondly, for solvability reasons, there
should be the same number of (linearly independent) equations as there are variables to be
computed. In general, the networks are solved for the given values of the node loads and
reference node pressure as boundary conditions, but some authors can deal with mixed

boundary conditions.

There are three most commonly used formulations. These are dependent upon the

availability of initial values and the variables intended to be computed.

a) Nodal Formulation. When initial values for load node pressures are known, then using
Kirchhoff’s first or current law (i.e. the net flow entering a node is zero) the nodal
equations are written. These will be n-1 in number because the nth equation will be

linear combination of the others. Initially, these equations are in flows, but using the
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pressure drop - flow relationship, these can be transformed into load node pressures
or heads (Osiadacz 1987, Jeppson 1976 referred them as H equations). The solution
to these n - I equations provides the node pressures which can further provide the
pipe flows. The solution methods based on this formulation are also called as nodal

methods.

b) Loop Formulation. When initial values for pipe flows, satisfying nodal equations are
available then using Kirchhoff’s second or voltage law, loop equations are written.
According to this law the algebraic sum of pressure drop across any closed loop in the
network will be zero. The purpose is to find pipe flows which satisfy the loop
equations, so these are usually written in terms of Q + AQ form, where Q is pipe flow
and AQ is the corrective flow for respective loop. These are sometimes called as AQ
equations (Jeppson 1976). Obviously, the number of equations are lesser than the
nodal formulation, but these are more complex. This formulation also requires the

information about loops in the network.

¢) Nodal-Loop (Full Equation) Formulation. This formulation frequently appears in recent
literature (e.g. Ormsbee and Wood 1986, Mucharam and Adewumi 1990, Boulos and
Wood 1991 and Boulos et al 1992). According to it, all n - I nodal (or flow balance)
equations and [/ (=p-n+1) loop equations, hence total of p equations are written and
solved simultaneously. Jeppson 1976 writes these equations in terms of pipe flows and
calls them as the Q equations. This formulation increases the overall number of
equations and also requires the information about the loops, but has been widely used
for water networks for other advantages like its extension to compute the exact values

of (design, operation and calibration) parameters explicitly.

In classical literature, the solution methods are categorised as Nodal and Loop
methods. As described by Boyne 1970, for Nodal methods the Kirchhoff’s (second law) loop
equations are always satisfied whereas nodal equations are not, so starting from the assumed

nodal pressures (such that they satisfy the loop equations), these pressures are systematically
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amended until nodal equations are satisfied. Correspondingly, in Loop methods the
Kirchhoff’s (first law) nodal equations are always satisfied and loop equations are not, so the
pipe flows are systematically amended, such that the loop equations are satisfied. This
systematic adjustment is carried out using some well defined solution method, either one of

those mentioned in next section or some other.

1.1.2 Network Solution Methods :

Real life networks give rise to very large sets of equations which cannot be solved
analytically or manually and are solved using computers. The following three solution
methods have been widely used for network solution. Since these have been thoroughly

covered in literature and in the mentioned texts so for completion sake these are briefly

described here.

i. Hardy Cross Method: It is the oldest, simplest and empirical method. It was proposed by
Hardy Cross 1936. It suits well to manual calculation and easier to program. Because
of its simplicity Bhave 1986, recommends the use of Hardy Cross method than its
counterparts. Bhave mentions that the overall efficiency of Hardy Cross method is
comparable to other methods, though it takes more iterations to converge, because
Hardy Cross method is simple, it takes much less time to perform one iteration than
the time taken by an iteration of the linear theory or Newton’s methods. It can solve
all the three formulations but is more often used for loop formulation. Fincham 1971
has described an efficient variant of original Hardy Cross method, which is like
Newton Raphson applied to single equation, it has better convergence and needs lesser
storage. Boulos 1989 has denounced its use for being a non-matrix method and poor

convergence properties for large networks.

ii. Newton-Raphson or Newton’s Method: According to this method the non-linearity of
equations is resolved using Taylors series expansion. The mathematical derivation of
Newton’s method is well covered in numerical analysis texts (e.g. Burden and Faires

1989); Osiadacz 1987 has also discussed its development in scalar (single equation)
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and vector (i.e. matrix) forms. It is generally applied in matrix form. It requires the
evaluation of Jacobian matrix and is sensitive to initial conditions. For a good initial
guess it has a fast convergence, however, the accomplishment of this guess for a large
equation set is difficult. It has been widely applied especially to the full equation
formulation. Ormsbee and Wood 1986, Boulos and Wood 1991 and Boulos et al 1992
have applied it to solve water networks. Boulos 1989 has also discussed different
variations of Newton’s method for improved computational speed, e.g. modified
Newton method, where the same Jacobian matrix is used for certain successive

iterations and then re-evaluated; this saves on the Jacobian evaluation computational

load which is significant.

iii. Linear theory method: This has been proposed by Wood and Charles 1972. According
to this method, the pipe equation which is quadratic in flow and source for all non-
linearity in the system, is linearised explicitly. It is re-written in terms of another
constant which contains previous iteration flow values. This linearised pipe equation
should be used for respective formulation. More often the full set is solved for flows.
Using these flows, the constant is re-evaluated and the iteration repeated. The iterative
procedure is continued until the converged flows are achieved. Wood and Charles
1972 have compared it to Hardy Cross and Newton Raphson methods and found that
it took minimum iterations to converge. Another advantage is that it does not need
initial values, like other methods, instead these can be computed by the program itself.
They have noticed that for successive iterations, after achieving the converged values
sufficiently close to the true value, may oscillate and suggested to reuse the mean of

two previous iteration values.

Hardy Cross is a non-matrix, easy to apply method but takes more iterations to
converge and has poor convergence characteristics for large networks. Newton’s and linear
theory methods are more suited to matrix notation, take less iterations to converge, though
time taken per iteration is much larger than for an iteration of Hardy Cross method. The

computation using Hardy Cross and Newton methods needs initial flow values, convergence
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of Newton’s method is sensitive to the initial guess. Whereas the linear theory method does
not need initial values, but its converged solution oscillates about the real solution. Nielsen
1989 has suggested to use linear theory method for first iteration and Newton’s method for

subsequent iterations thus combining the efficiencies of both methods. This approach has been

used by Hansen 1988 and Hansen et al 1991.

1.1.3 Some other Formulations and Solution Methods :

The development of these methods requires thorough research, their realization into
computer programs, validation of these programs and then comparison to already existing
methods, to see how efficient they are. This requires a significant amount of human and
financial investment, which only few groups or companies can afford. This has also
encouraged university-industry collaboration. Because of the challenging nature and potential
gains, these proven efficient methods frequently remain inaccessible to the public domain. The
delay in publication in the public domain could be due to the immaturity of the method

concerned but it is mostly intentional for commercial and competition reasons.

In the following some methods (from the recent literature) are stated, which are either

the extensions to previously stated ones, or have a completely new approach.

Hansen 1988, Nielsen 1989, and Hansen et al 1991, have suggested to formulate the
network, using n-1 nodal continuity equations and p pipe equations, thus forming an extended
set of p+n-1 equations to solve n-1 load node pressures and p pipe flows directly. They used
the linear theory method in the first iteration and Newton’s method in subsequent iterations.
Their programs solve water as well as natural gas distribution networks, They have also
exploited the network topology, using graph theoretic techniques to reduce the computational
load by lumping branched subnetwork demands as node loads to the looped network, which
is solved iteratively and the final node pressures being transmitted to branched subnetworks

for their pressure distribution computation.
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British Gas, being a pioneer in the simulation of natural gas networks, have
significantly refined these methods for natural gas transmission and distribution networks.
Fincham 1971 and Goldwater and Fincham 1981 give a good review of programs developed
for natural gas and/or at British Gas and the mathematical basis for the development of
simulation programs. The British Gas network is structured hierarchically; the higher level
or transmission network transports gas from source points to the distribution points, from
where the lower level or distribution network distributes it to the end users. To save energy
losses the transmission networks are maintained at high pressure (Batey et al 1961) and to
minimise leaks and maintenance the distribution networks are operated at low pressures (Ellis
et al 1987). The transmission networks are comparatively small having 00’s of pipes,
simulated using non-pipe elements (like compressors and regulators etc) and modelled for
dynamic simulation; accordingly the nodal formulation and Newton type solver is used. On
the other hand, the distribution networks contains 000’s of pipes, and are modelled for steady
state simulation. Here the loop formulation is used (since it has less storage overheads) and
solved using Hardy Cross method. For loop generation improved algorithms are used which
produce loops with minimal overlap (Fincham and Goodwin 1988). In this span of 30+ years
of simulation research, British Gas has produced a number of programs like PAN (Program
for Analysis of Networks), COSP (COmputer Scheduling Program), OSCAR, FALCON,
OTTO and MINOS etc, for all practical purposes from analysis, design, control, operation,
strategic planning, to scheduling. Details are covered in Fincham 1971, Goldwater et al 1976,
Fincham and Goldwater 1979, Goldwater and Fincham 1981, Francis 1982 and Wilson et al
1986.

The use of direct methods rather than iterative methods was mentioned by Boyne
1970, but he stated the limitations of computer memory with problem size. Now,
technological advances in hardware, has provided much larger memory size even on PCs, so
this case is taken up by Gomasta and Devi 1989. They developed a graph theoretic approach,
introduced a fictitious node and as many fictitious pipes as were the source and load nodes,
partitioned this new connected network into tree and cotree structures, and evaluated the

cutset and circuit matrices. By definition, cutset, is set of those edges of the connected graph
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which, when torn, break the graph into two separate disjoint graphs. They wrote down the full
equation formulation for this augmented network and used topological properties of the
network and instead of using any of the above stated relaxation (Hardy Cross, Newton’s or
Linear theory) methods they directly evaluated the pipe flows and load node pressures. They

have mentioned that their approach always give converged results, is efficient and can

simulate large water distribution networks on a PC.

Deo 1974, has introduced the concept of node admittance matrix (i.e. the nodal matrix
transformed using pipe equations such that its elements are the pipe conductances for
respective incident pipes) for electrical networks. He demonstrated that clusters of serially
connected components could be abstracted by one component offering the same equivalent
resistance (or conductance). This node admittance concept has been extended by Kiuchi 1991
for natural gas networks. Kiuchi wrote down the node admittance matrix and, using assumed
load node pressures, he evaluated node pressures and pipe flows with the help of a SOR
(Successive Over Relaxation) type scheme and compared the results with the Hardy Cross
method for 4 networks. His approach is less sensitive to the initial guess and gives better
convergence, but it is dependent on the used relaxation parameter for which he has specified

a recommended range.

The Critical Path Method (CPM) is an approach well used in operational research and
activity scheduling, where a whole system is reduced to a connected graph of nodes and
edges, where each edge represents an activity and assigned a weight, and nodes represent the
time events. Wang 1982 has used CPM for the steady state analysis of mine ventilation
networks. In his formulation node and edge had the same physical meanings of junction and
airway respectively. However, he assigned the pressure drop across an airway as the weight
of the respective edge and total pressure drop from source to the respective node as the
weight of that node. He applied the graph theoretic tools like, spanning trees and cutsets, and
successfully simulated a multi source, multi sink mine ventilation network having multiple

number of fans, for a controlled flow (where flows in some airways are required to have some
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pre-set values) environment. He discussed how this strategy could be extended for

optimization purposes.

The graph theoretic concepts and properties of the resulting cutset and circuit matrices
have been exploited by many authors (e.g. Osiadacz 1987, Gomasta and Devi 1989).
Yevdokimov 1969 has used the orthogonality of these matrices to generate the final equation
set. He wrote equations in such a form that out of the 3p variables (i.e. flow, resistance and
pressure drop across each of the p pipes) any 2p variables can be computed using the
remaining p values as initial conditions. Yevdokimov has provided the algorithms to generate
these matrices and discussed advantages and shortcomings of Hardy Cross and Newton’s
methods and proposed another coordinated gradient method for computation of mine

ventilation networks.

Wood and Rayes 1981 have reviewed the existing five algorithms for water networks.
Three of these called PATH (single path adjustment), S-PATH (Simultaneous path
adjustment) and LINEAR (flow adjustment) are based on loop equations, whereas the
remaining two named NODE (single node adjustment) and S-NODE (Simultaneous node
adjustment) are based on nodal equations. They programmed and tested these algorithms on
a big database of available hydraulic networks. They tested for 60 networks of under 100
pipes and 31 network of over 100 pipes. These networks included pumps but not other non-
pipe components like check valves and pressure regulating valves etc as these required special
procedures for some methods. They found that LINEAR and S-PATH gave the best
performance. LINEAR is the application of the Linear theory method using a full equation
formulation (Wood and Charles 1972); and S-PATH is due to Epp and Fowler 1970 which

is the application of an improved version of Newton’s method to loop formulation.

Osiadacz and Pienkosz 1988 have described and compared the four most commonly
used methods for steady state simulation of natural gas networks. Two of them are based on
loop formulation, named as ’loop method’ and ’loop-node method’; whereas the remaining

two use nodal formulation and called as *'node method’ and ’node-loop method’. The resulting
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equations are solved using Newton’s (multi-dimensional) method for all of them. The authors
found that on the basis of computational time performance, ’loop-node method’ is the most
efficient. The main reasons for this efficiency are: the generated matrices for this method are
sparser than those generated by the others, and secondly, the order of different steps of
computation within the solution algorithm is optimal. British Gas uses the same loop-node

method for computation of its high-pressure transmission networks with non-pipe components
(Fincham and Goodwin 1986).

Lowndes and Weimin 1988 have given a good review of methods used for
optimization of mine ventilation networks. Whereas, Moll and Lowndes 1992 have discussed
the formulation of mine ventilation networks, and application of either of Hardy Cross,

Newton’s or Linear Theory methods to solve the formulated full equation model.

1.2 Objectives of Present Research

The main objective of the present research was to develop a steady state simulation
software tool for pellet induration system networks. Pellet induration systems are a key
component of the iron and steel making industry, and these will be described in detail in

Chapter 2.
This proposed software tool should:

. determine the flow, pressure and temperature distributions in the pellet induration
systems networks,

. communicate with other already existing software tools, used for the simulation of
different aspects of the induration process,

. act as a workbench for the user modeller; enable him/her to refine or change the
mathematical models of the system components, since the field is relatively un-

explored, the exact nature of flow is not known and also there does not exist any such
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models, thus the components’ (mathematical) models would require significant
experimentation,

. assist the training of plant operators, analyze networks for plant engineers and provide
guidelines for the managers of the induration systems,

. be extensible to accommodate the needs of all concerned, from the developer to the
end user (including operators, plant engineers and system managers). These
requirements would also change with time and by the use of this tool. For example
it should be user friendly, easier to use and display results in the format the operators
and plant engineers are accustomed to.

. have flexible architecture to facilitate: the developer to improve the computation
algorithms; the user modeller to program and link his own software modules for new
component entities of his interest to be appended to the tool for simulation; the end
user to add or delete any instance of the existing modelled entities at run time through
input files; the addition of further optimization and other required modules to enhance
its functionality for planning and other purposes,

. work on high-end PC compatible, especially 486 machines - since these are powerful
enough, widely and readily available in the induration industry,

. be fast, robust and have qualities proposed for a ’quality software’ by the software
engineering community especially the low maintenance costs i.e. ease to accommodate

the required unforseen changes at later stages, of the developed software.
With all the above stated qualities, the architecture of the software tool, will be

flexible enough to extend it to a generic code which might simulate any fluid flow network

as claimed by Yevdokimov 1969 and others.
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1.3 Other Applicable Literature

To achieve the objectives stated in the last section, and literature survey revealed that
it is possible to attain these goals. In this section, a few of the approaches are mentioned

which directly or indirectly influenced the present research.

In abstract, the mathematical model for steady state simulation of a network, is a set
of non-linear algebraic equations whose size is proportional to the size of the network. These
are coupled equations, the variables computed by one equation are used as parameters for the
computation of others, and a simultaneous solution of this equation set is sought. For our
case, the variables are flows, pressures and temperatures of the process gas, distributed

spatially in the network.

Sargent 1978 has proposed a method, according to which, the original set of equations
is partitioned into smaller subsets, and each of these subsets are solved separately. He
represented these systems of equations by a directed graph, whose nodes correspond to the
respective subsets and edges represent the communication between the nodes. The edges
coming into the node are the information (or parameters) required for the computation and
outgoing edges are the output produced by the node i.e. values of the variables computed
inside the node. The resulting graph may contain closed (directed) loops, showing that the
inputs of a node, say "A’, are coming from another node B’ which used A’s output (directly
or indirectly through some other nodes). Sargent has given algorithms to resolve these loops
(by tearing edges to reduce the original graph into an acyclic graph) and specified the criteria
for optimal solution. He proposed that the solution algorithm should have two iteration cycles,
in the inner iteration cycle the respective nodes be solved treating all incoming variables (or
parameters) as constants, whereas in the outer iteration cycle the variables corresponding to
the torn edges be fed-back to the respective nodes which require them as input. The iterations
are carried out until the variables corresponding to the torn edges converge. This is an
efficient method, it reduces the problem size, requires less storage and is computationally

efficient. He hoped that packages could be developed where these nodes will correspond to
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the subprograms having respective sets of the equations and the edges would then relate to

the argument lists being used by these subprograms.

Sargent’s method has emerged as the well known sequential modular approach, where
the original set of equations is partitioned into smaller subsets or modules and these modules
are computed sequentially. Motard and Westerberg 1981, have mentioned
simulation/modelling packages like FLOWTRAN, CONCEPT and PACER, for chemical
engineering which are developed using a sequential modular approach. These packages
resolve the to be modelled chemical plant as a flowsheet, where each block or node actually
represents a physical unit, and solves its relevant mathematical model. Montagna and Iribarren
1988a, have given algorithms to evaluate the optimal sequence for the computation of these
nodes/modules. Further application of these algorithms to the chemical plants’ simulation and

other flowsheeting programs has been discussed by Montagna and Iribarren 1988b.

The general purpose simulation package for process analysis and control of chemical
plants, SPEEDUP, has been based on an extended version of sequential modular approach
named as equation oriented approach, which is even more flexible, as each module/node can
be solved for any of its variables by specifying others as inputs. SPEEDUP can simulate
steady state as well as dynamic behaviour, and can be used for control, operation and

optimization of chemical plants (see Perkins et al 1987 and Bogle and Pantelides 1988).

Livny and Melman 1982 have described their WEizmann Network SIMulation
(WENSIM) package, which is initially intended for the solution of queuing and scheduling
problems on computer networks, however it is claimed to be flexible enough to be extended
for the solution of industrial processes. In WENSIM, the computer network is represented by
directed graph of nodes and edges, where nodes are the processing units and the edges
represent data/signal information. The processing units are independent, highly modular, have
a uniform interface, and can only be activated by the data passed on through edges. The user
modeller can define the network connectivity, and can write his own processing units or

modules conforming to the pre-set interface (necessary for communication with other already
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existing modules) and embedding all controls required for the computation inside the

respective module (to make it an independent processing unit).

Babrow 1984 has categorised the approaches used for process analysis and quality
physics into two classes: process centred and device centred (which will be discussed in detail
in section 2.3.2). According to the process centred approach, the attention is focused on the
whole system and its behaviour is analyzed. For example all existing simulation packages for
fluid flow networks use this approach, and concentrate on the whole network and study the
flowing medium properties with respect to the whole system. Whereas in the device centred
approach, the attention is centred on the behaviour of individual components of the system,
since the whole system is composed of these primitives. The device centred approach has
been explained by DeKleer 1984. In fact, he has implemented it in the form of an electronic
circuit simulation package, EQUAL, where all individual circuit elements are modelled as
units/modules. The user input circuit schematic is validated and resolved by the program in
the form of a *'mechanism’ or directed graph, where each node corresponds to the component
model and the edge conveys the control information or variables required to compute the
respective node. The order of computation of component models is sorted out automatically
by the program and it is unidirectional i.e. on the completion of a component computation the
computed variables are fed to the next connected component and its computation is invoked.
The finally achieved solution should satisfy Kirchhoff’s current and voltage laws as well as
individual component models. DeKleer has claimed that the described algorithms are generic
and can be used for any other network by replacing the respective equivalents of current,

resistance and voltage etc.

The device centred approach has further been implemented by Boghosian 1990 and
Chandra et al 1992 in their modern state-of-the-art computer packages. Boghosian has stressed
that harnessing of the available terra-flop raw computational power, to solve the previously
unthinkable and scientifically challenging problems like simulating *appropriate physics’, is
only possible if the shift in basic programming and modelling methodology is made. He has

proposed a data parallel programming methodology for massively parallel Connection
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Machine CM-2. According to this methodology, finite difference or finite element grid of the
actual modelled domain is mapped onto the configurable (2-D or 3-D) array of processors,
and the connectivity of original grid is also accordingly mapped. Each element of a CFD
problem domain is simulated by the respective processor. The grid related local data resides
in the processor’s memory, whereas the data common, and required by other processors for
computation is declared in the form of ’parallel variables’. The implementation of numerical
algorithms and data structures is straightforward, for example, the finite difference application
of CFD problem does not reduce to seven diagonal banded matrix, instead it is a single linear
equation with six coefficients (the parallel variables from neighbouring grids). A ’context flag’
is assigned to each processor, which can deactivate its computation explicitly, if required.
Boghosian has shown results of some really challenging problems from CFD, computational
physics and biological sciences domains. The inability of process centred approach to resolve
the complexity of problems like ’turbulence modelling’ is also evident from the projected
computational times, quoted by Jones 1993a, for example, an implementation of k-g
turbulence model for channel flow with refined mesh takes 250 hours on CRAY X-MP super
computer, which confirms the need for strategic shift in modelling methodology, as

emphasised by Boghosian.

An ’Interacting Object Process Model’ (IOPM), to simulate real life physical processes
and structural systems, is described by Chandra et al 1992. For the implementation of device
centred approach into IOPM, they benefited from the widely propagated object oriented
technology. They defined the system as composed of hierarchical objects, called holons, i.e.
each holon simultaneously behaves as a whole (when considered individually along with its
children), and as a part (from the viewpoint of its parent or whole system). Like artificial
intelligence, each object can be interrogated, can store its related temporal information, and
can respond with its shallow (or rule based) or deep (model based) knowledge, as desired by
the user. The extensibility of the knowledge base for different views of objects, enables the
modeller to refine the process incrementally. The authors have illustrated the functionality of
IOPM, by applying it to solid and continuum mechanics systems to study their transient

behaviour.
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For fluid flow networks; Turner et al 1982 and Turner and Rainbow 1983 have
reported their package NAIAD for the simulation of natural gas transmission networks. This
1s based on similar lines; all components have been modelled as separate modules, and each
one solves for pressure, temperature and flows by solving mass, momentum and energy
conservation equations. Unfortunately these papers do not provide any information about the
solution algorithm or implementation. Another package SIROGAS, by the same group of
developers, for steady state and transient simulation of natural gas networks, is also developed
using device centred approach. Turner and Simonson 1985 describe a whole network as
composed of two (pipe and node-like) hierarchical components types, which include all sorts
of hydraulic and natural gas network components. They have illustrated the functionality of

the package by simulating a compressor station.

Several packages have been mentioned by IFAC’87 (International Federation for
Automatic Control) proceedings, in context of computer aided process design, operation,
control and automation of chemical plants, which are based on device centred approach or its
variants. For example, Marquardt et al 1987 has described the structure and working of their

dynamic flowsheet simulator, DIVA.

The international conferences arranged by CACHE (Computer Aids for CHemical
Engineering education) and FOCAPD (Foundations Of Computer-Aided Process Design) has
also made similar recommendations for the next generation of computer programs for model
based process control systems. McRae 1990 has asserted that the solution of large scale
flowsheet problem on advanced computer architecture will require new algorithms for optimal
performance and provided guidelines for the design of such new algorithms. He has pointed
out that the presently used approach based on parallelization of serial algorithms will severely

limit the size of the problem and will not be an optimal alternative.
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1.4 Pellet Induration System Modelling and Solution Scheme

The literature cited in the last section, suggests that, to benefit from the advanced
computability, in terms of hardware, software and numerical methods, the device centred
approach should be chosen rather than process centred approach. Apart from these
recommendations, there are some specific requirements from the perspective of pellet
induration system network which lead to this choice. For this we first, briefly review the
classical network solution methods and then discuss the proposed method based on device

centred approach.

1.4.1 Classical Methods for Network Simulation :

The classical methods for the solution of fluid flow networks (discussed in Section

1.1) have following salient features:

. The formulation and solution methods are based on process centred approach,

. The network components’ equations are usually transformed into a consistent (linear
or quadratic) generic equation for computational ease - i.e. the components are treated
as if they are mathematically homogenous (e.g. Osiadacz 1988 treats all non-pipe
components as three termed linear equation whose coefficients can produce the desired
effect of constant upstream or downstream pressure or constant flow; Boulos and
Altman 1991 have assumed a quadratic equation to simulate non-pipe components),

. The relaxation methods, Hardy Cross, Newton’s, and Linear Theory, linearize the
original non-linear equations and use iteration to resolve this non-linearity. Whereas
the graph theoretic methods take benefit of the network topology, cutset and circuit
matrices and reduce the equations to a linear set. However, computation in both of
these categories is centralised, carried out in matrix form (except in case of Hardy
Cross method). The user or modeller has neither any control on the computation nor

any choice for the solution method, for an individual component,
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. The matrix methods, have many advantages, but are complex and have a penalty for
extra storage requirements. For complexity reasons Bhave 1986 has preferred to use
Hardy Cross method. Also the extra storage requirements are more pronounced for
large size networks and sometimes even dictate the choice between loop and nodal
methods (Fincham and Goodwin 1988),

. In general, the node loads or demands are known, and while solving the network,

these are used as parameters.

1.4.2 Proposed Method for Pellet Induration System Network Simulation :

Evaluation of leaks is one of the main objectives of pellet induration system air flow
distribution package. In the literature, detection of leaks has been discussed for natural gas
pipe networks, but these are backed by transient models, which either use SCADA
(supervisory control and data acquisition), telemetry data (e.g. SIROLEAK code by Turner
and Mudford 1988) or depend on the leak detection hardware (Butler 1982). For pellet
induration system, the (to be developed) model should be steady state, and as conveyed by
the practitioners, the instrumentation to determine leaks is not available, hence the described

methods are not of much use.

The proposed model for the evaluation of steady state airflow distributions in pellet
induration system networks is to be based on device centred or unit based approach (as called
by Afzal and Cross 1992) for formulation and for solution, as well. The unit based approach

will be discussed in detail in section 2.3.4 and it will enable us to :

. Model heterogenous components of pellet induration systems as such,

. Carry out decentralised or distributed computation and benefit from the nature of
equations and use appropriate numerical schemes,

. Model leaks like any other network component by treating atmospheric nodes as fixed

grade nodes, having known pressures,
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. Refine or change the existing (mathematical) models of any of the components,

. Add or delete the instances of any of the modelled component,

. Include more components into the database of modelled components, by writing their
mathematical models, programming them to conform to a standard pre-defined

interface, and

. it would not require any extra storage space for computation as needed by matrix

methods.

The benefits and qualities of the resulting code will be discussed later on in sections
2.4 and 4.5.

1.4.3 Route to Implement the Proposed Method :

The proposéd model or computer package has to be developed from scratch, so there
are no constraints about the component models, solution algorithms, or code architecture and
we can benefit from the existing state of the art methods and techniques, as long as these are
useful to the applied context. For example, graph theory provides a very elegant way to
handle network connectivity and leads to efficient computation, and for the very reason, has
been widely used for the simulation of flow networks (section 1.1). Similarly, from a software
perspective, object oriented technology has been proposed as solution or ’silver bullet’ for the
development of complex engineering software systems (e.g. Cox 1990, Wilkinson and Byers

1993). In this work we will use these proven techniques.

The evaluation of the airflow distribution in a pellet induration system network, using

proposed method will mainly require the following steps:

. The actual pellet induration system network will be abstracted into a connected graph
of nodes and streams, where streams may consist of single or multiple serially
connected components, and nodes are meeting points of more than one stream, or

endpoints of a stream,
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The equation set will be decoupled, and first pressure and flow distributions will be
computed, which will later be used for temperature distribution computation (see
Wilson et al 1986, Fincham and Goodwin 1988),

. The computation of pressure and flow distributions will be carried out by a two level
hierarchical algorithm. At higher or coordination level the abstracted network of nodes
and streams will be solved to satisfy Kirchhoff’s current and voltage laws. The so
computed stream flows and node pressures, the coordination (or *parallel’ as called by
Boghosian 1990) variables, will be passed on to the streams as parameters for lower
or component level computation. The finally computed values should satisfy
Kirchhoff’s laws as well as component models. Osiadacz and Salimi 1988a, 1988b
proposed a similar two level algorithm for transient simulation of gas flow in single
pipe and pipenetworks respectively, and discussed its benefits for parallelisation. For
coordination level computation we will use an algorithm similar to the one proposed
by Boyne 1970.

. The coordination level solution algorithm (section 3.3) requires the partitioning of the
network into forest (collection of trees i.e. acyclic graphs) and coforest structures, for
which algorithms based on heuristics related to pellet induration system networks and
the constraints of the intended code, will be developed (section 3.5). This development
will be founded on graph theory.

. The code development will be solely carried out on software engineering concepts, as

it promises the solution to the software crisis and guarantees the benefits like re-

usability, portability, low maintenance costs etc. In addition, it will provide the

benefits claimed by object oriented paradigm.

How and to what extent these objectives are achieved will be explained in the
following chapters. The mathematical models of network components and definitions relating
to the graph theory (to the level it is needed), will be discussed in section 2.2.3. The primary
solution algorithm for network computation and secondary algorithms for network partitioning
and temperature computation etc will be illustrated in Chapter 3. In Chapter 4 the software

engineering concepts and techniques used to realize the proposed solution method into a
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computer code, GASFLO, will be explained, also the resulting code will be graded against
the object orientation criteria. In Chapter 5 the capabilities of GASFLO and its application
to simulate real life pellet induration plant will be discussed. In Chapter 6 the research will

be concluded pointing out the directions in which further work could be carried out.

1.5 Summary

In this chapter, after a brief discussion on the commonalities of all fluid flow
networks, an overview for network formulation and solution methods is given. In the classical
literature three main formulations; loop, nodal and full equation; and three main solution
methods; Hardy Cross, Newton’s and Linear theory; are encountered. These all along with
some more recent methods are briefly described in Section 1.1. In Section 1.2 objectives of
present research are stated, namely, to develop a software tool which should evaluate steady
state pressure, flow and temperature distributions in pellet induration system networks and this

tool should have all properties of quality software.

In Section 1.3, pointers to other applicable literature are provided, which somehow
influenced this research. The principal difference between the classical network solution
methods and the proposed method is the fundamental approach to modelling, the former used
process centred approach whereas the proposed one uses a device centred or unit based
approach - responding to the fact that systems are composed of primitive components, so the
behaviour and functionality of their primitives should be reflected in the performance of the

system.

In section 1.4 the means to achieve the stated objects are briefly described and for

details the pointers are provided.
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Chapter 2
Mathematical Modelling of

Pellet Induration Systems

2.1 Introduction

In iron making and steel making industry blast furnace is the main production process.
The raw material fed into the blast furnace, is commonly called ’burden of blast furnace’, and
it needs to be of good quality, to provide a uniform gas-solid contact across the stack. It
should be chemically reducible and keep thermal demand on blast furnace as low as possible.
High grade crushed ore, with size between 10 - 25 mm, could be fed in directly as burden,
but common iron ore, or particulate cannot be used directly, as burden, instead it is first
agglomerated, in the form of sinters or pellets. According to one estimate, the annual
production from blast furnace process was over 200 million tonnes in late 1970s (Cross et al
1982), which is much more than at present day. The large production rate, desired high
quality of the product and economics of the process, emphasize the importance of the detailed

study of the agglomeration process.
There are two main processes used for agglomeration:

a)  Sintering Process

b) Pelletizing Process
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2.1.1 Sintering Process :
In sintering process, the mix of crushed iron ore, coke, water and other binding
material, is loaded onto grate or bed, in a layer of constant thickness and covered by a hearth

layer of pre-sintered material. It is passed through the sintering machine. Sintering machine

cut -off plate

: ) 3 1 ignition hood
Q

/ sinter bed
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windboxes D @

processed
sinter

Figure 2.1: The schematic diagram of Sintering Method

is in fact a combination of an ignition hood followed by a series of wind boxes (as shown in
figure 2.1). The downward moving hot air ignites the coke particles in the layer near top
surface. As the bed moves further, the downward moving air, drives this ignition layer
towards the bottom of the bed. Thus igniting and fusing the whole mix, which on cooling

reduces to small chunks called sinters. These are directly fed into blast furnace.

Powerful fans, regulate the flow of hot and cold air through the bed. This also includes
the recirculation of the process gas among different wind boxes, so as to minimize the heat

loss from the system.

It is a continuous process and sintering machine is usually used as an integral unit of
blast furnace plant. Rose 1981 has described the process and given references for detailed

reading on the subject.
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2.1.2 Pelletizing Process :

In the pelletizing method, the crushed iron ore or the particulate (< 5. mm diameter)
is mixed with water and some binding material like, Bentonite and rolled into small pellets
either of spherical or cylindrical shapes of typical diameter of 12 mm (Rose 1981). The wet
pellets commonly known as ’green pellets’ are passed through three stages of, drying and pre-

heating; firing; and cooling. The first two stages are similar to that of the sintering process.

All these three stages are crucial for produced pellets’ quality. Sudden and

uncontrolled temperature changes may damage the texture and strength of the pellets.

Although the pelletizing process is a continuous process, it does not have to be located
at the iron or steel works. Many of the plants are located at mineral sites and the produced
pellets are transported and marketed internationally. Pelletizing is also known as concentration
process, as the moisture which is about 10% by weight evaporates during drying and pre-
heating, and on firing the volume is reduced (Cross and Wade 1989), so the produced pellets

are richer in iron content.

There are three mainly used pelletizing processes:

a. Shaft furnace process
b. Straight grate process

c. Grate kiln process

a. Shaft Furnace Process : The green pellets are fed in at the top of the vertical furnace and
hot air is forced into it from the middle (see Figure 2.2a). The pellets move down by action
of gravity in controlled environment, and exit at the bottom. During this travel they are dried

up, pre-heated, fired and cooled down.
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This is the oldest
method and has an upper limit
of 500,000 tonnes on its annual
production. Due to this
constraint and other efficiencey

reasons, no new system is built

after mid 1960s.

b. Straight Grate Process :
Structure wise it is like
sintering machine, but instead
of crushed iron ore, green
pellets are loaded on moving
grate, as input (shown in
Figure 2.2b). As they move
deep into the system, they are
dried up, pre-heated, burned
and finally cooled. For heat
conservation, the entire

chamber is divided into zones,
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(b} Straight Grate

Figure 2.2: Schematic diagrams showing Shaft Furnace
and Straight Grate Methods

which enable unidirectional gas flow, either in upward (up draft) or downward (down draft)

direction. These zones are interconnected by large diameter pipes or ducts so that the heat

transfer between gas and pellets is maximum, and heat loss to the atmosphere is minimum.

High power fans are used to drive the process gas through the system. External burners

supply the heat energy to the system. Air at atmospheric temperature is sucked in at cooling

end, which on passing through the packed bed extracts heat from fired pellets. This hot gas

is recouped to the system at convenient zones, such that heat could be transferred back to cold

or wet pellets and finally it is pushed out of the system.
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The zone connections are so designed that the temperatures in all the three stages of
the process (drying-heating, firing and cooling) should remain within desired limits as well
as there should be no sudden temperature changes across the packed bed of pellets. All the

three stages of the process occur in the same chamber. This is an efficient and widely used

method.

c. Grate Kiln Process : It is an improved version of straight grate, where all three stages
of induration process are physically separated. The firing takes place in an exclusive unit,
kiln, heat is supplied by external sources and by chemical reactions. The temperature and
complementing chemical reactions, could be controlled precisely, as compared to other
methods. The working principle and zone connections for gas flow are similar to the former

method. Figure 2.3 shows the schematic of a grate kiln system.

Further the bed depths could be varied for drying and cooling stages. Also at some
plants the circular grate are installed for cooling stages. All these refinements make the

system more efficient and hence, the most used one.

The straight grate and grate kiln systems are similar in structure and functionality,
these could be simulated by the same software. This approach has been implemented for heat
distribution codes, like INDSYS (Cross and Englund 1987, Cross 1988) and CASCADE (Patel
et al 1993). The developed mathematical model and the resulting software code, GASFLO,
for grate kiln system, would simulate both systems. The simulation of straight grate system,

using GASFLO, will require the substitution of kiln by the respective firing zone.

In this thesis, hereafter the term ’pellet induration system’ would refer to either of the
two systems in general, but for the sake of clarity and consistency, only grate kiln system
would be mentioned as the example pellet induration system in all text and figures. Its

working, with reference to airflow, is discussed in next section.
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2.2 Pellet Induration System

The objective of an efficient system is to produce high grade pellets at minimum costs.

The process is illustrated in Figure 2.3.

The green pellets are charged to a moving grate and fed into the down draft DD1 (see
Figure 2.3) zone of drying stage, and moved slowly in temperature controlled environment
towards pre-heat, PH zone. At the exit of PH, their temperature reaches to about 1000 °C,
then they are fed into the kiln, where they are fired at the temperature of about 1300 °C. The

Jos

Figure 2.3 : A typical pellet induration System

fired pellets are then cooled in cooling stage. In this whole process, air is used as the heat
transport medium. The cool air, at ambient temperature is sucked in by fans 3A and 3B in

cooling zones, C1 and C2 respectively. It is forced to pass through the packed bed of fired
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(hot) pellets and on contact, the air extracts heat from the pellets. This hot air is recouped into
the system. Some of it is passed onto the pre-heating stage via the kiln, thus raising its

temperature further, whereas the remainder goes to the drying stage directly by connected

pipes or ducts.

The booster fans 1A and 1B, help in maintaining flow within the network, and
generate sufficient head to overcome the head-loss suffered by airflow due to duct wall
friction, the resistance offered by packed bed and other in-line instruments. The valves are
used to regulate the flow through different paths of the network. The zones are so connected,
that the temperature variation is smooth in the whole process and specially in drying stage.
The hot air blown through the packed bed in drying zones, extracts moisture from the green
pellets and dries them up, losing its own temperature. Finally the used air or off-gas is

pumped out of the system by fans 2A and 2B.

To ensure the free, unobstructed movement of the loaded bed, sufficient clearance
between the bed and the zone or system partitions is provided. Though these gaps are very
small as compared to other dimensions, only few centimetres in hight, still these are potential
source for leaks into the system, and contribute towards the process inefficiency. Further,
these leaks can not be measured due to very high temperatures in the system and lack of
instrumentation. Depending upon the neighbouring regions’ pressures and the cross-sectional
area of the clearance, these leak flows are quite large and effect the temperature and pressure
distributions significantly. It is practically observed that the 30-45% more air passes through
the fans 2A and 2B than is recuperated into the drying and preheating stages from cooling

stage of the system.

2.2.1 Pellet Induration System as Pipe Network :
Our aim is to find the pressure, flow and temperature distributions of process gas (air)
flow in the system, from that perspective the shown system is like a pipe network in

abstraction. In this respect, it is comparable to natural gas and water distribution municipality
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pipe networks. Although it is smaller in size than the distribution networks, it is
comparatively more complex due to the variety of the units involved. In section 2.4 this
aspect will be discussed in detail. The pipes, in fact very large diameter ducts, are for the
conveyance of the airflow among different parts of the system. Leaks and packed beds have
nearly the same functionality, as they connect different regions and provide access for process
gas to flow through them. Whereas at the junctions and zone regions the gas coming from

different paths gets mixed. These components are discussed in detail in the following sections.

Like other pipe networks, the induration system is also solved as a network, and two

Kirchhoff’s laws must be satisfied.

2.2.2 Pellet Induration System Components :
The pellet induration systems are big industrial plants, covering large areas of land,
having components of all sorts and complexities. From the gas flow distribution perspective,

the following components play an active role:

Fans: Fans drive the process gas in the system, as does pumps in water networks or
compressors in the natural gas distribution networks. These are usually at system
extremities, ie upstream to cooling stage to suck-in the on-gas (cold air) into the
system, and at the downstream to drying stage to push-out the off-gas (the used hot
air) from the system to the atmosphere. Fans are also installed inside the system to
efficiently regulate the air flows among different zones. The economics of plant and
ultimate cost of the produced pellets are significantly dependent on fans, due to their

initial installation and subsequent running costs.

Pipes: Pipes or ducts provide the interconnection between different components of the
system. These are of different shapes and different cross sections, connected in series

or in parallel. These are very large in size, like mine ventilation system airways,
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having few squares of meters of cross sectional areas. Pipes are insulated to avoid heat

loss.

Zones: Zones are the physical partitions in the heating and cooling stages of the system.
They provide a controlled temperature environment, and help to regulate gas flow in
specific directions. Zones have input and output regions, separated by packed bed of
pellets. All heat transfer from pellets to air and back to pellets, take place in zones.
In other words a zone consists of an input region, a packed bed and at least one output

region.

Regions: Regions are enclosures above and below the packed beds where different airflow
streams meet. These streams have specific values of system variables i.e. flow rates,

pressures and temperatures of the gas.

Packed beds: These are beds of pellets, through which process gas is forced to flow. At the
entry to the system the pellets are wet, their moisture is evaporated by the hot air as
they move deep into the system. A packed bed has a fixed width, height and other
pellet properties for a stage. However, these properties vary between heating and

cooling stages.

Junctions: Junctions are analogous to regions, but these are meeting point for two or more
pipes. They provide alternative paths to gas flow in the system, which can be used for
optimal functionality. For example, the pressure of off-gas (i.e. the gas leaving the
bed) is always less than that of on-gas (the gas entering the bed), and its temperature
is dependent upon the temperature of the bed. The pressure of the off-gas stream
leaving the bed, could be improved by providing a path, bypassing the respective
zone. This down stream pressure could be controlled (to some extent) by controlling

the flow through the by-pass. In Figure 2.3, the pipe connecting junctions JO1 and J02

has similar function.
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Valves: Valves are used to control and regulate flows in different paths of the network, by

restricting the cross sectional areas of respective pipes of the system.

Leaks: Leaks are associated with regions. These are flows between two neighbouring regions
or between a region and the atmosphere. The former are called ’internal’ and the later
as ’external’ leaks. In other words these are the flows, which escape through the small
clearances above and below the bed. As stated earlier, complete sealing of these leak

flows is practically impossible.

2.2.3 Graph Theoretic Representation of Pellet Induration System :

All disciplines have their own terminology and representation styles for easier
communication. For example the schematic of pellet induration system shown in Figure 2.3
is very straight forward for an operator or a plant engineer in the induration industry, all the
geometrical data of the components and measured data from the systems’ instrumentation
could be plotted on the schematic. Similarly the opening and closing of valves and variation
of wattage of any of the labelled fans would be equally un-ambiguous to all concerned.
Unfortunately that representation is not that useful from analysis and computational point of
view, where we would be more interested say, in the detection of any cycles or loops for the

satisfaction of Kirchhoff’s second law.

In sections 1.1 and 1.2 the use of graph theory for the solution of flow networks was
mentioned. In fact graph theory provides an alternative presentation, which is graphical as
well as set theoretic in nature, and very helpful for the development of algorithms and their
implementation. It is widely used in Computer Science, Deo 1974, for sparse matrices Duff
et al 1990, and for network computation Boulos et al 1991, Osiadacz A J 1987. Graph theory
is a full fledged subject in its own right and reader can consult any standard book (e.g. Deo
1974, Wilson and Watkins 1990, or Syslo et al 1983). Graph theory provides a powerful tool

to visualise networks and their computation and analysis.
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A Graph G can be defined as combination of a finite set of streams § = { s, s,, .. 55/
and another finite set of nodes N = { n,, n,, ... ny/ and can be represented as G = ( S, N).
Also each s, can be presented by an ordered or un-ordered pair of nodes. If the streams have
some specified direction then the G is called as directed graph or digraph. Different authors
use different names for streams and nodes; as edges, links or lines and as vertices or points
etc; respectively. No pre-requisite knowledge of graph theory is assumed, the related

definitions would be given when required in the text.

To convert the pellet induration system schematic into a directed graph, we examine

the system and

. mark all the nodes, where more then one flow paths meet

. mark all the paths linking distinct nodes as streams. Some of the streams will consist
of single components like leaks, beds or pipes, whereas the others will have multiple
components like pipe, fan and pipe; all connected serially and having constant flow

through them.

This categorisation points out that the node will have a constant pressure and
temperature whereas the stream will have fixed flow. The system is linked to atmosphere,
through streams containing fans 3A, 3B, 2A, 2B and external leaks, which will cause
different local pressures, so it will be reasonable to treat these locations as separate nodes and
further, as these will have just one incident stream so we can characterise them as external
nodes, whereas, all other nodes which lie with in the system, have more than one incident
streams, are called as internal nodes. These internal nodes will consist of either a junction or
region and external nodes can represent a boundary. The atmospheric boundary linked to the
system by a leak has different characteristics than the boundaries which act as source or sink,
so these are named differently. The abstraction hierarchy from actual components to the graph

theoretic node stream objects is shown in Figure 2.4.
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Figure 2.4 : The hierarchical relationship of pellet induration system components to graph
theoretical network object.

Applying above stated transformation to the original system and representing streams
by straight lines and nodes by circles, we get the graph theoretic representation (see Figure
2.5). Different shading patterns are used for internal and external nodes to show their distinct
nature. For cross referencing (to Figure 2.3) the node names have been marked. This
representation is a good tool for visualization of the original system and for development of

algorithms e.g. the loops in the corresponding graph can be very easily specified.

Referring to Figure 2.5, the node ROS5 has 4 incident streams, two of them are
incoming from nodes R02 and A-6, so it has in-degree of 2, and the other two are out going
streams, so out-degree is also 2; and total-degree of node ROS is 4. Also R02 and A-6 and
the corresponding streams are called predecessors to ROS, whereas R0O6 and RO7 are its
successor nodes. Up-end and down-end nodes of a stream are with respect to the (assigned)
flow direction of the stream. External nodes have ’total-degree’ of one, i.e. these have only

one incident stream. If the respective stream is ’'incoming’ then the node is sink, and if it is
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Figure 2.5 : The graph theoretic presentation of pellet induration system

‘out-going’ then the node is source. All internal nodes have ’total-degree’ of more than one.

The connectivity shown in the Figure 2.5 could be presented mathematically in the
form of adjacency or node-stream incidence matrices of order N x S, for a N node and S
stream network. All the nodes and streams are assigned integral numbers and are referred by
the same numbers. The incoming stream are be presented by +1, and all out going by -1; this
convention has been adopted because intuitively the incoming flow adds to the holdup of the
node whereas the outgoing depletes it (Yevdokimov 1968, Hamam and Brameller 1971 and
Boulos et al 1992). Most of the other authors (e.g. Osiadacz 1987, Boulos and Altman 1993)
have used reverse signs for entering and leaving stream, whatever convention is adopted it
is important that it should be followed consistently through out the formulation. For the sake
of clarity the node and stream numbers were not shown in the figure. In the ’node-stream
incidence’ matrix, the ith row will have non-zero elements (+1) in columns corresponding to

the streams incident on this ith node, similarly the jth column corresponds to the jth stream,
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and will have only two non-zero elements against its up-end and down-end nodes. In short

the node-stream incidence matrix can be presented as

a; = +1 if jth stream is entering ith node
= -1 if jth stream is leaving the ith node
= 0 otherwise

Similarly the loop or mesh matrix of order L x S, could also be written as

bij = +1 if jth stream is in ith loop and has same direction as the loop
= -1 if jth stream is in ith loop but has direction opposite to the loop
= 0 otherwise i.e. jth stream is not in ith loop

The above is the simplest form of representing graph mathematically, more compact
forms like, node-node adjacency (N x N) can contain the stream numbers with +ve or -ve
sign showing whether it is in-coming or out-going stream. Further, the ’in-’, *out-’ and ’total-
degree’ of a node could be worked out by examining the number of non-zero elements on the
corresponding row. The predecessor, successor linked lists are even more compact and
efficient representations, which will be briefly discussed in section 3.5.1 and shown in Block
A.4. Deo 1974, Syslo et al 1983, Osiadacz 1987 and Ahuja et al 1993 have described the

graph theory application and the related data structures, in detail.

2.3 Mathematical Modelling and Process Analysis

Mathematical modelling is as old as any of the science subjects like Physics and
Mathematics. Any formula say, Hooke’s law of stress analysis, Ohms law of electricity,
Maxwell equations of electrodynamics or Navier Stokes equations of fluid mechanics, each
one of these, models a physical phenomena or relationship among some quantities. Even till
the late 1960s it was restricted to only small problems constrained by available human

computational power. Some relatively larger problems were only catered by research
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organizations or universities, but that also had more theoretical content. The advent of
computers, their increasing compute power, the mass production of hardware and ever
decreasing prices have changed the whole scenario of application of mathematical modelling.
Now it is hard to find a single field where computer models are not used. From social
sciences to microbiology, all branches of engineering; aeronautics, automobile, avionics,
chemical, civil, electrical, electronics, hydraulics, mining, petroleum, to name a few; nearly
every one has put computer modelling to the best possible use. Now the mathematical
modelling has become a vital tool for every field of engineering and industry.

Some other contributing factors responsible for this rapid growth are:

. the widespread of knowledge of numerical analysis and other related disciplines

. maturity of science subjects to an extent that their results could be integrated to
develop full fledge models

. experience and benefits gained by the use of existing models and the possibility to
build models on the top of the existing ones, by improving or re-using them

. presence of infra structure for their development, availability of proper computer
languages and other related hardware and software tools

. willingness and sincerity of the experts from related fields to share their skill and
cooperate in the development of integrated models

. openness of user, to use them as a valuable tool and to exploit their power even
beyond the foresight of their designers

. the most important of all is, the availability of immense 'raw’ compute power and

inexpensive hardware.

The wide range use of these mathematical or more precisely the computer models in
all walks of life is a practical proof of their utility. In the following we mention few of the

benefits these models provide.

. models provide reliable, robust and fast solutions to industrial problems
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. these are inexpensive in terms of time, as well as, in finances, as compared to the
other alternatives

. these are flexible, easier to use and doesn’t penalise the user for not being expert

. models provide greater control and insight of the problem, to the user at his own pace
and wish for refinement

. these can be used for the initial design of plants, analysis and optimization of the
existing plants, working out operation strategies, training of operators, fault diagnosis,
expert advice and real-time control of plants

. these can simulate what-if scenarios, and can provide answers to the situations, which
otherwise involve risk of human life and property

. models eliminate the need of building prototype, and so the risky situations, when the

large scale actual plants built on well tested prototypes, do not work; leading to multi-

million losses.

Of all these models, a wide spectrum is encompassed by process analysis and
Computational Fluid Dynamics (CFD). Any process or system which embodies, a ’continuum’
somehow, could be dealt as a CFD problem, whether it is airflow around an aerofoil, fire
propagation within a building or a complex multi-phase flow involving chemical reactions.
Petridis et al 1991 and Knight and Petridis 1992 have covered the internal and external
requirements for the development of CFD software, such aspects will be discussed in section
4.1.3 and properties of the intended code will be covered in section 4.5. Here we restrict
ourselves to core of these models, i.e. mathematical model, and concentrate on process

analysis.

2.3.1 General Aspects of Mathematical Modelling

Every computer model has an underlying core, the mathematical model, a set of
equations which are solved numerically and in the end, these should respond to the valid,

realistic inputs, in a manner consistent to physics. The models are evolving by nature.
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Although huge compute power is available nowadays, but still the whole physics of a process
can not be embedded into the model in one go, instead it is added to the model incrementally.

The main activities involved in the development of a computer model are:

Selection of the processes of the system to be modelled

b.  Mathematical representation of these selected processes, and specification of the made
simplifying assumptions if any

c.  Computation of solution of the mathematical model (numerically)

d. Validation of the computed results; these should

1. be convergent and stable numerically
il. not violate, the involved (or modelled) physics
1il. justify the available experimental data

e. Enhancement of the modelled domain by the
1. inclusion of the deletions made during simplification of equations i.e. up dating
of the modelled process to full extent

ii. addition of further processes

The mile-stones of the modelling process are shown in Figure 2.6, the above activities
are shown by arrows. In principle, the '’computed (numerical) solution’ should satisfy the
discretised domain, which is subset of modelled domain’, but by satisfaction of (d) above we
can safely assume that it is valid for whole of the modelled domain. The ultimate aim is that
the modelled domain should be as close to the real world as possible. It is evident from the

figure that the modelling process is cyclic by nature.
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2.3.2 Approaches for Process
Analysis Modelling
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behaviour and analyzing the involved '
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processes; or by seeing its physical

constituents and finding out, what is

the functionality of each of its

components. Accordingly there are two Figure 2.6 : The modelling process life-cycle

main approaches for modelling of

process or any of the complex system (see section 1.3 and Babrow 1984). These are :

Process Centred Approach: Where the main stress is on the detection of the involved
*Processes’, and modelling of these processes to form the whole system. This is a
distributed approach, since each process spans over a number of physical components,
usually the complete modelled domain, so the complete set of equations is computed
simultaneously. This approach is most widely used in the present day CFD modelling.
For example, if we have to find the steady state flow, pressure, temperature and
species concentration distributions in the chemical plant network, then by ’process
centred approach’, the equations for these distributions are written for the whole plant,
(as these are coupled i.e. mutually dependent on each other), and solved
simultaneously. In solution strategy, the inter dependencies of the state variables could
be exploited, say if, pressure and flow are mutually dependent, and temperature and
species concentrations are dependent on flows, but not vice versa; then at the first
stage the coupled set of pressure and flow equations could be solved, and later using

these values temperature and concentration distributions are solved.
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This is an established approach, the usage of variables inter-dependencies and
execution of independent processes before the execution of dependent processes, can
lead to significant gains in computational time. Similarly in the transient case the

slowly varying processes could be skipped for couple of intermediate time steps.

Most of the present day CFD and other process analysis software is based on
this approach and hence it can be equally blamed for their shortcomings and in-

efficiencies.

Device Centred Approach: In this approach, attention is fixed on the physical components
of the system, these components, called ’Devices’ are modelled separately, and finally
linked together to form the whole system. This approach has prompted time and again
in the literature with different names; as device centred by Babrow 1984 and DeKleer
1984; as sequential modular by Montagna and Iribarren 1988a and 1988b; as object
centred by Lipworth et al 1991; and as unit based by Afzal and Cross 1992. This
conforms to the well known object oriented paradigm of computer science and it does
have nearly all the benefits mentioned in object orientation context. The components
are physically connected to each other, this connectivity and the information
transferred along the interface is very important and somehow, it has to be imbedded

into the model.

The components are modelled and executed separately and use the interface
information as parameters or independent variables for their internal computation.
Boghosian 1990, while explaining his ’data-parallel programming methodology’ calls
these variables as parallel variables. The equations related to all the processes being
carried out in the component are executed simultaneously inside the component

module.
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Unfortunately this approach was not much used, so its benefits could not emerge until

recently, when the shortcomings of other approach came to evidence as mentioned in section
1.3.

Detailed models for CFD, computational physics or any other natural science, if
modelled using former approach, soon become infeasible, even on super computers with
teraFLOP performance, due to their huge computational load and hence exhaustive CPU times
and storage requirements. For example Jones 1993a quotes that the computation of turbulence
(k-€) model, with refined scale, for channel flow problem, would require about 250 hours on
CRAY X-MP. Which suggests that some fundamental strategic change in the basic modelling

approach is required. The device centred approach seems to be the promising solution.

2.3.3 Changing Environments and Mathematical Modelling

In this section we briefly discuss the main features of computer models in the present
day changing environments. The presence of these models in the scientific environment shows
that these are irreplaceable and evolving by their nature, so they should be designed with
broader prospective. The reasons for their longevity being their functionality and the
investment in terms of human effort to improve them to their existing states. As mentioned
earlier, every computer model has a core, i.e. mathematical model, which we will be referring

to in this section. Other implementation matters of these models will be covered in Chapter 4.

At the design level we should take into account the following factors, to which our

models should complement:-

Technological Advances: Most of the time these are related to the advancement of
computers, which is effecting the environment from many angles. Computers are
getting cheaper, their usage is increasing and so is the usage of models, as Chansler

and Rowe 1990, state that now the microcomputers are being used in all the fields of
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water industry, from design to control of distribution networks due to their
inexpensiveness and speedy response. Previously the users of the models were
qualified engineers, but now they could be operators with lesser academic
qualifications. Also as their compute power is increasing, so the more complex
engineering problems are now solvable, hence more complexity in the models can be
added. This varied spectrum of addressed problems and users, suggest that the models

should have an ’ease of use’ factor.

Secondly this advancement has introduced the wide spread use of computers
in all other related fields. Now computers are widely used in the field of measurement
and instrumentation. Petley 1991 has given the refined (exact to the date) values for
physical constant used in SI system of units. The results produced by a model having
equations with imprecise coefficients (or physical constants) would be harder to match
to the presently available precise measured data within micron accuracy. Our models

should be adaptive to such technological changes.

Experience has shown that by advances in measurement techniques and use of
computers in Industry, the hardware components are continuously improving and so
their related equations, especially if these are empirical relations. For example Young
et al 1979, quoted the following relation for temperature dependent specific heat

capacity of air,

Cp(T) = 1026.3486 - 7.14326x102 x T (2.1)
+ 4.54916x10™* x T? - 2.1334x107 x T®

which gives the value of 1040.06 J/Kg-°K as compared to the measured one
of 993 J/kg-°K at 300°K as given by Tennent 1971. In contrast Zografos et al 1987

gave an improved relation
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Cp(T) = 1061.3 - 0.43282 x T + 1.0234x10°3 x T? (2.2)
- 6.4747x1077 x T® + 1.3864x10°%° x T*

which gives the value as 1007.21 J/kg-°K, which is closer to the experimental.
Thus the architecture of mathematical model should be such that it could readily

accommodate these changing in component equations.

Thirdly, there would be more target sites for the produced models. Just like a
Japanese car designer, the model developers should also think globally for the
requirements of these future users. The facilities for the use of local system of units,

the presentation style and other cultural issues, should be taken into account.

Human knowledge advancement: This is effected by the constant use of the existing
models. The state of knowledge of a user, constantly improves; the first time user,
would have different expectations and would interpret the produced results differently,
then an experienced user. The availability of alternative models for the same problem,
may lead to a different usage of the same model at a later stage. For example
previously it was used as prediction tool for experimental measurements, but later it
may be used to validate the new model. The models should be flexible enough to co-

exist and communicate with other models of the field.

The scientific world is constantly changing, people are coming up with better
mathematical models of different complex phenomena every day. For example now
there exist about a dozen turbulence models, each one having its own specificities and
claiming to be better then its predecessors (see Boyson 1993 for a new one). Likewise
Manning proposed two formulas for hydraulic computation in 1889, and in 1895 he
recommended one of them, which was dimensionally consistent but interestingly due
to its complicated nature, was not well received and the other was extensively used
by hydraulic engineers until present day. Yen 1992, has now obtained an improved

dimensionally homogeneous Manning’s formula, for water networks’ computation.
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The architecture of the models should be such that it could readily adopt these sub-
models as disposable and replaceable items. Similarly the algorithms and computational
techniques are improving, so these should also be swappable. The device centred or unit based

approach seems very promising and able to accommodate these specified future needs of our

models.

2.3.4 Device Centred or Unit Based Approach

According to this approach the physical boundaries of the system components serve
as the modelling boundaries of *devices’ or ’units’ of the system. Their connectivity with the
neighbouring units point out the source and target of the information, and the nature of
information being passed through the interface governs the order of computation. The models
of all the processes occurring inside the units, are encapsulated inside the computational units,
so the variables involved in the mathematical equations would require some considerations.
The distinction between local and global variables is very important, global variables (or
parallel variables as called by Boghosian 1990) are the state variables, for which the system
is being solved. The process could be any physical process taking place in the unit.
Depending upon the problem the respective conservation laws should be satisfied locally, as

well as, globally for a steady state system.

To elaborate the above, consider an example of a pellet induration system, where the
airflow distribution is to be determined, and it is literally the airflow being passed on from
one unit to the other unit, so the information about the airflow i.e. its flow and pressure will
be the state variables. Their values will be exchanged among the neighbouring components.
These variables have a dual role in computation; the unit in consideration will treat the values
of the state variables (passed on by other units) as parameters or independent variables and
will compute them as dependent variable within the unit to pass them on to its neighbours.
This is more or less same as in Finite Difference or Finite Element computation, the values

of state variables at a node are computed in terms of their values at the neighbouring nodes.
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2.4 Mathematical Model for Pellet Induration Systems

Our aim is to develop a model to determine the airflow and temperature distributions
in pellet induration systems. As mentioned in section 2.2.1 it can be simulated as a pipe
network, hence the model should satisfy the Kirchhoff’s laws. These were proposed initially
by Kirchhoff, for the analysis of electrical networks, but are equally applicable to any sort of
network, which is transporting some conservable continuum medium. These laws are widely
used in water, electrical power, natural gas distribution networks, as well as, mine ventilation
and other such networks. Pellet induration systems use natural air as the flow medium. Here
"nodes’ refer to the internal nodes of the network, consisting of either junctions or regions and
"loops’ correspond to the fundamental cycles of the equivalent graph (the graph resulted by

ignoring the flow directions in the directed graph). These laws are :

Kirchhoff’s First Law or Kirchhoff’s Current (KCL) Law:
Total flow entering to a node is same as total flow leaving the node. Mathematically,

for jth node, with DEGJ- incident streams

DEG,
Yy a;.F, =0 2.3)

i=1
where a; is the element of node-stream incidence matrix, with value +1 if ith stream
is incoming to jth node; it is -1 if ith stream is an outgoing from node j; and F; (Kg s™) is

mass flow rate in ith stream.

Generalising it for all N,,, internal nodes of the network:
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DEG;

Z a; . F, =0 forallj=12,..N_ 2.4)

i=1

Kirchhoff’s Second Law or Kirchhoff’s Voltage (KVL) Law: Each network node should
have a unique pressure, no matter through which route it is approached. Alternatively,

or in the most commonly stated form, the pressure drop across any loop, /, in the

network should be zero, i.e.

TSTR,
Y b,.AP/ =0 (2.5)

i=1

Where b, is an element of loop-stream incidence matrix, having value +1 if the flow
direction of ith stream has the same direction as of the Ith loop, and value -1 if the
directions are opposite; TSTR,, the total number of streams in the lth loop, and AP,
is the pressure drop in ith stream of Ith loop. b, has a value zero for streams which
do not participate in respective loop. The pressure drop for each stream is unique and
independent of the loop to which it is contributing. In generalized form, the above
equation can be written for all NT,,,, fundamental loops of the network, i.e.

ISTR,

Y b, AP, =0 foralll = 1,2,...NT, (2.6)

i=1

The flow and pressure distributions provided by the network solution must satisfy
these two laws. The first law may be directly imbedded into the system as node equation. The
second law needs the computation of pressure drops for each of the stream and knowledge

of the fundamental loops of the network. Further these streams are composed of serially
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connected components, so the pressure drop across each one of these would be required to

determine the overall pressure drop in the stream.

The mathematical models for the system components provide the specific relations for
this pressure flow inter-dependence. Although the exactness of these component models is
desired, but in reality; the identification and comprehension of all involved physical processes,
complexity of system, precision of measurements and available experimental data are usual

constraints which restrict modellers to live with the approximate component models.

Among different fields, where models are being used, water distribution systems, is
one of the oldest and the most mature branches. Ideally, the component model for flow
through pipe, should contain all the effects, like, nature of flow, pipe data, pipe fittings,
properties of its material, horizontal position and slope, ageing factor and corrosion content
etc, how its friction factor will be affected by time and sufficient experimental data to validate
all these aspects. Availability of these all is clearly impossible so even to the day, all models
start with an approximate but consistent component model (Chansler and Rowe 1990),

compute the network and then refine the basic model.

The main obstacle in comprehension of a physical process or a complex system 1s the
complexity of the system. Different factors are attributed to complexity by different authors
(see e.g. Chandra et al 1992, Wilkinson and Byers 1993) depending on the modelled
environment. In our case there are three main factors which contribute towards the

complexity:

. Process complexity: The respective process itself is not well explored yet, say for
example, the exact nature of flow through packed bed or through pipe is not known;
so to start from simplest possible model and use an incremental approach is the best
solution.

. Complexity due to connectivity of components: The components forming the system,

are in large number, so are their inter connections. Hence the knowledge of which
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component is effecting which, is required, to resolve the interference or ’ripple’ effect
due to interactions of components.

Complexity due to incompleteness of information: The information about the
processes, as well as the exact nature of components and their geometrical and other

data is not completely known.

In modelling the pellet induration system, using the device-centred approach, the

components themselves are not that complex, but they are in large numbers, at least not

digestible by wetware (human brain) without the aid of computer. Their interactions among

each other, adds further complexity to the system. To find the solution of whole system, we

will solve it as network, by satisfying Kirchhoff’s laws globally. First we discuss the

component mathematical models and general principles applied in their formulation.

2.4.1 Simplifying Assumptions

Considering the induration system at a macroscopic level, we make the following

assumptions, to simplify the modelling process. Simplifications relating to individual

components’ equations will be discussed in related sections.

il.

Pipes or ducts in the system have different shapes, i.e. having square, rectangular or
circular cross sections and are connected in various configurations, in series, parallel
or in combination of both. First each non circular pipe is replaced by a circular pipe
of same length, but having a diameter which offers an equivalent wet area (see e.g.
Francis 1975). Secondly, the combination of pipes between two nodes is substituted
by an equivalent pipe which offers the same resistance as the combination. Later in

the simulation the data for this virtual pipe would be used (Jeppson 1976).

The pellet induration is a time dependent process, but with extremely varying time

constants; the time constant for packed bed movement is in hours, whereas for the gas
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1il.

1v.

flow it is in seconds. So, the bed appears as static to moving gas, or from other
perspective, the gas flow will be reaching instantaneously from one end to the other

end of the unit. Hence steady state model is assumed for gas flow.

One dimensional flow is assumed in network. It is normal convention for pipe network
solution and saves significant amount of computation. Pipes are the main constituent
of the network, so as suggested by Ward Smith 1971 and Goldwater and Fincham
1981, one dimensional treatment of flow is valid. This assumption is also conducive

to other components of the network.

The variations of air density is small enough that the process gas could be treated as
incompressible medium. In terms of natural gas networks, it is a medium pressure
system; the measured region pressures range from -30" to +30" of water gauge, which
is nearly atmospheric. In SI units, it turns out to be form 94 KPa to 108 Kpa, whereas
the atmospheric pressure is 101.325 KPascals. The pressures at fans suction or
discharge ends may be beyond the said range, but still the density does not vary
appreciably.

Ideal gas law is used in derivation whenever required for conversion of density into
pressure etc; as the average pressure in the system is about atmospheric. Azbel and

Cheremisinoff 1983 states that it is valid up to 10 atmospheres i.e. 10° KPa.

Gas flow in the system is governed by the pressure gradient, i.e. gas flows from higher

pressure to lower pressure, except in the active components like fans. Fans provide a pressure

gain, which is utilised in overcoming the resistance offered to flow by other passive

components like pipes, valves, packed beds and leaks.

There could be two ways for the development of equations of individual components

of the Networks.
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a)  To start with the basic laws of physics, i.e. mass, momentum and energy conservation,
and derive the network component’s equations, with all possible complexities. Then

simplify these equations to the practical situation by applying the feasible assumptions.

or alternatively,

b)  To benefit from literature and implement the available knowledge by using the well

tested, valid, analytical or empirical equations for the respective components.

The results of the model based on (a) would be qualitatively consistent, but from
mathematical modelling aspect, these would still require fine tuning of parameters and
validation with experiments for quantitative correctness. The validation phase would be
impossible, if the experimental data is already not in-hand, because the related industry would
not be interested in conducting the experiments for an in-progress model, as it costs time and
effort. In cases, like pellet induration systems, the experiments are very costly and difficult
to perform due to the hostile environment. The results produced by models based on (b) does
not require detailed verification, as the equations or models have already been through this
verification & validation cycle. For example Hazen-Williams formula, Darcy-Weisbach
equation, Manning equation (Chansler and Rowe 1990 and Yen 1992) for water networks; and
Atkinson equation (Wang 1990) for mine ventilation networks; are all different variations of
Bernoulli (mechanical energy balance) equation, with coefficients being validated for the
respective networks, so each one has its own specific range of application, where it provides
correct results. Similarly Osiadacz 1987, gave equations for flow of natural gas through pipes
for low-pressure, medium and high pressure regions. Osiadacz also mentions that the
predicted flows, even by these widely used and well tested equations, are usually higher than
the actual flows, as all friction losses are not catered for in these equations, so he introduced
a notion of ’efficiency factor’ which modifies the theoretical friction factor, to produce

comparable results.
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In the present research the combination of both of the above two methods would be

used with more emphasis on method (b).

In principle, before incorporating into the model, the respective component equations

are thoroughly checked by verifying that these:

. hold under physical laws
. are dimensionally (and also units wise) consistent
. provide practical values for output variables, when fed with practically possible values

for the input variables.

In a network simulation, main attention should be given to the computation of network
as a whole system. The component equations are the foundation stone of the computation, as
these simulate the behaviour of system variables locally in that component. For network
simulation we require an algorithm, which should compute the component/basic equations in
such a way, that finally not only each of these basic equations is satisfied locally, but also
they provide a consistent global pressure, flow and temperature distributions, for the whole

system.

The resulting software/code is intended to be used internationally, by iron making and
steel making industry, which has not yet adopted a unique system of units, instead each plant
uses the units of its own convenience, depending upon its geographical location and installed
instrumentation. Hence all user related information will be communicated by the code in
plant’s units, whereas the computation (and component equation’s coefficients) will be carried
out in System International (SI) units. The choice of SI units, will keep the model’s
computation independent of user’s units, to which the variables will be translated at the
beginning and at the end of computation. It will also enable to compare and incorporate the
improved equations from published literature. This (SI) is the main system of units, which has

been adopted by most of the academic journals and publishers. To conform to any of the new
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set of units in future, an other block of code, or a new subroutine will be needed, which will

translate the new set to SI units and back.

2.4.2 Component Equations

Initially when the project was started the zones were treated as a separate entity, but
later it was realized that in fact, it is combination of regions and packed bed, so it was

replaced by the respective components.

The valves could be simulated as a separate entity, but as these occurred physically
with pipes, so these were lumped with the respective pipes, taking into account their specific

nature.

Bernoulli’s equation is used to simulate the flow through pipes and flow through
orifices, for leaks. It is recommended by many authors, like Bird et al 1960, especially for
systems with components having single entry and single exit. Nearly every book on fluid
mechanics or transport phenomenon covers its development in detail; Massey 1972, Theodor
1972, Azbel and Cheremisinoff 1983 and Douglas et al 1985 could be seen as few examples.
Osciadacz 1987, derived Bernoulli’s equation starting from Newton’s second law and
developed it to general flow equation for the transport of natural gas through pipes. He used
different friction factors and obtained; Lacey’s equation for low-pressure (or distribution)
networks, Polyflo equation for medium-pressure networks, Panhandle 'A’ equation and
Weymouth equation for high-pressure (or transmission) networks. The details for its derivation

are skipped as it is widely covered elsewhere.

For temperature distribution computation, most of heat transfer takes place between
pellets and air, the process gas, in the packed bed. Another heat distribution code, INDSYS
(INDuration SYstem Simulator) Cross 1988 and Cross and Englund 1987, computes the heat

transfer at microscopic level, by solving partial differential equations, and taking into account
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all complexities of the system and involved chemical reactions. INDSYS requires airflow
distribution as input and computes temperature distributions of process gas and of pellets, in
the packed bed, in two dimensional space, assuming symmetry in the third dimension. These
temperature distributions are averaged out and fed to GASFLO model as input. The global
heat conservation cannot be applied to the system, unless INDSYS is taken into account. The
overall conservation of thermal energy is achieved by combined iteration of GASFLO and
INDSYS. In GASFLO heat conservation is applied locally at junctions, regions and pipes; and
isothermal flow is assumed for fans and leaks, i.e. there is no heat loss and so temperature

of gas entering to the unit remains unchanged at the exit of the unit.

All equations presented have SI consistent units for their variables and physical

constants. The units of the variables are given in nomenclature section at the end of chapter.

Temperature dependent specific heat capacity of gas, given by equation 2.2 will be
used in the model. The ideal gas law relation is also used in derivation of the presented
equations. Where possible the equations are written in readily computable (FORTRAN)
format, with left hand side variable as to be computed in terms of all others known variables
on right hand side. The computational procedure and solution algorithms will be discussed

in detail in chapter 3.

Junctions and Regions: These are nodes, where two or more streams are meeting. The mass
conservation and thermal energy conservation equations are applied here and the mass
conservation equation (2.3) is re-written for a node, having DEG; incident streams, Flow F
(kg s') and Temperature T (° K) values for all streams are known except for one, say the xth
stream, which are to be computed in terms of the other known ones. The right hand side of
these equations exclude the xth stream, for which flow and temperature are to be computed
so the limits for summation are from I to DEG-1. The mass balance equation for jth node

1s

54



Chapter 2 Mathematical Modelling of Pellet Induration Systems

_ L (2.7)
F, a y_;

=1

where a; is element of node-stream incidence matrix, having values +1 if ith stream

is entering jth node, and -1 if it is leaving, 0 otherwise.

To compute temperature we consider thermal energy balance, i.e. the algebraic sum
of thermal energy (or the rate of thermal energy) entering and leaving the node is zero. In the
pellet induration process the temperature of process gas vary from atmospheric temperature,
20 °C (=300 ° K) to 1700 ° C (=2000 ° K). Young et al 1979, have pointed out that the
specific heat for process gas cannot be treated as constant in this range of temperature
variation. An experimentally validated relation for its temperature dependence is given by
Zografos et al 1987. It covers the temperature ranges from 100 ° K to 3000 ° K, which spans
our range of application. Hence this temperature dependent relation, described by equation
2.2 will be used for the computation of specific heat of process gas, Cp (J Kg' °K™"). This will
make it non-linear in temperature so its solution will require iteration. The rate of thermal
energy gq; for ith stream is Cp(T) * T; * F, (J s or Watts). Hence for jth node the heat

balance equation would be

1 DEGI—I
Cn(T).T, = - . Y a,Cp(T).T.F, 2.8)
a.F, i3

Pipes: Pipes are the main unit, responsible for the transport of process gas from one unit to
the other. These are very large diameter ducts, closely resembling the airways of mine
ventilation systems. Applying the simplification (i) of section 2.4.1 all pipes occurring
physically between two nodes of the network; of any shape and connected in any serial or

parallel configuration; can be replaced by a circular pipe, for which the equations are
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developed. These pipes are well insulated, to conserve thermal energy but still a loss of few

degrees of temperature is noticed at the ends.

Assuming the flow is friction-less, isothermal and incompressible, its steady state
behaviour is represented by Bernoulli’s equation. It is a high driving system, and flow is
always turbulent, so the resistance offered to flow due to turbulence, as suggested by Azbel
and Cheremisinoff 1983, is used. The friction factor A, uses Reynolds number, Re, which is
further computed from mass flow rate per unit area G (Kg s m™) for the respective pipe. The
given form of Bernoulli’s equation resembles to the equations developed by Azbel and
Cheremisinoff 1983 and Lugt 1983; and to the well known Atkinson’s equation used for mine
ventilation networks, as quoted by Bruce and Koenning 1987, Wang 1990 and Moll and
Lowndes 1992, for incompressible, unidirectional and steady state flow of air in airways. In
the following equations the subscripts ’pipe’,’in’ and ’out’ refer to respective pipe, its input

(up-stream) and output (down-stream) ends of the pipe.

G = 2.9)
APiPc
re = DpipexG (2.10)
M
A = 00123 + 9734 2.11)
Re0.38
2xAxL
Ppy =Py - PP xq  xG? (212)
out D, %Py

where D

pipe’

of pipe; P is pressure (Pascals or N m?); p is density (Kg m™) of process gas; g is dynamic

L

sipe a0d A, are diameter (m), length (m) and cross sectional area (m?)

viscosity (Kg m™ s') and o is pipe dependent (dimensionless) calibration or efficiency factor

(see Bhave 1991 and Osiadacz 1987).
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For temperature computation, the over all heat loss by the pipe would be combination
of heat loss; due to convection, by process gas to the pipe internal surface, and due to
conduction within the pipe from internal surface to external surface and in the layers of
insulation. For steady state case both of these losses will be same i.e. all the heat convected
to the pipe would be conducted to the atmosphere. Bird et al 1960, pp 283-288, has developed
the case for composite cylindrical pipe, which can be directly applied to our scenario. Pipes
are insulated but the material properties of the insulation, its thickness etc are not known; so
its inclusion in implementation is temporarily postponed, hence only single pipe with process
gas flowing inside it, is modelled. The length and cross section wise, approximate temperature

profiles for pipe, are shown in Figure 2.7.

Twall

FLOW: i

——— 3 Tgas
o Twall .

e

Tatm

Figure 2.7 : Temperature profiles due to convective and conductive heat transfer

Assuming that the process gas has fixed temperature, T,,, (°K), which can be taken as
average of the temperatures of the gas entering and leaving the pipe, ie. of T, , T,, as the
temperature variation through the pipe is not more than few degrees. Secondly constant

temperature T,,, could be assumed for internal wall, this cancels out during derivation and
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does not appear in the following equations and ambient temperature T, is assumed on the
pipe (external) surface. Simplifying the equation given by Bird et al, for single layer pipe, we

have a rate of heat loss from pipe ¢ (J s’ or Watts) as

2x1thm X (Tgm -T, )

m(1 , 2x 8t ) (2.13)
+ Dm

D pipe % hsas kpipc

where Temperatures are in °K, D,,, (m) is internal diameter of pipe and &t (m) is pipe
(Watt m2 °K™") is heat

transfer coefficient of process gas. For the inclusion of insulation into model we would have

thickness, k

Jipe (Watt m™ °K™) is thermal conductivity of pipe and h

gas

an other term in the denominator of the above equation.

The overall heat transfer is dependent on both processes, in abstract it is like
conductance through the series of resistances, so the highest resistance governs the overall
transfer, in this case it is the convective part which is more effective. In practice the value
for heat transfer coefficient, h,,, should be provided by the experimentalists and fed into the
model. In the absence of that we used the approach adopted by Fogiel 1984, and Kay and
Nedderman 1985, and computed its approximate value from the definition of dimensionless
numbers. Physically, the Nu Nusselt no, is the ratio between actual heat loss and conductive
heat loss; the Re Reynolds no. equation 2.10, is the ratio between mechanical and viscous
forces; and the Pr Prandtl no, is the ratio between momentum and heat transfer by molecular

action. In terms of our variables, Nu and Pr numbers are

Nu = hg‘“ XDP'P‘ Pr = “X—CPW (2.19)
km k:as

Where Cp,,, (J Kg' °K™) is specific heat capacity of process gas at constant pressure,

k... (Watts m’' °K™) is thermal conductivity of gas, other variables have same meanings as
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defined previously. Fogiel 1984 has given the following empirical result, relating these

numbers for turbulent flow.

Nu = 0.023 x Re®8 x Pro¢ (2.15)

Zogrofos et al 1987, has given a temperature dependent relation for thermal
conductivity of air. They obtained it by fitting curves to experimentally available data. Like

Cp its range also conforms to the temperature range of pellet induration system, so it was

used to obtain more realistic results.

koT) = -7488x107 + 1.7082x10x T - 2.3758x107" x T

+ 22012x10°0x T3 + 9.46x107x T* (2.16)
+ 1.5797x10°V7 x T3

Using this relation for input temperature T = T,,; the variables Kk, Cp,,,, are
determined; which are used to evaluate Pr, Re and Nu from the above equations 2.14, 2.10
and 2.15 respectively. Using the definition of Nu number equation 2.14, h,,, and finally ¢

from equation 2.13, are determined.

Now considering overall heat balance for pipe, assuming the work done by the gas as
zero, the total heat entering into the pipe would be heat leaving the pipe with gas and due to

heat loss from its surface.

F xCp,xT, =q + F, ,xCp, xT,, (2.17)

As by mass conservation F,, = F,,, = F, similarly we can safely assume Cp,, = Cp,.,

= Cp and substituting the values for g we can find T, in terms of T;, or vice versa.

T, =T, - = q - (2.18)
P X

Substitution of Cp by equation 2.2, will make it non-linear in temperature, which is

resolved by iteration.
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Packed Beds : The gas flow through packed bed is well represented by Ergun’s equation.
Bird et al 1960 has shown its comparison to other equations and concluded its best fit to
experimental results and its applicability for wider range. It was originally presented by Ergun
1952. Now it is widely used in industry. Fenech et al 1987, Ingham et al 1988, Osinki et al
1989, Patel and Cross 1989 and Cross et al 1990 has mentioned its various forms in use.
Most of the authors have used superficial velocity, i.e. the velocity of gas when packed bed
is not present, instead of actual velocity. Resolving the form given by Bird et al, substituting
actual gas velocity, replacing density p of gas in terms of atmospheric pressure P,,,, and using
gas law with gas constant for air, R (286.68 J Kg' °K™"); and using the mentioned units; the

equation reduces to

H,, RT,, (- _
P, = P, - —bd, bt (1-€) 5 100Uk, 1756| @19
L n d P €3 d

par am par

where H,,, (m) is bed height, T, , (°’K) is temperature of gas in the packed bed, d,,,
(m) 1s particle or pellet’s diameter and € (dimensionless) is voidage, i.e. ratio between volume

of voids and volume of the bed.

The first term in the brackets represents the contribution to the pressure drop due to
viscous effects whereas the second term is the contribution due to inertial effects. Ours is the
"high driving’ system as mentioned by Fenech et al 1987, so the viscous contribution is

negligible as compared to its inertial counterpart, so first term could be ignored, and hence

H RT -

P = P, - 175 i, bed, (1°0) 5 (2.20)
d P 3
par arm €

This equation is used in the model for simulation of packed bed. It is quadratic in

terms of air flow.

The packed bed is the main unit responsible for all heat transfer between the process
gas and the pellets. It embeds all sorts of complexities of air flow in porous medium to

chemical reactions, so the thermal computation of bed is simulated separately by the other
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model INDSYS. The process gas temperatures required for GASFLO computation, are
computed by INDSYS and are fed-in as parameters, air flow distribution required by INDSYS
is computed in GASFLO and supplied to INDSYS.

Leaks : These are un-wanted but un-avoidable flows of process gas between the adjacent
regions and between the system and atmosphere. These adversely effect the heat balance of
the system. lronically due to hostile conditions and instrumentation constraints these cannot
be measured. For un-obstructed movement of packed bed few centimetre clearances above

and below the bed are required, which ultimately results in leaks flow.

It is experimentally observed that a significant amount of process gas is sucked into
the system, from atmosphere, through these leaks, which degrades the system efficiency.
Without determining the sources, and their contribution to this additional flow it is impossible

to minimise it or analyze its effects on the overall system efficiency.

Physically a leak is flow through a small cross sectional area linking the two regions.
It is governed by pressure gradient between the two, from higher pressure to lower pressure.

It is similar to flow through onfice and simulated by the orifice equation.

Applying Bernoulli’s equation to the pipe of diameter D, (m), shown in Figure 2.8,
with a sharp edge orifice of diameter D, (m), assuming no energy loss and pipe being

horizontal, we have

P V12 P v22
P8 28 rg 28
where P,, P, (Pa) are pressures and v,, v, (m s’') are velocities of gas at section ’1’
and ’2’ respectively; and g (m s°) is acceleration due to gravity. Applying continuity equation
i.e. mass entering at section 1 is same as the mass leaving the system at section 2 in steady

state.
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A

_ _ 2
Alv1 -sz2 = v = z—vz

1

2 . . . . .
where A,, A, (m®) are cross sectional areas at the respective sections. So substituting

v, in Bernoulli’s equation, replacing areas in terms of diameters and rearranging we get

_ 2 (Pl_ 2)
27 D, ¢
1—( 2]

\ D,

Assuming that diameter of orifice, D, is very small as compared to the pipe diameter,

D,, so (D,/ D,)* << 1, hence the term in the denominator can be ignored. To find out the
Flow through the section 2, F, (Kg s'), we multiply both sides by p and cross sectional area

A,, we get

F, =A2\[29 (P, - P)

The practically measured flow is

smaller than the theoretically calculated

Pipe
flow, about 60% for sharp edged orifice Section 1 Secton2 /
(Douglas et al 1985 pp 162-167). The two o ow R

. . "11 ., P
contributing factors for this reduced “ oo . ’J\ﬁ N

measured flow are; there is some loss of

Vena Contracta
Sharp Edged Orifice

energy due to contraction in contrast to our

initial assumption that there is no loss of Figure 2.8 : The flow profile through a sharp

energy, so the velocity at orifice is in fact edged orifice.

less than v,; and the flow profile further
converges to say point "o’ commonly known as vena contracta, so the cross sectional area
of flow stream is A,, which is smaller than the area A,. Hence the net flow through the orifice

is C,,, times the theoretical flow F,. Thus
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Fo,f=Cdi,A2 2p(P, - P,))

where C,; is discharge coefficient for the orifice, and its values are dependent on
geometric configuration of the orifice and on the nature of flow, i.e. C,, = f (Re, D, / D,).

It is experimentally determined and for standard configurations, its values are given in the

literature.

The above equation can be generalised for leaks, since the aperture and region cross
sectional areas are of comparative sizes as used in the development of above equations, so

re-writing the above equation for leaks;

F2
P = p - leak (2.21)
out in 2 2
2 p ChsAear

where P, and P, are the up-stream and down-stream region pressures.

oul

The thermal computation for leak flows are simple assignment, as there is no heat loss,
so the temperature of the gas entering to the region through a leak would be same as its

temperature at the source region, from where it is coming, hence

T, = T, (2.22)

Valves : Valves are used by operators to route process gas in desired paths of the system and
to control its magnitude. Like other pipe fittings, valves also cause increased resistance to
flow, by restricting the cross sectional area of respective pipe. The opening and closing of
valve in a flow stream causes disturbance, which, in reality, is a transient process, but in our

steady state model, it is assumed that all the changes in valve positioning have been carried
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out before the start of simulation and these remain constant during the simulation. After

viewing the results the user can change the valve positioning and restart the simulation.

The valves can be modelled either; as a separate entity, like leaks using a developed
valve equation (see Osiadacz 1987), where valve cross sectional area could be adjusted by the
user; or alternatively, these could be lumped with the pipe model. In principle, valves offer

resistance to flow, so can be dealt in similar way, like other pipe fittings, as treated by most

of the authors.

This lumping can be carried out in two ways. One is by finding the head loss or
pressure drop, caused by the valve individually, using head loss coefficient K, and the notion
that it is proportional to square of flow velocity, and then adding this pressure drop to the

pressure drop of straight pipe of length [

orig®

This will be the overall pressure drop offered by

the pipe including valve.

The other method is conceptually simple and widely used to accommodate pipe fittings
in flow computation. Here the fitting or valve in the pipe, is replaced by a fictitious pipe (of
same type, characteristics and diameter) of specific length I,, known as equivalent length. In
principle this fictitious pipe offers the same resistance to flow as the corresponding valve or

fitting. So the new length 1,,,, to compute pressure drop would be

l.o= 1. +1 (2.23)

The equivalent length of standard pipe fittings are given in the literature (see Massey
1972, Azbel and Cheremisinoff 1983, Daugherty et al 1985 and Douglas et al 1985). These
are usually given in terms of number of diameters, (L/D), so 1, the equivalent length (m) of

a pipe of diameter D, for the given fitting could be evaluated by

pipe>
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| = (i)p 2.24)

Experimentally determined values for head loss coefficients; in terms of K and in
terms of (L/D); for the standard pipe fittings and valves are well covered in the literature. In

Table 2.1, values for some valves are quoted, as referred by Azbel and Cheremisinoff 1983.

The exact nature and the characteristics of the valves, used in the induration system
are not known, so we assume that these could be of any of the Gate, Globe or Check valve
type. To provide a handle to the user to open and close the valve, we use the following

transformation for globe valve:

(L) _ §7082r £ 27051 L 00 10
D ) iope nr? (2.25)
= 1.08 x 10* for 00<r<0.1

where r is (dimensionless) radius of circular cross section of valve opening. This
equation gives the value of (L/D) as 300 for fully open i.e. r = 1.0 and as 475 for half open
position i.e r = 0.707. This is derived using the concept that resistance offered is inversely
proportional to valve opening area. The fixed value for the domain, 0.0 < r < 0.1, is merely
to avoid the zero divide exception error for fully closed valve. For other valve types the

numerical coefficients would change.

Knowing the value of (L/D) and pipe diameter D, of associated pipe, the equivalent
length I, is computed and added to the original length of pipe. This total length is used for
pipe’s computation, using Bernoulli’s equation, whereas for temperature computation the
original pipe length is used. In valve computation it is assumed that there is no heat loss, the

temperature of gas leaving the valve is same as it entered the valve.
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Table 2.1 : Friction loss coefficients for turbulent flow through valves

r———
—

Head Loss
Valve Type Coefficient K | (L/D)

Gate Valve
Wide Open 0.17 9
Half Open 4.5 225
Globe Valve
Wide Open 6.0 300
Half Open 9.5 475
Angle Valve ”
Wide Open 2.0 100
Check Valve
Ball 70.0 3500
Swing 2.0 100

Fans : These are the only active components responsible for gas flow in the system. These
are identical to the compressors in natural gas pipe networks, pumps in water distribution
networks, or fans in mine ventilation networks. In contrast to their equivalents, where
graphical characteristic curves are used to simulate, we use the exact equation to model the
behaviour of fans more realistically. We assume isothermal compression, that is any heat
generated due to compression of gas, is removed from the system, by the fan cooling

assembly, thus keeping the fan and gas temperature unchanged.

Azbel and Cheremisinoff 1983, have developed expressions for fans, blowers,
compressors and vacuum pumps, classifying them according to compression ratio P,/ P,,.
The following fan equation is selected from those proposed, in accordance with the range
constraints of our system, and it is modified according to the variables used. It shows that
pressure gain is proportional to the fan electrical wattage N (Watts) and is inversely

proportional to the throughput, mass flow rate of gas passing through the fan, F,, (Kg s).
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P, = P e(;;'::")

out in

(2.26)

P, P,, are suction and discharge pressures (Pascals); 1, (dimensionless) is isothermal
efficiency of fan, with suggested range of 0.64 to 0.78; R (J Kg' °K™) is gas constant for air,
in the used units it is 286.68; F, (Kgs™) is flow, and T, (°’K) is temperature of gas entering

the fan.

For a fixed input pressure, pressure gain verses throughput graph is similar to the
characteristic curves for mine ventilation fans (Hall 1987 and Wang et al 1988), pumps and
compressors (Osiadacz 1987 and Fincham 1971). The used equation responds automatically
to the temperature and flow changes in the process gas passing through the fan. Another
aspect worth noting is the exponential relationship between pressure gain and flow rate, as

compared to their linear or quadratic dependence in other network components.

Like leaks equation 2.22, the temperature computation has simple assignment equation

T, = T, (227)

where T, (°K) is temperature of process gas at fan’s entrance.

2.4.3 Unit Computation

Using a device centred or unit based approach, each of the last section units (except
valves) will be computed independently, in the order of their connectivity. The state variables,
F, P and T computed by one unit will be passed on to the next unit, and so the process will

be repeated for all units in the network, till the sink boundary is reached.

Stream like units; pipe, leak, bed and fan; have a single entry and single exit, and

fixed flow. So generically these will have a combination of five global variables. These are
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P,T,F, P,, and T, The variables with known values are treated as parameters for the
respective unit. Most of the time, variables are known at one end, and the other end variables

are computed. In some cases both end temperature and pressures are known and flow is

computed for the unit.

Nodes (i.e. junctions and regions) are more complex, and have multiple entry and exit
streams. These will have 2n + 2 variables (and parameters) for n incident streams; comprising
of F,, T;for i=1,2 ... n incident streams, and P, , T, for the respective jth node. Referring to
the two equations for node unit, the two variables for any of the xth stream will be computed
using the (known) values of all others. The xth stream will be mostly the out going stream,
and so the node temperature T, will be computed, and all outgoing streams temperature T,
will be initialized with it. Whereas, the node pressure P; will in fact be computed during the
computation of one of its incoming streams, and will be initialised during the node’s
computation. Algorithms described in chapter 4 will further elaborate the computation

strategy, and the specification of xth stream.

Considering each unit, the above described solution strategy satisfies the “n equations
for n variables” constraint. The non-homogeneity of the units can be seen by the respective
pressure-flow equations given in the last section; this might require different numerical

schemes for different units.
The objectives of the present work are that the developed model, should:

. work as a frame-work, where the unit’s mathematical model and numerical scheme
could be easily swapped by better alternatives, whenever these are available.

. be robust and should provide reasonable answers to physically valid inputs.

. be fast, so that it could be used for operator training and control purposes. This
indirectly implies that computational load should somehow be minimised, by using
simple, reliable numerical schemes.

. address to wider application domain and useable on high end PCs.
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The above goals could be achieved by embedding the appropriate numerical schemes,
well suited to the nature of the specific equations of the unit, i.e. the mathematical model of
the unit; and computing the associated global variables in terms of parameters locally. The
other advantage is that problem size is much reduced, instead of solving single large set of
equations now, smaller sets of fewer equations are solved simultaneously (Sargent 1978).
Finally, passing these converged results on to other units, so as the minimize the overall

instability in the system.

2.5 Numerical Scheme for Local Computation

In this steady state model, each unit is represented by set of algebraic linear and non-
linear equations. These are to be solved simultaneously. There exist a wide variety of
numerical methods to solve such sets, each having its own advantages and shortcomings.
Since different units have different equations, and these are solved independently, so in
principle each unit could use its own local computation scheme, as suited to the nature of its

equations.

The linear equations could be solved by method of substitution, that is evaluating the
desired variable in terms of the known variables (either by its parametric values or by values

known from previous iteration).

The solution of non-linear equations is harder. For this we use the One Point Iteration
Method. This method is referred to by many names, like /teration Method, Fixed-Point
Iteration or x = g(x) Method, by different authors. It is covered by nearly every book on
Numerical analysis (e.g. see Smith 1979, Gerald and Wheatley 1989 and Burden and Faires

1989). It is simple, robust and gives converged results in few iterations.

According the this method, the solution or approximation of a non-linear equation
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f(x) =0 for x €R
is obtained by re-wnting it as

Xiaq T g(x,-)

where g(x,) is such that, g(x,) and g’(x,) are continuous functions for all x; € R. There

could be many such functions, which can generate different sequences of {x,}, but those

satisfying

18'x) | < 1

for all x; € R would give convergent results.

In our model as all equations and the variable domains are known, so all non-linear

equations could easily be approximated by suitable g(x) functions, and the set of equations

for a unit is solved iteratively. Later if some better method emerges then that can replace this

method, for all or some of the units.

2.6 Nomenclature

A
Cp
D
d

par

DEG,

Cross sectional area

Specific heat capacity of gas at constant pressure
Diameter

Diameter of particle or pellet

Total degree of jth node i.e. no of incident
streams on the node

Mass flow rate of process gas
Acceleration due to gravity

Mass flow rate of process gas per unit area
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l(l'ming

L
Nu
P

Pr

Re

‘I

Greek letters

04

ot

nim

Heat transfer coefficient of process gas
Height of packed bed

Thermal conductivity of (pipe) material
Head loss coefficient for (pipe) fitting
Length of the unit

Nusselt number

Pressure of process gas

Prandtl number

Rate of thermal energy or heat loss
Volumetric flow of process gas

Gas constant for process gas (air)
Reynolds number

Temperature of process gas

Velocity of process gas

Calibration or efficiency factor for pipe
Pipe thickness

Packed bed voidage

Iso-thermal efficiency of fan

Dynamic viscosity of process gas

Density of process gas (air)
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Subscripts:
in / out Up-stream / Down-stream end of the unit

pipe /bed /fan /region  Refers to the respective unit of the network

/ junction
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3.1 Air Flow and Temperature Distributions Coupling

Considering the component models presented in the last chapter, the resulting
equations could be categorised in to two sets; the one relating to the computation of flow and
pressure or simply the flow distribution and the other relating to the computation of
temperature distribution. The first set is comprised of equations 2.7, 2.9 - 2.12, 2.21 and 2.26
which are used for the computation of flow in junctions, pipes, leaks and fans respectively;
whereas the second set consists of equations 2.8, 2.13 - 2.18, 2.22 and 2.27 which provide

the temperature distribution in the respective components.

The packed bed model uses the Ergun equation (2.19) to relate the pressure,
temperature and flow. The heat transfer between pellet and process gas takes place in packed
bed, taking into account all chemical reactions and material properties, the resulting
mathematical model for heat transfer (and hence temperature computation) is very complex.
It is solved for separately and the computed temperature of process gas are fed into the
GASFLO model as a parameter. The temperature of gas in equation 2.19 can be treated as
constant. The algorithm for temperature computation will be discussed in section 3.8 and the
import of bed temperatures will be discussed in section 5.5. The fan equation 2.26 is also
temperature dependent, but since in the pellet induration system the fans are located at either

suction end, where they suck in natural air which is always at ambient temperature; or within
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the network at downstream to some zones (i.e. packed bed), where the temperature of process
gas passing through the fan would be governed by the average temperature of the respective
packed bed. The temperature distribution is mainly effected at junctions or regions (equation
2.8), where mixing of different streams occurs and in pipes (equations 2.13 - 2.18) where
some heat loss to the atmosphere is taking place. The other equations of the set are simple
assignment equations, describing no change in temperature. These junction and pipe related

equations are dependent on the values of flows in the associated streams.

Thus, there exists, a coupling between flow and temperature distributions, but the
dependence of flows on temperature is quite weak, whereas the temperatures are strongly
dependent on flow distribution. Fincham and Goldwater 1979, have also suggested
computation of temperatures in the outer loop whereas the flows and pressures are computed

in the inner loop.

This inter-dependence can be exploited and the two sets of equations can be
decoupled, then each one can be computed in isolation. The flow distribution computation
uses fixed parametric values of temperatures for packed bed and boundary conditions, whereas
the temperature distribution computation uses the recent computed converged flow
distribution. In case, if this strategy is not applied, and the system is solved simultaneously
for both distributions, then the temperature equation 2.8 for junctions, may give fluctuating
values for stream temperatures for some intermittent non-converged stream flows, and may

result in overflow errors.

The present model (GASFLO) is intended to be used as:

* an aid for operator’s training, so it should respond to; varying inputs to boundary
conditions, changes in components’ parameters e.g. different valve openings, fan
characteristics and leak clearances; and predict the flow and pressure distributions for

his guidance;
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* a potential tool for a control system so that the flow and pressures at critical
components could be displayed and the operator be appraised of any emergency
situation before its occurrence and if possible could assist him for remedial measures:;
and

* atool for the optimization of the whole process to produce high quality product at

minimum cost. In this regard it will be incorporated into the heat distribution model

as a part.

Considering the above goals, the computation of a reliable flow distribution in the
network has primary significance and this is also needed for temperature distribution
computation. Accordingly the main emphasis in describing algorithms and solution procedures
would be, on the evaluation of flow distribution. Later it will be extended to interact with an
already existing heat distribution model INDSYS (see Cross and Englund 1987, Cross 1988),
which would require flow as well as temperature distribution of streams, so the requirements
of this later stage are also taken into account and necessary provisions for temperature

computation in algorithms are also made.

3.2 Air Flow Distribution Computation

In section 1.1 an overview of existing algorithms for the network computation is
given. In section 2.4 the sub-models for the basic components of pellet induration networks
are discussed and conforming to their heterogeneous nature, the unit-based or device-centred

approach (section 2.3.4) is selected from the other available approaches.

The basic principles for the solution of the network remain the same, but the
algorithms described elsewhere are for nodal or loop methods, which are based on a process-
centred approach where the networks also had homogeneous components. Hence such

algorithms can not be applied here without modification.
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In practice, pellet induration system networks have multiple sources and multiple
sinks. Natural air being the flowing medium is sucked into the system by large fans and after
use it is pumped out to the atmosphere. Also some parts of the system are exposed to
atmosphere, from where the air can leak into or out of the system depending upon its pressure
at this location. The flow at each one of these leaks is not known and is to be determined.
Pressures and temperatures at sources, where the flow is sucked in, are known and have
ambient values. The installed instrumentation provides the values for the flows going out of
the system to the sinks through main pipes or stacks. Fans are used to pump out the process
gas, and this gas is being used for heat transfer from fired pellets to cool and wet pellets, so
it will have varying temperature, and also the pressure of gas at exit from the system will be

higher than atmospheric pressure. Hence the boundary conditions of our networks are :

» Fixed pressures and temperatures at source boundary nodes

* Fixed flow rates of the streams entering sink boundary nodes

« Fixed pressures and temperatures at atmospheric nodes adjacent to leaks, where the
air is being sucked into the system

» Fixed temperatures of process gas at packed beds

All these values of state variables along with the other component related data will be
fed in as parameters for a particular run of the simulation. The model then predicts the values

of state variables; pressure, flow and temperature; for all components of the network.

3.2.1 Mathematical Formulation

Here we formulate the above stated airflow distribution problem in terms of
mathematical equations. Any single-source network of Nyyp total nodes, would have Ninps -
I branches or streams in its tree, and if there are Nyg, total streams in the network then
there would be Nygg - Npwps + 1 fundamental closed loops and same number of cotree

branches. In pellet induration system networks there are atmospheric nodes, which have fixed
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pressure, thus for N,;,, atmospheric or fixed pressure nodes there would be N,,, pseudo or
open loops each one linking the respective atmospheric node to the reference or source node.

Hence the total number of fundamental loops would be Ny, ,ops, Where

Nrroors = Nysrr = Npvps + 1 + Nygy

As the pellet induration system networks are multiple source and multiple sink

networks, for Ng sources, the total fundamental loops would be

N. TLOOPS = {NTSTR = {NTNDS +N SRC +N ATM

The nodes can be categorised as internal and external nodes according to their
connectivity (see section 2.2.3). The internal nodes correspond to the pipe junctions and zone
regions whereas the external nodes are sinks, sources or atmospheric nodes. At internal nodes
the Kirchhoff’s Current Law (KCL) must be satisfied. The number of nodes in these

categories are related as
Nynps = Ninp + Neyr = Njyp + Ngge + Ngng + Nygy

or

Niaps = Nsge = Nagy = Niyr + Nk

So total number of fundamental loops in a Ny network would be

N TLOOPS = Nysrr = Nivr - Nginx

To compute flow distribution in the network, we would solve

. KCL equations for all N, internal nodes i.e.
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Y a,F =0 for j=1,2,.. Ny, 3.1)

where a;; is an element of node-stream incidence matrix and F; is flow in the ith

stream; and

. Kirchhoff’s Voltage Law (KVL) equations for all Ny ,0ps fundamental loops

Nrsme

Y b AP, =0 for 1= 1,2, ... Nyoops (3.2)
i=1

where b, ; is an element of loop-stream incidence matrix and AP, is pressure drop in

the ith stream.

The stream flow F, and pressure drop AP; in each stream are related by respective

stream components’ mathematical models i.e.

Ncomp

AP, = Y(F) = Y @g,(F) fori=1,2,... Ny, 33
K=1

where \, represents the overall function of the ith stream, ¢; corresponds to the Kth
component (mathematical model) of the ith stream and Ng,,p is number of components in the
ith stream. As discussed in section 2.4, these component models are non-linear and
heterogeneous by nature. In fact for some components ¢ is equivalent to a set of equations,
whose complexity depends on the nature of the component and the physics embedded into

its model. These models are completely described in section 2.4.
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Now to determine the airflow distribution in the network, equations 3.3 is substituted
in equation 3.2 and total of Ny =~ N €quations (formed by equations 3.1 and 3.2) are
solved to find flow in Nygpe - Nguk Streams i.e. all streams of the network less the streams
connected to sinks, whose flows are known as boundary conditions. Knowing flows in all
streams and pressure at the source nodes (which is another boundary condition), equation 3.3
plus the network connectivity (i.e. information about the path linking the respective node to

the source), we can provide the pressure at each of the internal node.

3.2.2 Open and Closed Networks

The networks, in general, can be of two types:

Open Networks: Networks which do not have any loop or mesh, are named as open
networks. These transform to tree type structure, with source at the route node and sinks at

leaf nodes. Their solution is straight forward and can be described by the following steps:

Step 1. As the flows at the sinks are known, using Kirchhoff’s current law (KCL), at
each of the internal nodes the incoming flow can be computed as sum of out
going flows;

Step 2. Knowing the flow in all streams of the network (by Step 1) and pressure at
source node; the pressure at downstream end (or down-end) of each of the
streams leaving the source node can be computed. These down-end pressures
become the node pressure for the respective successor node and upstream end
(or up-end) pressures for the streams leaving these nodes. Then the streams at
next level are picked up and computed. This process is repeated until all the
streams of the network have been exhausted,

Step 3. Knowing the flow in the network streams and temperatures at source node and
of process gas at packed beds, the temperature of out going stream of each of

the nodes can be computed.
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The computation of the flow distribution (step 1) is carried out in sink to source
direction that is the direction opposite to the natural flow; whereas the pressure and

temperature distributions (the steps 2 and 3) are computed in source to sink direction.

If the network is composed of multiple sources, then it could be treated as multiple
single sources networks, each having a tree structure and the above computational procedure

can then be applied to each one of them.

5 f02
fo 3 Bdy-2 —QD—O Bdy-2 Bgy;(Q
p04 po4 "
p03 d T s03
p03
(> RO2

RO2 —O RO2

VAN

b01 b0 | s02
S g
1w

S

002 p02
LI Bdy-1 O Bdy-1
O——0—-

Bdy-1 fo pO1 fo1 Source

(a) (b) (c)

Figure 3.1 Single zone open network; (a) Schematic (b) Stream and node type
components and (c) Directed graph of nodes and streams

To illustrate above procedure for computation, in Figure 3.1, the simplest possible
network, comprised of single zone is presented. Fan f01 sucks in air from the atmosphere (i.e.
Bdy-1 or source node), it passes through pipes p0I and p02, enters to region ROI, which is
treated as node, because mixing of different streams can take place here if there are leaks
from adjacent zones or atmosphere. Then it passes through packed bed b01, region R02, pipe
p03 and fan f02, which pumps it out of the system to atmosphere, treated as Bdy-2 here. The
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schematic is shown in Figure 3.1(a), whereas in Figure 3.1(b) all the stream type components
are presented by lines and node type components are presented by circles. The components
linked serially, which have the same flow and lying between the nodes (regions and
junctions), are further combined into streams and represented by lines, s01, s02 and s03. Also
the direction of flow is allocated to every stream. The result is a directed graph of streams

and nodes, and is shown in Figure 3.1(c).

As mentioned earlier, the pressure and temperature values are given at the up-end or
source nodes whereas flow values are provided at down-end or sink nodes. In this simple
network Figure 3.1(c), the flow in 503 is given, so by Step 1, execution of KCL at nodes R02
and RO!I can determine the flows in streams s02 and sOI respectively. As the pressure at
source node, i.e. at Bdy-1 is given and knowing flow in s0I, we can use Step 2 to determine

node pressure at its downstream end. Similarly pressures at other nodes can be found.

The evaluation of a stream involves sequential execution of mathematical models of
its basic components, in order of their connectivity. For example the evaluation of 501, will
in fact be composed of computation of pipe model for p01, fan model for f01, and pipe model

for p02.

In practice open networks are not as simple as this, but they can always be
transformed into a tree structure, where leaf nodes correspond to sinks and the root node
corresponds to the source node. The open networks do not involve any loops, so only one

iteration would be required to compute flow, pressure and temperature distributions.

Closed Networks: Networks having loops (or circuits or meshes as called by different
authors) are called closed networks. The definition of loops vary from author to author and
also it is application dependent. For example, Sargent 1978, defines the loop in directed graph
only if the direction of constituting arcs forms a loop, whereas Osiadacz 1987 considers the

original graph rather than the directed graph, because for distribution networks the direction
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of flow may reverse in some streams during computation. We adopted the latter convention,
as the feed back loops of former type are less likely in pellet induration systems. In our case,
we define a loop as a combination of any two alternate paths (where a path is a combination
of consecutive streams) connecting two distinct nodes i.e. having common start and terminal
nodes. In other words, to determine loops, we consider the equivalent graph (the one without

any directional signs) of the directed graph.

In general a connected network with multiple, say Ng., sources will in fact, have
Ngrc~1 pseudo loops, as dealt with by Boulos and Wood 1990 and Bhave 1990, so it will be
treated as a closed network. Our source node notion is the same as the reference node adopted

by Boulos and Wood 1991 and other researchers in hydraulic networks.

The solution of networks involving loops is problematic and requires an iterative
approach. Since virtually all practical networks have loops, any general solver should be able
to cope with them. To see this increased complexity we consider the simplest possible

network with one loop.

In pellet induration systems, the provision for alternate paths to process gas supports
the process in many ways. It enables operators to by-pass a zone in case of emergency, as
well as to control the flow and pressure distribution in different parts of the network for
optimal running of the system. We can introduce a loop in the previously described open
network, by connecting a pipe by-passing the zone. This will introduce two junctions JO! and
JO2 and three more pipes to the system. The schematic for this new setup is shown in Figure

3.2(a).

This new network can be similarly transformed to a directed graph of streams and
nodes. Now as the number of nodes has increased so the number of streams would also
increase proportionately. However, at nodes ROI and RO2 there are no leaks or other flows,
so p03, ROI, b0I, RO2 and p05 are embedded in a single stream 502, whereas sO3 consists
of a single pipe p04. Now JO1, s02, JO2 and sO3 form a single loop. As a convention we take
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Figure 3.2  Simple closed network with one loop; (a) Schematic (b) Components in stream

and node form (c) Reduced directed graph of nodes and stream with a loop

the clockwise direction as positive direction for the loop.

For solution of this closed network we have the same boundary conditions, i.e. flow
at sink and pressure at source, are known. Likewise the geometrical data of pipes, pellet and

bed data, fan characteristics etc are also specified.

For a network solution the flow and pressure distributions must satisfy the equation

3.1, 3.2 and 3.3 or namely

1. The Kirchhoff’s current (KCL) law at all the internal nodes (i.e. the nodes excluding
the boundary nodes) of the network;

ii.  The Kirchhoff’s voltage (KVL) law for all the loops of the network;

iii. The pressure drop in any stream should be governed by its respective constituent

components’ models.
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In the literature a wide variety of methods of solution have been described (also see
section 1.1); Hardy Cross 1936, Batey et al 1961, Jeppson 1976, Boyne 1970, Fincham and
Goldwater 1979, Goldwater and Fincham 1981, Wood and Rayes 1981, Daugherty et al 1985,
Osiadacz 1987, Nielsen 1989, Bhave 1990, Boulos and Altman 1991 and Turner et al 1991
represent some of the main approaches. Goldwater and Fincham 1981 has compared about
20 of the then existing computational models for the simulation of natural gas networks,
whereas Fincham and Goodwin 1988, have concentrated their attention on the comparison of
underlying methods used in these codes for simulation of natural gas transmission and
distribution networks. Nearly all of these methods used a process-centred approach, and most
of them solve the network using matrix notation, whereas we are interested in solving the

network according to device centred or unit base approach, for the reasons mentioned in

sections 1.2,1.3 and 2.3.

To solve the closed network shown in Figure 3.2(c), the flow in s04, say F,,,, and
pressure at Bdy-1, say Py, ,, are known, and we have to evaluate flows in streams s0I, s02
and s03 and pressures at nodes JOI and JO2 such that they satisfy the KCL and KVL
constraints. The second of the laws can be stated as the pressure at nodes should be unique
and independent of the path followed for computation; that is, whether pressure at JO2 is

computed via s02 or s03 it should have same value.

The solution of this network can be obtained by carrying out the following steps:

1. Assume some non-zero, positive flow in stream s03, say F,,,, applying KCL at node

JO2 we compute

and similarly for node JOI we have
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il

iil.

1v.

Fyop = Fyp + Fyy

As Py, , is known, using the recently computed flow F,,,, we can compute sOI. This

will give us pressure P, at node JOI.

Repeating (ii) above for streams s02 and s03 we can determine the pressure at node
JO2, say it has values P’;,, and P’’,,, respectively. If these two pressures are equal or
within a specified tolerance then we are done and can compute stream s04 to complete

flow and pressure distributions of the network. But if these are NOT equal then

either
P’y > P, = AP, < AP, that is contribution of anti-clockwise stream,
503, 1s greater than the clockwise stream, so the assumed flow F,,; should be
decreased by an amount AF to adjust this inequality, and by a similar amount
the F,, should be increased to satisfy KCL at nodes

or
Py, <P, = APy, > AP, which is reverse of the previous case, implying
that, the clockwise stream s02 is dominant, so to adjust the inequality the flow

in this stream F,,, should be decreased.

The determination of correction factor AF is crucial for ultimate convergence, it can
be done by a trial and error method for a simple network like the above example but
it would be not practical for any real multi-loop network. So we link AF to the overall
pressure drop across the loop to make it self-correcting. In this case when P’j, >
P’’,,, the overall pressure drop X(AP) in loop, obtained by summing up pressure
drops in the direction shown for loop, would be negative. Suggesting that the anti-

clock wise contribution is dominant, so the flow in sO3 should be decreased.
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The components comprising the streams s02 and s03 are pipes and packed bed,
in the latter case, the pressure drop AP has quadratic dependence on flow, which may

be approximated as

AP = f(F?) = KF?

where K is stream or component dependent constant. Define AF as a corrective
fraction of loop flow ( << F ), such that when it is added to the previous flow value

the new flow satisfies KVL i.e.

N N
Y AP, = Y {K,(F,+AF)’} =0
i=1

i=1

where N is total number of streams comprising the loop, i.e. 2 in this case.
Now expanding the squared term and ignoring second order terms in AF (assumed

very small when compared to F) and re-writing we get

N N
Y KF; Y AP,
AF = =L - __#=l
N N
2Y K, F, 2Y KF,
i=1 i=1

The flow direction is taken into account while evaluating overall pressure drop
in the loop. If the flow direction in the stream is along the loop direction then it will
have positive sign, and a negative sign for stream flow direction opposing loop
direction. The negative sign on the right hand side of above equation takes care of the
increase or decrease of flow in respective streams. The flow direction can be
introduced into the above equation with the help of a loop-stream incidence matrix,
(section 2.2.3) and the corrective flow for any jth loop of any general network can be

written as
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| KF, |

where b, is element of loop-stream incidence matrix, with value +1 if ith

stream has same direction as jth loop; if these directions are opposite then it is -1.

v. Knowing AF; the flows F, corresponding to streams of the jth loop can be updated as

F' = F™ + b,AF,

1} 1}

Since we have single loop, say loop 1, comprised of 2 streams s02 and s03;
and by the shown flow directions, b,,,, is +1 and b, ; is -1, then the flows will be

Fyy = Fg + AF

s

Fp' = Fg; - AF

M

The steps (1) to (v) will be repeated with this improved flow distribution until the

pressure distribution satisfying KVL is achieved for all loops.

Consider the convergence behaviour of the stream flows and node pressures by above
procedure. Suppose X (AP) is negative, i.e. counter-clock wise effect is dominant; then
computed AF by step iv would be positive, and so for next approximation of flow, step v
above, F ), will increase and F,; will decrease by amount AF. If X (AP) is positive, then the
effect will be reversed on s02 and s03 flows. This shows that the algorithm is self-correcting

and will lead to a converged solution.
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For practical networks, having multiple loops, this incremental flow will be computed
for each of the loops, and the corresponding streams’ flows updated. Streams participating in
more than one loops will have an effect from each one of these loops. This flow updating

would also effect the flows of the other streams in the network.

In the pellet induration system networks, the streams have components like fans, where
this quadratic relationship of flow with pressure drop is not valid, so the method described
above cannot be generalised. Also to cater the future needs of the model, it is intended to
provide the facility to add more components to network, whose nature of pressure-flow
relationship is unknown at this stage. So we look forward for some method which could
correct flow distribution in the network more efficiently for any generic stream components.
Instead of depending on pressure drop - flow relationship, it should depend upon the values

of state variables at the ends of the network components.

3.2.3 Existing Solution Methods and Pellet Induration System Network

In sections 1.1.2 and 1.4.1 the existing methods for the solution of flow networks are
discussed. All of these methods assume an explicit, well defined and uniform relation between
pressure drop AP, and flow F; for all streams of the network. This relation is dependent on
the nature of fluid (e.g. air, water or natural gas), geometry of the stream component,
operating conditions (e.g. low, medium or high pressure networks for natural gas distribution
and transmission); and manipulated somehow in the development of solution method. One
such relation for hydraulic networks is exponential or power formula i.e. b, = K 0" where h;,
is head loss or pressure drop AP, Q is flow same as F in our notation, and K and n are
constants having specific values for Hazen-Williams, Manning or Darcy-Weisbach equations
(Jeppson 1976). The linear theory method transforms this nonlinear relation into a linear
equation such as ;= [ K me"" ] @ where Q,,,, is previous iteration value of flow and solves
it iteratively (Wood and Charles 1972). Similarly this relation is used for evaluating the loop
flow correction AF in the Hardy Cross method similar to the one shown in section 3.2.2, and

for Newton-Raphson method to evaluate the Jacobian matrix.
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According to the device centred approach adopted and the formulation described in
section 3.2.1, the network components are modelled independently and their behaviour
determines the behaviour of the respective streams. Though the component models are well-
defined and explicit, the relation between the pressure drop AP, and flow F, varies from
stream to stream and depends on the components forming the stream. For example the stream
s01 (Figure 3.2) consists of components p0I, f01 and p02 so the equation 3.3 corresponding
to sO1 will contain the mathematical models of all these three components whereas stream s03
consists of only one component i.e p0l and hence equation 3.3 for this stream will contain

the mathematical model of pOI/ only.

We aim to: (1) solve the component models and hence the streams as exactly as
possible by computing the mathematical models specified in section 2.4, (2) facilitate the user
to configure the network and hence define the streams’ composition of his choice, and (3) add
further network components to the system at later stage whose models are not known at this
stage. For the accomplishment of these aims, the explicit evaluation and direct substitution
of equation 3.3 into other equations is avoided and instead a hierarchical approach (mentioned
in section 1.4.2) is adopted. According to this approach, at the higher level the network is
solved for Kirchhoff laws and at the lower level the streams are computed by solving the
mathematical models for their constituent components. The interaction between the two levels
is only by passing the values of the desired state variables i.e. node pressures and stream
flows. This algorithm is explained in the next section, and the reasons why other existing
methods cannot be used at least at the higher level will be discussed at the end of next

section.

3.3 Primary Algorithm for Air Flow Distribution Computation

Pellet induration systems have by-pass paths for process gas and also the
interconnections between the different zones are such that practically loops are inevitable.

Secondly, the components are heterogenous by nature, so the assumption i.e. the quadratic
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relation used for the derivation of AF (described in section 3.2.2) is not valid for general
streams comprised of the feasible range of components. The example of single zone although
simple provides a clue, that if any real network is reduced to an open network then it can be
easily solved for flow and pressure distribution. Further, since it was a closed network using
the pressure distribution at nodes the flows in the torn (i.e. independent or chord) streams can
be found. Residuals at nodes could then be computed using KCL. These residuals are used
systematically for the correction of flow distribution in the network. This procedure of flow,
pressure distribution computation and its correction is carried out iteratively until the node
residuals become less than the specified tolerance. This converged flow distribution of the
network, gives the pressure distribution which satisfies the Kirchhoff’s voltage law, as it gives
the unique node pressure to every node, independent of the path followed for its computation.
The flow distributions can be further used to evaluate temperatures in all the streams of the

network.

The algorithm is described in Figure 3.3. It is simple and very efficient. To explain
its working, we consider a typical pellet induration system shown in Figure 2.3. Applying
graph theoretic notation, the system can be presented as connected graph of E edges and N
nodes, which is shown in Figure 2.5. This connected graph, (E,N), can be partitioned into free
and co-tree sub-graphs (E,,,,N,,,) and (E,, ,.,N......) T€spectively. The edge and node sets are
such that E,,, VE,,,, =E and E,,, N E,_,,, = ¢ that is an edge can only belong to either
a tree or its co-tree; whereas the node setN,,, UN,, .. =N and N,,. N N, .. # ¢ means that
a node can belong to either or both of these partitions. With out going into details how these

partitions were obtained, which will be covered later in section 3.5, the tree and co-tree

partitions of the original graph of the system are shown in Figure 3.4.

Practically, for a network with multiple sources, say n,,,, the tree structure would in
fact be a Forest, having n__ trees as its components, one for each of the sources. Whereas the
co-tree would be comprised of all those edges of the network which are not included in any
of the trees. In the following explanation, the directions of computation from ’sink to source’

or vice versa, would refer to the sinks and source of the respective tree of the forest. Also the
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Algorithm for a General Network Computation:

1.0 Read-in
a) Network Configuration, Components’ data and their connectivity
b) Boundary Conditions: Pressure & Temperature for Source and Atmospheric
nodes, and Flows for Sink nodes
c) Computational controls; Tolrnc, Maxlitr etc
*2.0 Generate Tree and Co-tree Structures for the network
3.0 Initialize Co-tree edge flows F°,,,,, and internal node loads 8q, = 0

40 Compute Flow in all Tree edges, F’,,,, satisfying Kirchhoff's node law (KCL),
{Sink — Source direction}

ITERATE K=1
5.0 Compute Pressure at all Tree nodes, P*,,,, using edge flows F*',,, {Source —
Sink direction}
6.0 Compute Flow in all Co-tree edges, F¥,, ... USing recent node pressures P, ,

7.0 Compute Residuals for all internal nodes; f*, = a,F ", where a, is an element of
node-stream incidence matrix

If ( /f*,/ < Tolrnc .or. K > Maxitr ) for all internal nodes, go to 12.0
8.0 Compute overall error in the network, 3@, for Kth iteration
+9.0 Distribute the error, 5Q¥, proportionately to each of the internal nodes dgq;

10.0 Compute Corrective flow 8F*,, in Tree edges, using 8q, as node loads {in Sink
— Source direction}

11.0 Compute Flows in Tree edges; F**' ,, = F 11y + 5F “1rpe

Increment K=K + 1; go to 5.0

12.0 Compute Temperatures for all the edges of network, T, using converged Flows F K
13.0 Output Flow, Pressure and Temperature distributions for the network

Stop;

*  This algorithm is described separately.
+ The respective equations are given in the text.

Figure 3.3  The algorithm for computation of pellet induration networks

91



Chapter 3 Solution Algorithms

mention of tree computation would imply to the computation of the forest, treating each of

the trees one by one.

Boyne 1970 described a similar method, firstly he named it as new method but later
referred it as Secant method, as the flow correction was based on the well known secant
method. He applied this method to a number of real networks used for natural gas distribution
and transmission and claimed that it gave converged results for these tested networks. So we
use his proposed flow correction equations. He used Travers algorithm (Travers 1967) for
extraction of branch system (or tree structure in our terms) from closed network, which is
based on the resistance offered by the respective pipes and the pipes having high resistance
are declared as independent (or torn) pipes. In other words, it tries to reduce the distribution
network into an open (or tree) network, with minimum flow resistance. For a multi-source
network, Boyne declared one source as primary and others as secondary sources and selected
the pipes adjacent to secondary sources as independent pipes. He was able to accelerate the
convergence of the nodal and loop methods, using extrapolative iterative methods like
Newton-Raphson method, as he solved the network as a linear system of equations of the
form Ax=B, but was not able to accelerate convergence of secant method. Boyne used a
process centred approach and stated that the secant method, would have a storage requirement
of 8.E+6.N.DEG, , for a network of E edges and N nodes and DEG,,,, as maximum degree

of a node in the network.

The computational procedure according the present algorithm, with the boundary
conditions of known flows at sinks nodes, and known pressures at atmospheric and source

nodes; is described in the following paragraphs.

In the ’initialization’ i.e. step 3.0 of the algorithm (Figure 3.3), we assign an
approximate flow to each of edge of the co-tree. Experience has shown that, if these flows
are unique to each of the edges, the algorithm converges faster. These flows are treated as
loads at the respective nodes whilst computing the flow distribution in a tree. The sink node

flows are known as a boundary condition, so starting from the node upstream to the sinks,
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Figure 3.4  The Tree and Co-tree partitions of the described network

we compute each of the tree nodes for Kirchhoff’s current law, KCL, and compute the flow
in the tree edge entering the node; by the very definition of a tree, there is always one such
edge. We continue the computation, until the source node or the root of the tree is reached.
This procedure is repeated for each of the trees in the tree structure. Since the source node
pressure is known, as a boundary condition, and flow in the tree edges have been evaluated;
so the pressure at all tree nodes can be evaluated, by executing the respective tree edges in
turn from source to sink direction. Thus at the end of step 5.0 of the primary algorithm (see
Figure 3.3), we have computed pressure at every node of the tree. Indirectly the node pressure
for each of the co-tree nodes is known (see Figure 3.4), so each edge of the co-tree could be

executed, to find its flow, as both of its end pressures are known.

In step 7.0, we use the recent flows for all the edges of the network, (irrespective of
their association with a tree or co-tree) computed in previous steps, and evaluate the residual
f:» for each of the internal and atmospheric nodes (i.e. nodes other than boundaries of the

system i.e. source, sink). According to KCL these residuals should be zero for the internal
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nodes, but if this is not, then it predicts the deviation from the desired flows and can be
treated as the error. The flows in a tree are improved systematically so as to reduce this error
to zero or to a value smaller than a specified tolerance, say Tolrnc. For this improvement we

use the equations proposed by Boyne 1970. The derivation of these correction terms is given

in Appendix-B.

After evaluating the residuals, at the Kth iteration, f* for all internal and atmospheric

nodes of the network, we compute overall error in the network using the following equations

N
YA
AQ! = Lz—_ for K =1
N
Y I xaQx!
AQK¥ = ‘=,1J for K> 1
Y -5

i=1

where N is number of total internal and atmospheric nodes. This overall error is

distributed on the respective nodes using

FExAQFK
"N

Y A

i=1

8q, =

where f¥ is the residual or net flow at ith node at Kth iteration, so it could be either
positive or negative. The negative sign in the equation takes care of increase or decrease for
the corrective flow in the tree. In step 10 of the algorithm, the corrective flow is computed
in the tree by assigning 8¢," as the load to the ith node of the tree with the usual convention,
that is, if it is positive the flow is into the node and if negative the flow is out of the node,
and ignoring all other boundary (sink) flows. Using KCL all nodes are executed in the sink

to source direction and the incremental flow in each of the tree edges, OF ,m", is computed.
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This is added algebraically to the existing flow of the respective edge, and the corrected flow

in tree is evaluated, as given by step 11.0 of the algorithm. The convergence of the method

for a real-life system is shown in Appendix-C.

The steps 5.0 to 11.0 are repeated, until a converged flow distribution is achieved.
These flows are used to compute the temperature distribution in the network. The computation
of temperature distribution uses the same algorithm, as for pressure computation, and treats
the temperatures of process gas at sources and in packed beds as parameters for simulation.
Like pressure distribution, the temperatures of process gas at nodes, are found using the tree
branches. These node temperatures are input to co-tree branches to find the temperature at
their down stream ends, which are used to evaluate the net heat entering or leaving the node.
The iterations are continued until the net heat energy entering an internal node is zero or less
than a pre-set small value. These computed distributions will satisfy the condition, that all
edges meeting at a node should have same temperature and pressure values as that for the

node.

Using this method, at the higher level only the KCL equations which are linear in
flows are solved simultaneously whereas KVL equations (i.e. equation 3.2) which, after the
substitution of equation 3.2, become nonlinear in flow are not solved directly. Instead, this
method systematically updates the flows in tree branches so that the KVL equations are
satisfied. At the lower level streams are computed through either tree or cotree structures i.e.
steps 5.0 and 6.0 of the algorithm (Figure 3.3) where nonlinear models of the respective
components are solved and the computed state variable (node pressures or stream flows)
values are fed back to the higher level. The recent flow values are used t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>