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What’s happening with AI in Higher Education? 

It’s an exciting time to be in Higher Education (HE). The landscape is 

transforming, and at the centre of it all, there’s a tech phenomenon that’s hard 

to ignore: AI-powered chatbots, like ChatGPT. Research in this area is exploding, 

spanning multiple facets of AI in HE (e.g., Perkins 2023; Kasneci et al. 2023; Fauzi 

et al. 2023; Mollick and Mollick 2022; Mollick and Mollick 2023). While we sense 

an overall positive sentiment towards this new tech, concerns around its impact 

on academic integrity are also surfacing.  

So, what’s the problem? 

As researchers, these concerns resonate with us. We’ve had similar 

conversations with lecturers and know that they share these worries. The 

anxiety isn’t unfounded – the potential for students to use tools like ChatGPT in 

ways that don’t promote actual learning is real. That’s why we believe the key 

remains a shift towards more authentic assessment paired with the integration 

of AI-powered tools in our curricula. Authentic assessments, by design, 

encourage original thinking and the application of knowledge in real-world 

contexts, making it less likely for students to use AI-tools inappropriately – 

especially when their appropriate uses become part of the learning process. 

What’s being done about it? 

Some of the recent literature provides recommendations for identifying the 

inappropriate use of AI. Some researchers we’re following offers suggestions for 
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detecting possible unfair use of tools like ChatGPT in academia (e.g., Cotton et al. 

2023; Gimpel et al. 2023; Rudolph et al. 2023). Two such recommendations stand 

out. 

The first one suggests using AI-powered detection tools. This sounds promising, 

but there are caveats. These tools are expensive and have been adopted by only 

a few universities so far because their reliability is yet to be fully tested. Plus, this 

approach likely leads us into a cat-and-mouse game with ChatGPT and similar AI 

tools, where each continually adapts to outsmart the other. 

The second strategy focuses on examining certain linguistic features. This comes 

down to two intertwined aspects: identifying linguistic telltale signs of a text 

being ChatGPT-generated, and the idea – simply put – that you need to know 

your students and their writing style. 

The first component has to do with linguistic cues that supposedly give away an 

AI-written text. These might be particular sentence structures or use of 

vocabulary. The second component links to the personal rapport and 

understanding we develop with our students. It’s an interesting point that 

emerged during various meetings and workshops on AI in HE. Educators shared 

their belief that after engaging with a student’s emails, assignments, or CVs, they 

could ‘tell’ if something was written by ChatGPT. But how reliable is this gut 

instinct? 

These are the suggestions that have captured our curiosity. Do they stand up to 

scrutiny? Not just in the long run, but right now? That’s the question we’re 

setting out to answer. Of course, we know that right now (how long for?) 

ChatGPT is prone to make up academic references and copy-pasted reference 

lists can be easily spotted. What about texts where references are not needed 

though, or texts where blatantly fake references have been removed? 

What are we doing about it? 

For our initial investigation, we opted for an essay assigned to undergraduate 

business school students during the 2020-21 academic year. We collected the 

over 100 essays that the students had submitted at the time. But we needed the 

AI’s take on the same assignment too. 

So we prompted ChatGPT (version 4.0) multiple times and in several different 

ways to produce essays for the same assignments. We were careful to mimic the 

conditions the students had when they wrote their essays. Initially, our prompts 

to ChatGPT followed the original instructions for the essay very closely. But then, 

we added another layer. 



To ensure the bot tried to mimic a student’s writing style, we inserted additional 

guidelines. For example, we asked ChatGPT to write the essay “in the style of an 

undergraduate student trying to produce a good essay but with limited 

academic vocabulary and include a few errors in the construction of sentences.” 

For each prompt, we produced 20 AI-written essays. 

So, now we had a mix of human and AI-written essays, ready to put the 

detection suggestions to the test. Can we really tell the difference? 

Now what? 

To explore the language of the essays written by ChatGPT and compare it to 

those submitted by the students, we used software for automatic linguistic 

analysis. Such tools are capable, for instance, to tell which word in a sentence is 

an adjective and which a noun, or to find the direct object of a verb. The 

software that we used is called UDPipe. 

Our study is ongoing, but our early findings are already fascinating. Which 

features of style would any of us immediately associate with the writing of a bot? 

Would you say that the style of a machine is more consistent or erratic? more 

flourished or parsimonious? From our exploration of more than a hundred 

between different classes of words (nouns, adjective, prepositions, etc.) and 

their syntactic relations (direct or indirect objects, subjects etc.), it turns out that 

ChatGPT is very consistent, much more so than the students! And what’s more, 

its use of those categories of words is in line what students do on average. So, 

for instance, ChatGPT uses close to the same number of articles per sentence 

than students, consistently. 

What about punctuation? Even there, the essays authored by ChatGPT are more 

consistent and generally in line with the average of the students’ essays. But 

what is more interesting here is the fact that, in the essays written by the 

students the use of punctuation increases with the vote band: texts that were 

graded higher use noticeably more punctuation marks. And ChatGPT-generated 

essays (both prompts) behave like the top-graded essays (see Figure 1). 
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Figure 1 Boxplots of the distribution (x 100 tokens) of punctuation marks, and lexical density for the 

student-authored vs GPT-generated texts. P1-3 are ChatGPT-generated essays grouped by prompt. In 

red are essays of students graded in the 70+ band. 

But what are the hallmarks of ChatGPT’s style, after all? ChatGPT does seem to 

have a few preferences – currently, at least: it uses longer words and, in 

particular, more adjectives per sentence than students. Would we associate 

those traits with ChatGPT, without knowing it in advance? When we say “after a 

while, one can tell” are we looking at the right cues – albeit subject to change as 

the technology evolves – or are we bound to let our own bias seep through and 

influence our judgement. 

and so what? 

The advent of AI in HE isn’t necessarily a threat to academic integrity and 

empirical investigations like ours seem to warn us from approaching it in those 

terms; rather, it pushes us even more to reimagine our assessment methods 



and strive for authentic learning. Stay tuned for more findings from our 

investigation and join the conversation on the future of AI in HE. 
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