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 Abstract:  

Background: Treatment planning is one of the crucial stages of healthcare assessment and delivery. 

Moreover, it also has a significant impact on patient outcomes and system efficiency. With the evolution 

of transformative healthcare technologies, most areas of healthcare have started collecting data at 

different levels, as a result of which there is a splurge in the size and complexity of health data being 

generated every minute. 

Introduction: This paper explores the different characteristics of health data with respect to big data. 

Besides this, it also classifies research efforts in treatment planning on the basis of the informatics 

domain being used, which include medical informatics, imaging informatics and translational 

bioinformatics.   

Method: This is a survey paper that reviews existing literature on the use of big data technologies for 

treatment planning in the healthcare ecosystem. Therefore, a qualitative research methodology was 

adopted for this work.  

Result: Review of existing literature has been analyzed to identify potential gaps in research, identifying 

and providing insights into high prospect areas for potential future research.   

Conclusion: Use of big data for treatment planning is rapidly evolving and findings of this research can 

head start and streamline specific research pathways in the field. 
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1. INTRODUCTION 

 Big data technology is recognized to have far-reaching 
implications on diverse domains, including healthcare. 
Although, the use of assorted technologies to transform 
healthcare is rather new, the challenges associated with 
healthcare data have existed and been investigated for long. 
The concept of big data finds inherent applications in the 
healthcare sector in view of the large and complex datasets 
that this field generates.  
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Typically, a big health dataset is complex, rapidly generated, 
huge volumes of data that cannot be stored, processed and 
managed using existing tools available with healthcare 
providers. Applications centered on big health data can play a 
significant role in facilitating sustainable and efficient health 
services to individuals of disparate age groups with focus on 
early and precise diagnosis, optimal management and 
treatment personalization. Recent times have witnessed path-
breaking advancements in technology, as a result of which a 
lot of complex and high velocity data can be captured from 
clinical trials. 

In entirety, evolution of such tools and technologies has made 
collection and processing of health data possible, enhancing 
the potential of analytical systems that work within and over 
clinical activities. With respect to the use of big data in 
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healthcare, three critical components have been identified. 
Firstly, data needs to be captured, cleaned and stored in an 
appropriate and reusable manner. Secondly, this data needs to 
be analyzed and processed in such a way that a single 
environment can support large amounts of multi-type data. 
Finally, it should be possible to facilitate decision-making and 
make precise clinical interpretations on the basis of presented 
analysis.  

The use of big data in healthcare is primarily based on the 
notion that use of large volumes of data coming from multiple, 
heterogeneous sources shall allow identification of clinical 
signals that traditional approaches fail to support. In 
congruence with this, big data technologies can support a wide 
range of healthcare applications ranging across descriptive, 
diagnostic, predictive and prescriptive analytics for disparate 
domains such as personalized healthcare, improved efficacy 
of signal detection and identification, drug design and 
discovery, health risks identification and implementation of 
preventive approaches for effective healthcare strategy. These 
applications individually and collectively support treatment 
planning by allowing development of decision support 
systems to help healthcare providers in streamlining the 
process of tailoring applications and available resources to the 
needs of and treatment goals for a patient. Big data-enabled 
systems are capable of performing multi-dimensional 
assessments, taking personalized treatment to an altogether 
different level of individual-specific adaptability.  

Big data and its applications in healthcare is a widely surveyed 
and researched field with domain-specific survey papers for 
generic healthcare applications [1] as well as specific areas 
such as precision health [2], drug discovery [3], healthcare 
environments [4][5], and genomics [6], in addition to many 
others. However, none of the available survey papers dwell 

into the synergistic use of big data for treatment planning. This 
work is an attempt to bridge this gap in existing literature. This 
research paper broadly surveys literature related to the use of 
big data in treatment planning to comprehend existing state of 
the art systems and explore future possibilities in this field of 
research.  

The rest of the paper is organized in the following manner: 
Section 2 provides a background of big data characterization 
model and uses the same to describe health data from the big 
data perspective. Besides this, it also gives a brief account of 
the different segments identified for big data application in 
healthcare to isolate informatics domains, which directly or 
indirectly relate to treatment planning. Section 3 investigates 
the different dimensions, components, perspectives and 
perceptions related to the field of treatment planning. 
Moreover, it also gives an account of existing literature that 
mentions the use of Artificial Intelligence (AI) driven 
medical, imaging and translational informatics for treatment 
planning. Section 4 provides an analysis of trends and outlines 
future scope. Finally, Section 5 synopsizes the contributions 
of the paper. 

2. HEALTH DATA: FROM BIG DATA PERSPECTIVE 

 One of the most complex challenges faced by healthcare 
big data analytics is extraction of actionable insights. Big data 
can unquestionably become one of the core technologies for 
driving domains like clinical decision support, predictive 
analytics and population health management. The complexity 
of big data for healthcare can be broken down using the Multi-
V model for big data characterization [7]. The standard multi-
V model [8] includes volume, variety and velocity. However, 
this model has evolved with time to include many other 
characteristics like value, veracity, variability, vulnerability, 

 
 

Figure 1. Characteristics of Big Health Data 
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validity and volatility, to name a few. This section explores 
these dimensions of big health data to comprehend how big 
data can drive clinical, operational and financial initiatives of 
healthcare organizations. The 5 characteristics for big health 
data are illustrated in Figure 1.  

According to EMC statistics, the total amount of data existing 
in the world was estimated to be 4.4 zettabytes in 2013 with 
an average rate of increase expected to be more than double 
per year [9]. Although, most of this data was composed of 
streamed videos and audio files, it was projected that around 
35\% of this data will be useful and could be used for 
generating insights. Health data, unlike social media data, 
falls in the useful category and is typically generated from 
gene sequences, clinical notes, lab results, insurance claim 
results, imaging data and medical device data. The digitization 
initiatives and advancements in transformative technologies 
has made it possible for systems to extract, identify, store, 
manage and process health data in variable forms, making 
‘volume’ a significant characteristic of big health data. 

Volume-wise healthcare institutions managed 8.41 Petabytes 
of data in 2018, which increased by a multiplication factor of 
9 from 2016, while genomic data is expected to be 25 
Petabytes by 2030 [10]. Healthcare data forms a large chunk 
of total data created in the world everyday with multiple 
sources of data generation. One of the fundamental 
characteristics of big data is variety or data complexity 
spawned when two or more datasets are fused together to gain 
meaningful insights. Health data is a classical case of complex 
data with data residing in disparate and heterogeneous 
locations, kept in formats that are not necessarily compatible 
and demonstrating inconsistent semantics. With initiatives 
such as FHIR [11], the support for higher variety data for 
analysis is improving. Besides this, data generated at medical 
facilities from ICU and emergency systems is generated and 
needs to be analyzed in real-time, making response time a 
critical characteristic for these systems.  

Veracity or certainty is a crucial characteristic from the 
healthcare perspective because the accuracy of the insights is 
directly proportional to the quality of base dataset, which is 
extremely grave for life-critical situations in healthcare. 
However, bias, incompleteness and noise are inherent to 
healthcare data. Standardization in this domain are dependent 
on the robustness of information governance. On similar lines, 
data validity is also a serious concern for clinicians and 
healthcare researchers. There may be scenarios that the dataset 
is complete, but its intent, purpose and context may not be 
clear. This stems from the fact that data may or may not be up 
to date or have been collected using standard procedures. The 
extensive use of metadata for data curation is encouraged in 
healthcare for these reasons.    

Healthcare data, owing to its complexity, manifests high 
variability. Therefore, one of the crucial tasks is to determine 
which of the data variables affect, correlate or associate to the 
desired results. This shall have a direct impact on how 
informative the generated analyses will be for the users. An 
example of this assertion is the use of social media analysis to 
determine correlations between parameters such as twitter 
mentions of air pollution and increased asthma cases in 
emergency departments. Although, these analyses may 
provide some interesting results, their value and dependability 
remains questionable.  

Data generated by healthcare systems is heavily volatile as it 
changes rapidly with change in variables such as seasons, time 
during the day and other external factors. For instance, an 
emergency department may witness more accident cases 
around holiday season than otherwise. Therefore, it makes it 
imperative for researchers to carefully investigate which of 
the historical metrics need to be considered for an analysis and 
how much of archival data would be required to support a 
statistically valid analysis. These decisions convolute as the 
size of data increases. Moreover, data storage haunts 
healthcare providers particularly with the HIPAA regulation 
that requires them to store patient data of a certain level for a 
minimum of six years [12]. Therefore, decisions of data that 
qualifies for archival and deletion are based on their long-term 
reusability for analyses. For instance, genomic results remain 
valid for a individual, but pathology test results vary and may 
become unusable after a length of time.  

Data confidentiality has always been a matter of prime 
concern for healthcare sector, making vulnerability one of the 
fundamental characteristics of big health data. HIPAA 
regulations make it imperative for organizations and 
individuals to pay heed to compliance of security and privacy 
guidelines [13]. Finally, visualization is also a significant data 
characteristic for healthcare application in view of the fact that 
timely action is of prime importance in most scenarios. 
Therefore, if the visualization systems are not simple and 
intuitive, their adoption and usability will be questionable. 

3. TREATMENT PLANNING THROUGH AI-DRIVEN 
INFORMATICS 

Clinically, comprehensive assessment of an individual’s 
condition generates data, which is further inferred and then a 
treatment plan is negotiated with the individual. The objective 
of data analysis is to clearly identify areas that require 
attention. These areas must be specifically and explicitly 
managed in the treatment plan. As a rule, every identified area 
of concern should have corresponding information with it in 
the form of nature of problem, treatment goals (long and short 
term) and the management strategy [14]. Moreover, if there 
are multiple areas that require clinician’s attention, then they 
must be prioritized in the order of their importance. 
Alternatively, if a problem is identified, but a management 
plan for the same is not laid out, a justification for the same 
must be provided in the treatment plan.  

Therefore, treatment planning is a collaborative process that 
requires inputs from the clinician as well as the individual who 
needs to agree to a plan before it can be executed. With that 
said, clinician takes control and needs to justify the plan to 
reduce resistance, if any, from the individual’s end. Different 
conditions require distinctive treatment planning approaches 
prioritizing patient outcomes over other factors. Different 
elements [15] of the treatment planning process are illustrated 
in Figure 2.  

For instance, treatment planning for chronic conditions or 
cancer prioritizes patient health and survivability [15, 16] 
while treatment planning for Rheumatologic and Connective 
Tissue Disorders [17] is directed by the physical disabilities 
in the patient. Other scenarios such as individuals dealing with 
substance abuse or psychological conditions are centered on 
rehabilitation or restoring the individual’s everyday life to 
normalcy as much as possible [18].   
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Treatment planning, in general, can be facilitated by big data 
in a multi-faceted manner. On the basis of the different big 
data technologies and their indirect or direct application to 
treatment planning, three main technological pathways 

namely medical informatics, imaging informatics and 
translational bioinformatics, are identified as relevant to this 
research and illustrate in Figure 3. These aspects have been 
elaborated upon in this section. 

3.1. Medical Informatics 

Electronic health records (EHRs) continue to remain one of 
the primary sources of health data in the digital world. 
However, this reserve is majorly underutilized when it comes 
to information mining and knowledge discovery. Health data 
centres capture humongous amounts of data related to every 
patient, which typically includes laboratory test reports, 
diagnostics, ancillary clinical data and medication or 
treatment plans. In medical informatics, medical images with 
various characteristics have an important role and used for 
several purposes such as automated abnormality detection and 
classification [19-22]. Clinical notes are written in natural 
language, natural language processing (NLP) plays an 
instrumental role in comprehending this information using 
semantic and systematic analysis. Such analyses are used in 
clinical research for usages such as discovery of phenotype 
information [23].  

In addition, EHR data mining is proven to have significantly 
important applications in pharmacovigilance [24], disease 
management [25-26], survival analytics [27, 28], health risk 
assessment [29, 30], comorbidities evaluation and building 
systems or models for recommending therapeutics or 
generally support clinical trials [27, 31, 32]. Most of the 
considered literature and proposed frameworks required long-
term collection of multi-dimensional health data. However, as 
a limitation of healthcare frameworks, it is usually not 
possible to collect time series data with such dimensionality 
and time length. With the advent of technology and increased 
use of mobile phones (for instance in dermatology to classify 
lesions [33]) and alternate devices for integrated healthcare 

applications, several lateral sources of health data have come 
up. These sources are collectively being used to fill the void 
of information deficit in healthcare systems and develop 
comprehensive clinical decision support systems.    

Such systems can be substantially useful in identifying and 
predicting chronic conditions that start as an acute event, but 
it is generally not possible to predict their existence solely on 
the basis of analysis of the event. Therefore, in such cases 
analysis of hospital and clinical data may be insufficient. In 
order to create a patient-specific models that can make 
predictions of that level require integration of clinical data 
with data coming from non-clinical sources to make a context-
aware prediction. For instance, thoracic aortic dissection is a 
rare condition that starts out as a tear in aorta’s intimal tear 
[base]. From this point onwards, this condition may evolve 
into a type A or type B dissection. The treatment plans for 
these two conditions are distinct in the sense type A patients 
require immediate surgery whereas type B patients require 
continuous and long term monitoring of blood pressure.  

The clinical inferences of whether a patient will develop aortic 
aneurysms or not, is based on the correlation between aortic 
dissection and Marfan syndrome (MFS). People suffering 
from MFS are considered susceptible to aortic aneurysms. 
Consequently, clinical inferences related to whether aortic 
aneurysms would evolve into a type A or type B aortic 
dissection is based on an analysis of flow patterns near the 
location of the tear. Imaging technologies can be effectively 
used for providing insights into such scenarios. However, 
disease progression studies require time series analysis of 
hemodynamic variations, blood pressure levels and the 
influence of external factors such as lifestyle on the 
occurrence or progression of the condition. 

3.2. Imaging Informatics 

In order to understand biological processes, it is imperative to 
identify structures and the way they are related to specific 
functions. This assertion is true not just for organs and tissues, 
but it also applies to cells and proteins. Taking the example of 
cardiac abnormalities, modeling scenarios require 
haemodynamic data, myocardial perfusion data and 
contractile analyses. Several integrative heart function models 
have been developed [34-35] that scale up tissue-level 
analysis to describe organ behavior with some analyses 
exploring the sub-cellular levels [36] as well.  

Modeling of brain structures and neural networks has been of 
immense research interest recently with extensive studies 
carried out to explore the function and structure of the human 
brain. Study of each type of cell and synapse involves 

 
Figure 2. Treatment Planning: Elements and Planning 
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Figure 3. Different Informatics Domains in Treatment 

Planning 



Big Data for Treatment Planning Current Medical Imaging, 2019, Vol. 0, No. 0    5 

examination of many markers [37], resulting in high data 
volumes. Sources of data for these studies comprise of 

functional MRI (fMRI) that provides data as microstructural, 
macrostructural and dense connectivity matrices with 
improved versions providing time series data associated with 
multiple volumes [38]. Besides this, non-invasive methods 
such as functional near-infrared spectroscopy and wearable 
electroencephalography allows gathering of fine-grained 
functional data associated with the brain. 

In order to make a definite inference, data from multiple 
modalities such as laboratory results, demographics and 
medical records needs to be analyzed. Moreover, in order to 
characterize the function and structure to study progression of 
diseases, linking metadata with extracted features is the key. 
This shall involve generation, extraction and segmentation of 
features and objects [46]. An important consideration is this 
regard is the development of querying systems that can 
demonstrate high efficacy [39]. Besides this, as research 
progresses towards enhancing spatiotemporal constraints of 
imaging techniques, the computational complexity of these 

tasks is also correspondingly increasing, challenging 
capabilities of existing infrastructures. 

3.3. Translational Bioinformatics 

Transformational bioinformatics is a term that is used to 
describe the intersection of the fields, clinical informatics, 
statistical genetics, molecular biology and biostatistics. 
Research in this field accelerated after mapping of human 
genome. Amongst the different sub-fields of transformational 
bioinformatics, the sub-field that is of specific importance to 
the subject of this work is pharmacogenomics, which deals 
with the study of variations in how different individuals 
respond to drugs and its relationships with their genetic 
composition. Therefore, this field applies to the concept of 
risk stratification and improved scope of personalization in 
medicine and treatment plans. These studies have become 
feasible in the last decade owing to the reducing cost of 
sequencing per genome [40].  

From the data point of view, a single human genome 
sequenced using next generation sequencing takes 3GB of 
disk memory, which can go up to 200 GB depending upon the 

Table 1. Summary of Challenges 

 

Informatics 

Domain 
Data Sources Challenges Possible Future Research 

Medical 

Informatics 

Medical data, clinical 

as well as non-clinical 

In order to assess individual 

level risk, detect condition and 

initiate strategy for treatment, 

the number and variability of 

datasets used is increasing by 

the day [58].  

Development of innovative machine/deep 

learning techniques for supporting 

applications/services such as therapeutic decision 

making and outcome prediction 

Imaging 

Informatics 

High resolution images 

for different modalities 

complemented with 

HER/EMR data 

(1) Recurring challenge of 

sharing, storage and analysis 

without causing security or 

privacy concerns [59-60] 

(1) Use of transfer learning approaches for 

feature extraction and fine-tuning to widen the 

scope of the existing deep learning knowledge 

base used for this purpose.Investigate the use of 

explainable artificial intelligence for 3D 

reconstruction and advanced reasoning 

  

(2) Analysis, indexing and 

querying of pathological data 

because of its multi-dimensional 

and large-scale aspects [61] 

(2) Traditional machine learning techniques offer 

high accuracy, but methods need to be devised 

for dealing with lack of generalization and 

smaller datasets particularly in multi-population 

context for enhanced clinical translation 

  

(3) Deep learning based 

computer vision techniques are 

developed for training on large 

datasets, which are generally 

difficult to acquire [62]. 

(3) Development of analytical approaches for 

heterogeneous data and its integrated use with 

imaging data for studying disease progression and 

improving treatment outcomes for evolving 

Radiogenomics paradigms 

Translational 

Bioinformatics 

Genomics data along 

with environmental, 

clinical and socio-

economic data 

(1) Inconsistency in file formats, 

vocabulary and file structure 

from multiple sources of data 

are used [63]. 

(1) Efforts are being made for standardization. 

However, it is still in progress and needs research 

attention. 

  

(2) Data analysis may require 

statistical analysis and/or 

biological analysis, and there is 

no standardization [64]. 

(2) New statistical methods must be developed to 

compensate for the lack of standard analytical 

methods for multi-faceted analysis required for 

translational bioinformatics 

   
(3) Development of custom network or learning 

based regressive models for drug response 

prediction 
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coverage and depth [41]. Therefore, this data is evidently 
voluminous. However, an important point to consider is that 
variation in genome data at the individual level occurs in just 
0.1\% of the genome, leading to around 3 million variations. 
Theoretically, it would not be wrong to say that compressed 
genotyping is feasible. However, its adoption in pragmatic 
scenarios is limited. This field of study is extensively used in 
cancer research owing to the fact that drugs have 
heterogeneous responses even when tested for cancers of the 
same type [42-43]. Individual-level pharmacogenomics allow 
demystification of person-specific signaling patterns, which 
can then allow development of drugs that effectively target 
these patterns. 

NIH’s cancer genome atlas project [44] conducted a study on 
10,000 individual genomic profiles with 20 different cancer 
types and found that several sub-types of cancers exist 
depending upon individual profile characteristics [45]. 
Moreover, the differences in drug responses are a result of 
genomic variations [47]. Thus, these studies can be 
significantly helpful in predicting drug combinations [48, 49] 
and drug repositioning [50, 51], making them an inevitable 
inclusion in drug development and allowing healthcare 
systems to take significant steps towards provisioning 
precision medicine. Research in pharmacogenomics has 
evolved to include complex features such as gene expression 
to investigate factors related to drug targets. However, 
research on gene expression profiling is still underway. In 
addition to drug discovery, pharmacogenomics can also be 
used to study vascular diseases such as acute coronary 
syndrome (ACS), in which different patients demonstrate 
different responses to drugs [52].  

The association of health informatics applications with 
statistical sampling issues makes interpretations questionable 
and adoption debatable in consideration of the criticality of 
healthcare applications. With that said, the fact remains that 
study of causes and risks associated with chronic health 
conditions such as cancer require large-scale multimodal 
studies, which makes technological intervention useful and 
inevitable. 

4. DISCUSSION 

In order to improve the reliability of data-driven studies, data 
quality becomes a weighty trait. Although, training of 
machine and deep learning models require datasets of 
considerable size to achieve desirable accuracy, data quality 
should never be compromised to ensure that the pragmatic 
accuracy of these models match their theoretical accuracy. In 
addition, a noteworthy characteristic of health data is the 
variations that it exhibits. Therefore, models need to change 
and be updated at the same pace as the data variations to 
maintain system reliability.  

Big data analytics for healthcare typically requires real-time 
storage and processing of large volumes of high-dimensional 
data. This data may be generated from sensor fusion [53] and 
collection of health attributes or biomarkers [54]. Pervasive 
health monitoring applications require processing of 
continuous streams of data, which adds the requirement of 
high capacity to support low-latency, iterative computations. 
Several big data frameworks are capable of supporting these 
requirements with the help of in-memory computation and 
data caching.  

However, the biggest challenge in working with health data is 
posed by high data dimensionality. Although, feature 
selection and dimensionality reduction methods have been 
successfully applied to deal with this issue, the fact that a 
machine or deep learning model needs to learn a set of 
parameters, which are determined using optimization, 
increases the complexity of the process substantially when 
working with big data. Scalable learning [55, 56] and iterative 
parameter learning [57] are considered as potential solutions 
to this problem.    

In addition to the above-mentioned, health data requires 
consideration of several other aspects such as security, 
privacy, governance and ownership. Considering the fact that 
the whole process of data collection is based on personal data 
records aggregation, which is stored at central locations that 
are virtually spread across multiple data centres and servers. 
Data security and privacy, particularly for personal data, is 
governed by the domestic legal framework of most countries. 
Smart healthcare systems require robust security and privacy 
frameworks that perform data security at multiple levels, 
starting with the sensor or data source. 

CONCLUSION 

Treatment planning is a collaborative process that involves 
agreement between the healthcare provider and the individual 
on the short and long term care goals of treatment. Therefore, 
the efficacy of a treatment plan has a direct impact on patient 
outcomes, which makes it a critical aspect of the healthcare 
ecosystem. Transformative healthcare technologies have been 
seeping into this sector to automate processes and streamline 
functions, treatment planning being no exception to this rule. 
However, technical and non-technical challenges exist in 
development and adoption of technology in healthcare. The 
data sources, research challenges and possibilities for future 
research are summarized in Table 1. This paper explores the 
state of the art in big data-driven treatment planning 
classifying research efforts on the basis of domain of 
informatics performed, ranging from medical informatics, 
imaging informatics and translational bioinformatics. Finally, 
the paper identifies research challenges to provide insights on 
the scope of future research in this field. 
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