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Abstract: Deep neural networks are widely used for voiceprint recognition, whilst voiceprint recogni-
tion models are vulnerable to attacks. Existing protection schemes for voiceprint recognition models
are insufficient to withstand various robustness attacks and cannot prevent model theft. This paper
proposes a black-box voiceprint recognition model protection framework that combines active and
passive protection. It embeds key information into the Mel spectrogram to generate trigger samples
that are difficult to detect and remove and injects them into the host model as watermark W, thereby
enhancing the copyright protection performance of the voiceprint recognition model. To restrict
the use of the model by unauthorized users, the index number corresponding to the model and the
encrypted model information are stored on the blockchain, and then, an exclusive smart contract is
designed to restrict access to the model. Experimental results show that this framework effectively
protects voiceprint recognition model copyrights and restricts unauthorized access.

Keywords: copyright protection; voiceprint recognition model; watermarking; blockchain; black-box;
Mel spectrogram

1. Introduction

Deep learning technology has enabled neural networks to provide powerful support
and new development opportunities in speech recognition [1], image recognition [2],
natural language processing [3], etc. However, deep neural network (DNN) models are
expensive compared to traditional multimedia data. Training a DNN model for a specific
task requires not only massive amounts of training data but also a large amount of hardware
resources and professional knowledge [4]. Therefore, well-trained neural network models
have significant commercial value and intellectual property (IP) attributes. It is a pressing
focus area in the field of deep learning to effectively protect the copyright of a neural
network model.

Digital watermarking [5–7] is a technology used to hide copyright information in
digital media and extract it for ownership proof. Based on this characteristic, scholars
introduced watermarking technology into the copyright protection of deep neural network
models [8–11]. An important requirement for neural network watermarking is that it should
not influence the original task of the host model. Therefore, the proposed watermarking
framework should be imperceptible, effective, secure, and robust to attacks, such as fine-
tuning and pruning [12]. Currently, white-box watermarking and black-box watermarking
are the most widely used DNN watermarking schemes [13–17]. The model owner embeds
a watermark into the host model, and the internal structure and weight parameters of
the host model can be known only when the watermark is extracted. Thus, in white-box
watermarking [18–21], it is assumed that the model owner verifies the ownership of the
suspicious model merely by accessing its internal structure and weight parameters and
extracting the embedded watermark. In black-box watermarking [22,23], the model owner
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applies neural network backdoors to train the model and verifies the model’s copyright by
constructing a set of triggers with specific input-output pairs.

Although there are already many model watermarking schemes available for copy-
right protection of neural network models, most of them are designed for neural network
models used in image classification and image processing tasks [24–27]. In terms of copy-
right protection for audio models, the relevant literature investigated databases such as Web
of Science (Web of Science is an internationally renowned literature search platform, which
widely includes high-quality academic journals, conference papers, and other literature
resources worldwide, and is considered one of the world’s most authoritative scientific
citation databases) and CNKI (CNKI is the China Knowledge Network, a comprehensive
academic literature information service platform with massive Chinese literature resources
covering a wide range of fields with important academic value and practicality), and only
two were found [28,29]. Chen et al. [28] proposed a white-box watermarking scheme to
protect speech recognition models by extending the watermark to multiple random subsets
of important frequency components, identifying the significant frequency components
of the model parameters for ownership proof. This scheme enables the model owner to
extract the watermark information inside the suspicious model and verify their ownership
of the marked speech recognition model. Experimental results show that the watermarking
framework has minimal overhead and retains the recognition accuracy of the original
speech model. However, speech recognition only recognizes “what is said” by sound and
not “who is speaking”; this scheme does not apply to voiceprint recognition. To explore
copyright protection schemes applicable to voiceprint recognition models, Wang et al. [29]
proposed a black-box frequency domain watermarking framework for voiceprint recog-
nition. It adds trigger signals to the frequency domain of the original audio samples to
construct trigger audio samples. To enable the model to successfully learn the mapping
relationships of the trigger samples, a watermark sequence is embedded in each selected
segment of the frequency domain of the audio signal to generate a trigger set. Experimental
results demonstrated that it could effectively protect the copyright of voiceprint recogni-
tion models. However, it neglects robust attacks and security attacks, which may allow
adversaries to remove the owner’s watermark through pruning, fine-tuning, and ambiguity
attacks [30].

From the above analysis, it can be seen that copyright protection for audio processing
models is still in its infancy. Although white-box and black-box watermarking schemes
are proposed in the literature to protect such models, white-box watermarking is only
suited for speech recognition models and does not apply to voiceprint recognition models.
The black-box watermarking scheme lacks both robustness and security. Furthermore,
they only verify ownership after the model is stolen, without taking into consideration
the model’s security issues. To address these concerns, this work introduces a voiceprint
recognition model protection framework that integrates active and passive protection
mechanisms to safeguard the model’s copyright. The proposed scheme uses the Mel
spectrogram [31] to generate hidden trigger samples that are similar to the original audio
sample’s distribution, thus avoiding abnormal detection by attackers and enhancing the
watermarking scheme’s security and robustness. Additionally, to limit the use of illegal
users, blockchain technology [32,33] is introduced to store the index number and encrypted
information of the protected model, and then, smart contracts [34] are used to record, store,
manage, and verify user identity. This paper primarily contributes the following:

(1) A black-box watermarking framework is proposed based on the Mel spectrogram to
achieve copyright protection of speaker recognition models. It embeds the watermark
information into the Mel spectrogram instead of directly embedding it into the original
speech signal. This approach effectively improves the robustness and security of the
watermark information;

(2) A proactive defense framework based on blockchain access control is designed. This
framework centers around the copyright owner, and visitors must obtain permission
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from the owner to share the model. By restricting the use of the model by unauthorized
users, it achieves proactive protection of the speaker recognition model;

(3) Experimental results demonstrate the effectiveness of the proposed watermarking
framework.

The remaining parts of this paper are as follows: Section 2 briefly introduces related
background knowledge; Section 3 describes the implementation of the proposed frame-
work in detail; Section 4 presents experimental results and analysis; and finally, Section 5
summarises the findings of the paper.

2. Background

This section introduces relevant background knowledge closely related to this work,
such as blockchain technology, neural network backdoor technology, Mel spectrogram, and
watermark embedding algorithm.

2.1. Blockchain Technology

Blockchain [35] is used to restrict access to the model, ensuring data security and
privacy through the use of digital signatures [36] and smart contracts and enabling access
control-based [37] resource authorization management. The specific process is summarized
as follows:

Step 1: The model owner encrypts information with their public key and stores it on
the blockchain;

Step 2: Once a user passes the smart contract verification, the blockchain notifies
the model owner, then re-encrypts the resource information with the public key of the
authorized user;

Step 3: The authorized user utilizes their private key to decrypt and use the resource.
By utilizing blockchain technology to implement access control, a reliable solution is

provided for the security and privacy of model resources.

2.2. Neural Network Backdoor

Neural network backdoor [38] is a type of model attack technology that adds per-
turbation to dataset X of the model, causing the model to output a specific label T. The
combination B = (Xδ, T) of input X is with added perturbation, and specific output label T
is called a backdoor. Neural network models embedded in backdoors can have serious con-
sequences [39], such as autonomous driving systems classifying stop signs as speed limit
signs by putting sticky notes on them, which can lead to accidents. However, researchers
have found that neural network backdoors can also effectively protect the IP [40] of neural
network models. Model owners can embed their backdoor into the model and verify their
ownership by querying the returned labels of suspicious models. This is shown in Figure 1.
Currently, there are two relatively mature methods [41,42] for constructing trigger sets that
can lead to problems such as misclassification and blurred model ownership boundaries.
To address these problems, researchers combined the two methods and proposed assigning
additional labels to triggers [43], thereby converting the original n-classification problem
into an n + 1 classification one. This method does not result in misclassification or blurred
boundaries and does not affect the model’s original accuracy.
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cessing tasks such as speech recognition, voiceprint recognition, and emotion recogni-
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frequency domain coefficients [46], which is more robust and transparent. For the reason 
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Figure 1. Neural network backdoor example: the original sample was correctly classified as “apple”
by the backdoor network, and the sample with trigger set was incorrectly classified as “orange”.

2.3. Spectrogram and Mel Spectrogram

Mel spectrograms are a time-frequency domain analysis method that can better de-
scribe the characteristics of audio signals. Due to their nonlinear frequency axis and
logarithmic scale, Mel spectrograms have broad prospects in the field of digital watermark-
ing. The Mel scale is defined as converting frequency f to 2595× ln(1 + f /700), where f
is the frequency, and 700 is the lowest frequency that the human ear can perceive. In the
Mel spectrogram, the low-frequency part is denser than the high-frequency part, which
is more consistent with human perception of tones since the human ear is more sensitive
to low-frequency parts. By embedding watermark information into the Mel spectrogram,
it is possible to avoid the human auditory system and create trigger samples that cannot
be distinguished by the human ear while also resisting some channel noise and distortion.
Therefore, Mel spectrograms have become a commonly used tool in audio processing tasks
such as speech recognition, voiceprint recognition, and emotion recognition.

2.4. Watermark Embedding Algorithm

To construct a hidden trigger set, this paper proposes embedding watermarks in Mel
spectrograms to create trigger samples. Common watermarking algorithms [44] include
transform-domain algorithms and spatial-domain algorithms. Spatial-domain algorithms
directly modify the pixel values of the original image for watermark embedding. The
Least Significant Bit (LSB) algorithm [45] is a typical spatial domain algorithm that is
simple but less transparent. The transform domain algorithm embeds the watermark by
transforming the pixel coefficients to the frequency domain and modifying the frequency
domain coefficients [46], which is more robust and transparent. For the reason that the
created trigger sample resembles the original sample whilst remaining distinguishable
by a voiceprint recognition model, this paper combines these two algorithms. Firstly,
transforming the pixel values of the Mel spectrogram into the discrete cosine transform
domain and then using the LSB algorithm for embedding.

3. Proposed Method

This scheme comprises two components, the watermark network, and the blockchain
network, as shown in Figure 2.

The watermark network consists of three stages: watermark generation; watermark
embedding; and watermark verification. Watermark generation involves extracting the Mel
spectrogram of the original audio signal, embedding the owner’s identity information, and
converting it into a speech signal to be used as a trigger sample for subsequent watermark
embedding and verification. Watermark embedding is accomplished by training a model
with a set of original audio samples and a set of trigger samples simultaneously. During
training, the original audio samples output their original labels, while the trigger samples
output predefined labels. After training, the host model will be marked and will obtain a
watermarked model. During watermark verification, a new set of trigger samples is used
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as input to query suspicious models. If the output belongs to the label class defined by the
owner, the ownership is verified.
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In the blockchain network, the model owner stores the encrypted model address and
password on the blockchain and designs an exclusive smart contract to restrict the usage
rights of the model. When a user needs to use the model, they can obtain usage permis-
sion through blockchain verification with their identity information. The authorization
information is also recorded on the blockchain for traceability.

3.1. Blockchain Network

This paper proposes a proactive protection framework for models based on blockchain
technology, as illustrated in Figure 2. First, the model owner encrypts the trained voiceprint
recognition model and stores it in the cloud. The model’s address (URL) and usage
password (key) are encrypted and stored on the blockchain, along with a unique index
number assigned to the protected model. Second, this framework provides exclusive access
control permissions uniquely designed for model owners. When a user needs to use the
model, they send a request to the blockchain, including the index number of the model
they want to access and their identity information. After receiving the user’s request, the
blockchain node calls the predefined smart contract to verify whether the user’s identity
information matches.

If the verification is successful, the blockchain will notify the model owner, who then
re-encrypts the model password using the user’s public key (pk) and returns it to the
blockchain. Authorized users can decrypt it using their private key (sk) and use the model
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with the returned URL and decrypted key. At the same time, this authorization information
will be recorded on the blockchain. Every time a user uses the model, the authorization
information will be updated to record the usage situation. If someone is found to have
illegally stolen or used the model without authorization, they can be traced and held
responsible through the authorization information recorded on the blockchain.

3.2. Watermark Generation

The process of watermark generation is shown in Figure 3. The model owner randomly
selects m audio samples from n categories in a clean dataset Dtrain = {(Xs, Ys)}n

s=1, and em-
beds key information Key into the Mel spectrogram of each selected audio sample. The Mel
spectrogram is then restored to an audio signal to construct a trigger set Dtrigger = {(Xi, Y)}m

i ,
where Xi is the watermarked audio signals and Y is the contain pre-defined labels. Assum-
ing M is the Mel spectrogram obtained from the original speech signal, it can be viewed as
a simple two-dimensional matrix. The Key is embedded in this matrix, where the Key is a
binary image of size m× n. After the dimensionality reduction in Key to obtain a binary
sequence of length m, denoted as w, w is used as the watermark for embedding. For the
selection of embedding positions, the researchers propose that embedding in frequency
bands where the pixel values in the spectrogram are lower than 6.3778 can achieve a better
balance between robustness and imperceptibility.
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Therefore, in this paper, a matrix A(X, Y) ∈ {0, 255}m×n of the same size as the
embedded Key is randomly selected from the mid-frequency band of the Mel spectrogram
for Key embedding. During embedding, the matrix A is transformed row by row using the
following formula via DCT transformation:

F(u) = c(u)
m−1

∑
i=0

A(Y)cos
[
(i + 0.5)π

m
u
]

(1)

where

c(u) =


√

1
m√
2
m

(
, u = 0
, u 6= 0

)
(2)

The coefficients after each row transformation are denoted as F(u) = {Fi(u)|i = 1, 2, . . . ,
n; u = 1, 2, . . . , m}, where u represents the row number, and i represents each element in
the row. The first element of each row is the DC coefficient, and the rest are AC coefficients.
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We extract the DC coefficients from each row and embed watermarks into them using the
following formula:

F1(k)
′ = F1(k) + α× w(k) (k = 1, 2, 3, . . . , m) (3)

Here, α is the embedding coefficient, and F1(k)
′ can be obtained to find the water-

marked matrix A′(m× n). The IDCT transformation is performed on A′, and the water-
marked Mel spectrogram MWM is obtained. The griffin_lim [47] vocoder algorithm is used
to restore the audio signal, which now contains watermark information.

3.3. Watermark Embedding

The goal of watermark embedding is to obtain a model with a watermark. To avoid
blurred decision boundaries and misclassifications, this paper assigns additional labels
to triggers, changing the n-classification problem to an n + 1 class problem by altering
the output class of the classification layer. As the added label is only associated with
trigger samples, the false positive rate is low. A new dataset D = Dtrain ∪ Dtrigger is used
during training. Specifically, in the training phase, the original audio samples and trigger
audio samples are placed together into the model for training. Each original audio sample
corresponds to the original label, and all trigger audio samples correspond to the added
label. The speaker recognition model will automatically learn this mapping relationship and
eventually obtain the marked model. Algorithm 1 shows the generation and embedding
scheme of the watermark for the speaker recognition model in this paper. In the algorithm,
Ys represents the label corresponding to the original training set text; Ms represents the
extracted Mel spectrogram; A represents the data matrix at the embedding position; G()
function represents the process of embedding the Key into the Mel spectrogram; MWM
represents the Mel spectrogram containing the Key, and Ytrigger represents the added trigger
set label.

Algorithm 1: the generation and embedding scheme of the watermark

Input: training set of original audio Dtrain= {(Xs, Ys)}n
s=1, number of trigger audio samples m,

key information Key, Optimizer,
Output: watermarked modelM′

f or i ≤ m do :
Xs ← Sample(Dtrain(Ys)) ;
Ms ← get_Mel(Xs) ; /*extraction of Mel spectrogram from original audio*/

A← Ms ;/*selection of suitable matrix A in Mel spectrogram*/
A′ ← G(Key, DCT(A)) ; /*DCT transformation of matrix A row by row

and embedding of key information,*/
MWM ← IDCT(A′) ; /*inverse DCT transformation of watermarked matrix A*/
Xi ← gri f f in_lim(MWM) ;
Y ← Ytrigger ;

Dtrigger[i] = {Xi, Y}; /*watermark generation*/
end f or
while Loss not converge do :

model.train
(

Dtrigger, Dtrain

)
/*embedding of watermark*/

Optimizer.step()
end while

3.4. Watermark Verification

If the model is stolen, given that the model owner may suspect an infringement of
their copyright by a remotely deployed model, it is necessary to confirm the ownership of
the remote neural network model. In this process, the owner first generates a new trigger
set and then sends a remote query to the suspicious model to obtain the prediction results.
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The accuracy of the result prediction is evaluated on pre-defined labels. The process is
represented by the following formula:

accM′ = V
(
M′, Xtrigger, Ytrigger

)
(4)

accM = V
(
M, Xtrigger, Ytrigger

)
(5)

Here, Xtrigger is the input trigger sample; Ytrigger represents the pre-defined label, and
V represents the watermark verification process. For the watermarked modelM′, if accM′
is a value close to 1 or accM′ ≥ ε, where ε is a threshold parameter close to 80%, the owner
can verify the IP of the suspicious model and claim ownership of the remote model. In
addition, for the non-watermarked modelM, since the model classification layer has not
been changed, it can be queried normally. When the input trigger sample is given, accM
should be a value close to 0 or accM ≤ 1− ε.

4. Experiment
4.1. Model and Datasets

The experiment used SincNet [48]-based and standard CNN-based speaker recognition
models, with the CNN model having the same architecture as SincNet but using standard
convolution instead of SincNet-based convolution. These models were trained on two
classic datasets, TIMIT [49] and Librispeech [50]:

(1) TIMIT: 3696 audio samples from 462 speakers were used as original audio samples,
with 2310 samples used for training, 1386 samples used for testing, and the trigger set built
on the basis of 150 randomly selected audio samples;

(2) Librispeech: 2484 audio samples from 2484 speakers were used as original audio
samples, with each speaker randomly selecting 12–15 s of audio for training and 2–6 s for
testing. The trigger set was built on the basis of 1500 randomly selected audio samples.

4.2. Fidelity and Efficiency

The objective of fidelity is to ensure that embedding the watermark does not affect the
performance of the original model. Ideally, the performance of the non-watermarked model
should be only slightly different from that of the watermarked model. Using the SincNet
and CNN models as the original models, we trained them for 360 epochs in the TIMIT
dataset and 2900 epochs in the LibriSpeech dataset. In order to compare with the reference
literature, the parameters are set to be consistent with it. We use the RMSprop optimizer
with a learning rate of 0.001 and a batch size of 128. The hyperparameter α is set to 0.95, and
ε is set to 10−7. When training SincNet on the LibriSpeech dataset, we evaluate the model
every 50 rounds. When training SincNet on the TIMIT dataset, we evaluate the model
every eight rounds. At the same time, when we train on two datasets, the regularization
factor is 10,000, and the adjustment factor is 0.2. Next, the paper successfully reproduced
the watermarking scheme proposed by Wang et al. and investigated the performance
differences between our proposed watermark model, Wang et al.’s watermark model, and
the original model on different datasets.

Tables 1 and 2, respectively, show the comparative results of the original SincNet
model and watermarked model, and the CNN model and watermarked model in terms
of frame-level error rate (FER) and sentence-level error rate (SER). It can be seen that our
watermarking scheme does not significantly affect the performance of the original model,
while its error rate is consistently lower than other schemes.
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Table 1. Performance of the SincNet model and watermarking model.

Datasets TIMIT LibriSpeech

model SincNet Wang
et al.’s ours SincNet Wang

et al.’s ours

FER(%) 0.4873 0.5078 0.4880 0.4956 0.5139 0.4969
SER(%) 0.0072 0.0192 0.0101 0.0158 0.0230 0.0173
running

time 4 h 57 min 5 h 10 min 5 h 26 min 5 h 34 min 5 h 40 min 6 h 20 min

Table 2. Performance of the CNN model and watermarking model.

Datasets TIMIT LibriSpeech

model CNN Wang et al.’s ours CNN Wang et al.’s ours
FER(%) 0.4853 0.5063 0.4900 0.4892 0.5077 0.4898
SER(%) 0.0093 0.0173 0.0123 0.0108 0.0166 0.0144

running time 17 h 44 min 18 h 39 min 18 h 56 min 18 h 40 min 19 h 08 min 19 h 58 min

4.3. Imperceptibility

The goal of imperceptibility is to ensure that the trigger samples created for water-
mark embedding are invisible in both visual and auditory aspects. Therefore, any changes
made to the audio samples during watermark embedding should not be noticeable to the
observers’ visual and auditory systems. Ideally, the difference between the original audio
signal and the audio signal with a watermark should be discernible by the speaker recogni-
tion model but imperceptible to the attackers. To evaluate the differences between the two,
50 samples were randomly selected. The average similarity between Mel spectrograms and
waveform was calculated using Formulas (6) and (7), respectively.

SSIM(M, MWM) =

(
2µMµMWM

+ c1

)(
2σMMWM + c2

)(
µ2

M + µ2
MWM

+ c1

)(
σ2

M + σ2
MWM

+ c2

) (6)

Here, M represents the extracted original Mel spectrogram; MWM represents the Mel
spectrogram with embedded Key; µ represents their mean value; σ represents the variance
between them, and c is a constant.

Similarity(X s, Xi) =

→
Xs·
→
Xi∥∥∥∥→Xs

∥∥∥∥∥∥∥∥→Xi

∥∥∥∥ (7)

Here, Xs represents the original audio signal, and Xi represents the recovered audio
signal.

Table 3 presents a quantitative comparison of the similarity between the two, and
Figure 4 illustrates the degree of similarity between them. The results show that the feature
distributions of the trigger samples and the original samples are similar, indicating good
imperceptibility.
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Table 3. Quantitative comparison of the similarity performance.

50 Samples The SSIM Value The Cosine Similarity

Sample1 0.9999 0.9803
Sample2 0.9999 0.9967
Sample3 0.9999 0.9875
Sample4 0.9999 0.9808
Sample5 0.9999 0.9974
Sample6 0.9999 0.9982

Sample47 0.9999 0.9866
Sample48 0.9999 0.9972
Sample49 0.9999 0.9977
Sample50 0.9999 0.9849
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4.4. Effectiveness

The objective of effectiveness is to successfully verify the watermark model. To achieve
this goal, two sets of trigger sets are used to query the model. One set is the trained trigger
set D, which aims to verify whether the trigger set can be successfully identified by the
watermark model. The other set is a newly generated trigger set D′, where a portion of the
testing samples is selected to generate a new trigger set that has not participated in the
training process. The purpose is to verify whether the watermark model remembers the
copyright information of the model owner.

Table 4 shows the performance of the two sets of trigger sets on the watermark model.
It can be seen that the trained trigger set can be identified by the model with 100% accuracy,
and more than 95% of the newly generated trigger set can also be successfully identified by
the model. This is due to the inherent generalization and memory capabilities of deep neural
networks. The newly generated trigger samples can still be recognized and responded to
with predefined labels. In other words, the proposed watermark scheme allows the model
to generalize and remember the patterns of the owner’s copyright information.
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Table 4. The success rate of watermark verification.

Datasets Train/Test SincNet CNN

TIMIT
D (train) 100% 100%
D′ (test) 98.67% 96.67%

LibriSpeech D (train) 100% 100%
D′ (test) 97.33% 95.33%

4.5. Robustness

The model watermarking scheme requires effective resistance to common attack
methods, and the robustness objective is to successfully resist common watermark removal
attacks, which involves model fine-tuning and model pruning.

4.5.1. Fine-Tuning

Usually, training a model from scratch takes a long time. Fine-tuning only requires
updating the parameters of the later few layers based on the pre-trained model, which
can save a lot of time compared to training from scratch and even improve performance.
Usually, during the training process of the model, the parameters of the pre-trained model
are also updated so that the model performance is better. For opponents without enough
training sets, fine-tuning may be the best way to remove the owner’s watermark. Therefore,
this paper uses 30% of the testing samples as the fine-tuning dataset and uses the remaining
as the testing dataset. The model was fine-tuned for 100 epochs.

Figures 5 and 6 show the fine-tuning performance of the SincNet and CNN models
on the TIMIT dataset and the LibriSpeech dataset, respectively. The left coordinate axis
in the graph represents the error rate, and the coordinate axis on the right represents the
watermark verification accuracy. As can be seen from the graph, the error rate of the
model on the fine-tuning dataset continues to decrease, and at around 100 epochs, the
error rate begins to stabilize. Meanwhile, the watermark detection accuracy remains above
90%, indicating that the proposed watermark scheme has strong robustness for model
fine-tuning.
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4.5.2. Pruning

Pruning is generally used to explore the redundancy in the weights of the model.
It aims to delete or trim the redundant and unimportant weights to reduce the size of
the model and speed up the training and inference of the model while not significantly
reducing the performance of the model. The attacker may want to remove the owner-
embedded watermark in the model by pruning while maintaining the original performance
of the model. In this paper, global random pruning is performed on the SincNet and CNN
models.

Figures 7 and 8 show the pruning performance on the TIMIT dataset and the Lib-
riSpeech dataset, respectively. It can be observed that the watermark detection rate can still
maintain an accuracy of over 90% when pruning 70% of parameters. After the pruning
rate exceeds 80%, although the watermark detection rate decreases, the model accuracy
indicators (i.e., FER and SER) are also severely affected. At this point, the watermark
model loses usability, and attackers cannot remove the watermark from the model through
pruning without reducing the model’s performance. Therefore, the proposed scheme can
resist model pruning attacks.
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4.6. Ambiguity Attacks

In this paper, security refers to the watermarking scheme proposed, which should
be difficult for others to replicate or forge. This paper mainly considers resistance against
ambiguity attacks. The goal of evading an ambiguity attack is to ensure that attackers
cannot destroy the owner’s watermark by embedding a fake watermark in the watermark
model, thereby claiming ownership. This paper assumes that the attacker knows how to
generate the trigger set and may embed their fake watermark in the stolen model to claim
ownership, resulting in ambiguity when copyright issues arise. To address this issue, the
paper proposes to use the same watermark generation method to embed other copyright
information as a watermark in a specific frequency band of the Mel spectrogram and then
fine-tune the embedded watermark model.

As shown in Figure 9, attackers can embed their fake watermarks but cannot cover
up the original watermark information. Even after embedding the attacker’s watermark,
the owner’s watermark verification success rate can still reach over 90%, which means that
the owner can still declare their ownership. During copyright verification, the owner’s
model only contains the owner’s watermark, while the suspicious model contains both the
owner’s watermark and the attacker’s watermark. As a result, attackers cannot prove their
ownership, and the proposed scheme can resist ambiguity attacks.
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5. Conclusions

The current voiceprint recognition models are vulnerable to attacks and face the risk
of model theft. Therefore, our research aims to propose a black-box voiceprint recogni-
tion model protection framework to enhance the copyright protection performance of the
models and restrict unauthorized access. Through these research results, we will be able to
provide more effective protection solutions for the development of voiceprint recognition
technology, thereby promoting the application and advancement of voiceprint recognition
technology. However, this study also has some limitations. Firstly, the voiceprint recogni-
tion dataset used in this study may be small in scale and lack representativeness, which
could limit the generalizability of the research findings. Future studies could consider using
larger and more diverse datasets to validate the performance of the proposed protection
framework. Secondly, the coverage of the attack models is limited. This study primarily fo-
cuses on the protection performance of voiceprint recognition models, but further research
and validation are needed to assess the robustness of the framework against different types
of attacks, such as adversarial attacks or model extraction attacks.
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