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Abstract—Mobile edge computing (MEC) is an effective com-
puting tool to cope with the explosive growth of data traffic. It
plays a vital role in improving the quality of service for user
task computing. However, the existing solutions rarely address
all the significant factors that impact the quality of service.
To challenge this problem, a trusted many-objective model is
built by comprehensively considering the task time delay, server
energy consumption, trust metrics between task and server, and
user experience utility factors in multi-server MEC networks.
We decompose the original problem into task offloading (TO)
and resource allocation (RA) to address the model. Then a
novel hybrid many-objective optimization algorithm based on
cascading clustering and incremental learning is designed to
optimize the TO decision solutions. A low-complexity heuristic
method is adopted based on the optimal TO decision solutions
to optimize the RA problem continuously. To verify the model’s
validity and the optimisation algorithm’s superiority, five other
advanced many-objective algorithms are used for comparison.
The results show that our algorithm has more than half the
number of the superior values for the benchmark problem. And
the obtained model solution shows good performance on different
indicators metrics for the decomposition problem.

Index Terms—Mobile edge computing, task offloading, re-
source allocation, many-objective optimization

I. INTRODUCTION

W ITH the vigorous development of Internet of things
(IoT) technology and various intelligent terminal de-

vices, the data traffic in the communication network is in-
creasing exponentially [1]. A higher requirement for faster
computing efficiency and better quality of service (QoS) is
put forward in promoting the development of mobile commu-
nication technology [2]. Mobile edge computing (MEC), as
a novel distributed computing mode, can sink the computing
function to the edge of the mobile network and effectively
use the limited resources of edge devices to provide users
with corresponding computing services [3]. Therefore, MEC
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is attracting more and more attention because of its excellent
computing mode in the complex and changeable network
environment.

Unlike the traditional cloud computing mode, it is difficult
for MEC servers limited by computing resources to meet the
computing services expected by all tasks at the same time
[4]. And the explosive growth of IoT terminals makes the
contradiction with limited computing resources more promi-
nent [5]. Typically, when the offloading task does not match
the computing load distribution of the edge server, the server
computing resource utilization will be reduced, and the task
time delay and server energy consumption will be increased
[6]. And some malicious behaviors are likely to affect the
QoS of MEC [7]. For example, larger computing tasks are
deliberately and continuously offloaded to edge servers with
smaller computing resources, which may seriously damage
the processing of normal computing services. Naturally, it
is essential to formulate a safe and efficient task offloading
(TO) decision-making scheme to reasonably offload comput-
ing tasks to edge servers. And the TO decisions are usually
closely related to resource allocation (RA) plans, i.e., how to
allocate resources for the MEC server after a task with a fixed
offloading decision [8], [9]. When the MEC server is allocated
more network and less computing resources, the computing
tasks can be quickly offloaded to the server [10]. However,
insufficient computing resources make the offloaded tasks
unable to be processed in time, leading to additional task time
delay and server energy consumption. And the MEC server
with less network resources is likely to be idle, resulting in
low resource utilization [11]. For a server with more network
and computing resources simultaneously, it can only accept
a limited number of task computing requests, which needs
the assistance of other servers to handle more tasks [12].
Therefore, it is also essential to formulate an effective RA
strategy in the multi-server MEC networks (MSMECN) to
handle as many task requests as possible and meet the QoS
requirements of different offloading tasks.

Recently, some research methods have been developed
on handling task offloading and resource allocation (TORA)
problems in the MSMECN environment. Wang et al. [13]
proposed a novel TO model to describe the users’ willingness
to contribute their resources to the public and designed two
dynamic RA algorithms based on the Markov decision process
framework to handle the basic trade-off between task time
delay and server energy consumption when providing mobile
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services in-vehicle networks. Liu et al. [14] used the developed
computational efficiency analysis model to evaluate three dif-
ferent versions of TO methods and proved that the TO method
with cooperation between multi-servers could minimize the
time delay. Ho et al. [15] designed a method based on deep
reinforcement learning (DRL) to solve formulated non-convex
TORA problems, which can minimize task time delay and
server energy consumption in a complex network environment.
Apostolopoulos et al. [16] formulated the non-cooperative
game between users to determine the corresponding pure Nash
equilibrium TO decision-making, and adopted a distributed
low complexity RA strategy, which realizes the trust metrics
between task and server and timely processing of user tasks.

However, these existing methods only target one or few
individual performance factors, such as task time delay, server
energy consumption, trust metrics between task and server,
and user experience utility, and rarely do they address all the
significant factors that impact on the QoS of MEC system [5].
The factors affecting the QoS of the MEC system come from
many aspects in the MSMECN environment [10]. Moreover,
these factors are inextricably linked and influence each other
in the MSMECN environment. Therefore, multiple conflicting
QoS of MEC system metrics [5]. Generally, a computing
task can be processed with a small delay, giving the user an
excellent experience [10]. On the other hand, some malicious
MEC servers induce users to offload a large number of tasks
to themselves but cannot provide them with timely computing
services (that is, the offloaded tasks exceed the computing
capacity of the MEC server itself), which will not only increase
the task processing time delay and energy consumption but
also brings a very poor user experience utility [7], [11]. How
to comprehensively address the impact of these factors on the
QoS and effectively balance the conflicting metrics is very
challenging, which motivates our work.

Against this background, we formulate the TORA problem
as a complex many-objective optimization problem (MaOP)
[17]. MaOPs have more than three objective functions, which
pose a huge challenge to the convergence and diversity (CaD)
maintenance of the algorithm [18], [19]. The many-objective
evolutionary algorithms (MaOEAs) can be used to solve
MaOPs [18], [19]. And its various functions are not just the
effect of a single factor but the result of the integration and
coordination of interdependent and interacting factors through
appropriate mechanisms [20]. During addressing a MaOP, the
early evolution of the population needs to focus on the conver-
gence of solutions, and the late evolution needs to focus on the
diversity [18]. Considering the importance of CaD in different
stages of evolution is also the key challenge in designing
MaOEA to achieve high-performance [19]. Following is a list
of the notable contributions made in this study.

1) A trusted many-objective TORA model is built to
describe the problem in detail. In our trusted many-
objective TORA model, the task time delay, server
energy consumption, trust metrics between task and
server, and user experience utility are considered com-
prehensively as the four objectives to be optimized.

2) We decompose the TORA problem into a TO problem
that optimizes the offloading decision solutions and a

RA problem after fixing the offloading decision solution.
Concretely, a novel hybrid MaOEA based on cascading
clustering and incremental learning (MaOEA-CCIL) is
designed to obtain an optimized TO decision solution,
a hybrid interacting process. The cascading clustering
mechanism is employed to divide the offloading decision
space solutions into elite and ordinary decision solutions.
And the incremental learning selection mechanism is
introduced into the reference point redistribution to
improve the CaD of elite decision solutions, which will
guide the evolution of the entire TO decision solution
in a better direction. Based on the optimal offloading
decision solutions, the RA problem continues to be
optimized by employing the low-complexity heuristic
optimization method with Karush-Kuhn-Tucker (KKT)
condition [21].

3) Two extensive simulations are performed to verify the
effectiveness of the design model and algorithm. On
the one hand, MaOEA-CCIL is compared with other
advanced MaOEAs on the benchmark function. On the
other hand, the involved MaOEAs are combined with
the heuristic optimization method to handle the TORA
problem and are extensively measured under different
performance indicators. Simulation results show that our
algorithm has more than half the number of the superior
values for the benchmark problem. And we achieve rel-
atively stable performance on each model objective and
obtain excellent results on different indicators metrics
for the TORA problem.

The rest of this paper is organized as follows. After the
introduction in Section I, the related work is illustrated in
Section II. The concrete model construction process and the
corresponding objective model expression form are stated in
Section III. To handle the model, a novel hybrid MaOEA
principle is expressed in Section IV. Two extensive simula-
tion experiments have been conducted to verify the model’s
effectiveness in Section V. Finally, the paper is concluded in
Section VI.

II. RELATED WORK

With the emergence of various smart IoT applications, the
demand for higher QoS has become more and more intense
[22]. Typically, more real-time computing, task analysis, and
processing capabilities are required in autonomous driving,
smart home, and smart medical scenarios [23]. And the MEC
mode can not only provide high-quality computing services
and effectively utilize edge resources to improve resource
utilization by sinking computing functions to the edge of
the network [24]. Hence, using MEC mode to improve the
QoS is receiving more and more attention [4]. However, it
is challenging to handle all user offload tasks simultaneously
due to the limited service resources of MEC servers [25].
Optimizing the factors involved in the TORA problem is very
important to improve the QoS of MEC.

Recently, scholars have carried out many research work on
optimizing the factors involved in the TORA problem [26].
And some typical partial works are categorized and listed in
Table I.
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TABLE I
TYPICAL PART OF RESEARCH WORK ON OPTIMIZING THE FACTORS INVOLVED IN THE TORA PROBLEM

Literature Time delay Energy consumption Trust metrics User experience utility
[1], [12], [13], [15], [18], [23], [26], [27], [28], [29], [38] ! × × ×

[8], [10], [22], [25], [30], [31], [32], [33] × ! × ×
[2], [3], [9] × × × !

[7], [21], [8], [34] ! ! × ×
[24], [41] ! × ! ×

[4] ! × × !

[11] ! ! ! ×
[28] ! ! × !

Our approach ! ! ! !

Optimization on time delay. Lin et al. [27] developed a
resource-constrained market-oriented TO scheme based on
a delay-guaranteed double auction of resources, which can
ensure that the computing tasks of the terminal device mini-
mize the time delay and achieve high efficiency of resource
utilization. Sorkhoh et al. [28] designed a RA algorithm based
on Lagrangian relaxation to achieve low latency and high
reliability of vehicle networks within the coverage of roadside
units. Lin et al. [29] employed deep reinforcement learning
to reduce the time delay of the complex MEC job shop
scheduling problem.

Optimization on energy consumption. Mao et al. [30] pro-
posed an energy-saving strategy that considers delays and
offloading failures by introducing energy harvesting technol-
ogy into the MEC system. Chen et al. [31] employed an
optimal energy harvesting strategy based on the Lyaponuv
optimization method and greedy algorithm to deal with the
problem of multi-user and multi-task mobile edge cloud
computing offloading. Zhang et al. [32] used the Lyapunov
optimization method to derive the optimal strategy composed
of CPU frequency and mobile device transmit power. Tran
et al. [21] studied energy harvesting based on small cell

networks, joint load management and RA in mobile edge cloud
systems and designed an algorithm to maximize the number of
offloaded users. Wan et al. [33] proposed an energy-aware load
balancing and a RA method to obtain the optimal solution,
which can successfully handle the problem of optimal energy
consumption of a hybrid robot on a production line in a candy
packaging factory.

Joint optimization on both time delay and energy consump-
tion. Xu et al. [8] realized the safe operation of the dual UAV-
assisted MEC system by optimizing the delay of computing
tasks and the energy consumption of the server. Song et al. [7]
applied energy harvesting technology to the MEC system and
reduced the time delay and service failure rate by optimizing
the computational offloading strategy. Li et al. [34] proposed a
two-stage algorithm based on greed and threshold to optimize
MEC’s TO scheme and RA strategy to minimize time delay
and energy consumption in smart manufacturing.

Through the above analysis, it can be observed that the
current research results mainly handle the TORA problem
from the perspective of optimizing the task time delay and
the server energy consumption to improve the QoS of MEC
[35]. Many factors affect the TORA problem in improving the
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Fig. 1. A diagram of TORA problem in MSMECN environment.
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QoS of MEC [21], [36]. Excepting the task time delay and the
server energy consumption, some malicious computing tasks
are continuously offloaded on a server with less computing
power to make the rest of the servers idle, resulting in a
waste of resources. Or some malicious MEC servers induce
users to offload many tasks to themselves. However, it cannot
provide these tasks with timely computing services, which will
not only increase the task processing time delay and energy
consumption but also brings a very poor user experience utility
[21], [37]. These may have a significant impact on dealing with
the TORA problem and improving the QoS of MEC.

Unlike the above research work, we will comprehensively
consider the factors affecting the TORA problem in the
MSMECN environment, including the task time delay, server
energy consumption, trust metrics between task and server, and
user experience utility. And a trusted many-objective TORA
model is built. The specific model-building process will be
described in the following text.

III. PROBLEM DESCRIPTION AND MODEL BUILDING

In this section, we will discuss in detail the TORA problem
in the MSMECN environment and the model building process.

A. Problem Description

To visualize the TORA problem, a diagram of the
MSMECN environment is shown in Fig.1. It can be observed
that each edge network base station (BS) is equipped with a
MEC server, which is used to provide computation offloading
services to resource-constrained mobile users such as smart-
phones. The communication between BS is realized through
a wired link connection. And each user can access the BS
through the wireless channels link. They can freely offload
the task to be computed to the MEC server from one of
the nearby BSs it can connect to [21]. To formally describe
the operation process of MEC system, the set of users and
MEC servers are denoted as U = {u1,u2, · · ·,uU |i ∈ [1,U]} and
S = {s1, s2, · · ·, sS | j ∈ [1,S]}, respectively. Due to each BS being
equipped with a MEC server, the MEC server s and BS s are
represented by the same symbol. The MEC server and BS are
used interchangeably to describe conveniently. And other key
parameters involved in the TORA problem can be found in
Table II.

Assumed that each user ui has one computation task at a
time under normal task computing, denoted as Tui , which
is atomic and cannot be divided into subtasks. And we can
describe the computational task by a two-tuple parameter,
Tui = (Dui ,Cui ) [7]. Where Dui describes the amount of input
data required to transfer user computing tasks from the local
device to the MEC server, including system settings, program
codes, and input parameters. Cui describes the workload to
complete user computing tasks. The two-tuple parameter value
can be obtained by carefully analysing the corresponding
computational tasks. And each computing task of the user can
be processed in the local device or the relevant BS with the
MEC server. When the user chooses to offload the task to
the MEC server for processing, the computing task must be
transmitted to the MEC server through the uplink. In our work,

TABLE II
SYMBOLIC MEANING OF RELATED MODEL PARAMETERS

Name Description
U Set of users
S Set of BS/MEC servers
N Set of available sub-bands of each BS
B The operational frequency band
Tui Computing tasks for ui
Dui Input data size of computing task Tui
Cui Workload of complete computing task Tui
Rui ,si Uplink transmission rate of user ui link to server sj
γ
nk
ui ,s j

SINR from user ui to server sj on sub-band nk

σ2 Signal processing noise power
pui Transmission power of user ui
Pui Maximum transmission power of user ui
x
nk
ui ,si

Task offloading indicator
h
nk
ui ,s j

Uplink channel gain between user ui to server sj on sub-band nk
fui ,s j Computing resources that server sj allocates to task of user ui
fs j Maximum resources of server sj

we consider the MEC system with [7] as the multi-access
scheme in the uplink, in which the operational frequency band
B is divided into N equal sub-bands of size W = B/N[Hz].
To ensure orthogonality of uplink transmissions between users
associated with the same BS, each user is assigned to a sub-
band [7]. Then each BS can service N users at most at the
same time, and the set of available sub-bands of each BS is
N = {n1,n2, · · ·,nN |k ∈ [1,N]}. Then the uplink transmission
rate Rui,sj for user ui link to server sj can be expressed as
follows.

Rui,sj =W log
(
1+γui,sj

)
,∀ui ∈ U, sj ∈ S, (1)

where γui,sj =
∑

nk ∈N
γnkui,sj , and the signal-to-Interference-plus-

Noise Ratio (SINR) γnkui,sj from user ui to MEC server sj on
sub-band nk can be computed as

γnkui,sj =
pui h

nk
ui ,s j∑

r∈S\{s j }

∑
ul ∈Ur

x
nk
ul ,r

pul h
nk
ul ,s j

+σ2 ,

∀ui ∈ U, sj ∈ S,nk ∈ N,

(2)

where pui denotes the transmission power of user ui . hnk
ui,sj

denotes the uplink channel gain between user ui and server
sj on sub-band nk , which captures the effect of path-loss,
shadowing, and antenna gain. xnkul,r denotes the accumulated
intra-cell interference from all the users associated with other
servers on the same sub-band nk . Ur denotes the set of user
ui that offload their task to server sj . σ2 is the background
noise variance.

According to the link transmission mode in the MSMECN
environment, each task Tui that the user ui offload to the MEC
server sj will be executed. While the task processing mode
of the MEC server provides users with convenient computing
services, it is also restricted by many factors [21], [36]. Time
delay and energy consumption are essential QoS indicators
of MEC in the MSMECN environment. Since the user does
not participate in the task processing process after offloading
the computing task to the MEC server, it will cause the user
to be unable to confirm whether the obtained computing task
results meet their needs. In the complex MSMECN computing
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environment, MEC servers and tasks may encounter some
malicious behaviors to make the offloaded computing results
untrust, which will make the computing task results obtained
by the user untrust and the poor QoS of the MEC system [37].
Therefore, we also need to take the trust metrics between task
and server and user experience utility as essential indicators
to improve the QoS of MEC in handling the TORA problem
[5].

Due to these factors may restrict and influencing each other,
we can regard the TORA problem as a complex MaOP [5],
[17], [21]. To describe this problem more clearly, we build
a trust many-objective optimization model, comprehensively
considering the task time delay, server energy consumption,
trust metrics between task and server, and user experience
utility factors. And specific model construction details will
be described in the following text.

B. Many-objective TORA Model Building

1) Task Time Delay (Obj1): In the MSMECN environment,
the time delay refers to the total time delay for processing user
tasks, including TO transmission time delay, task execution
time delay on the local or MEC server, and result return time
delay [38]. Usually, because the amount of data of the task
execution result is much smaller than the amount of data
input by the task, the result return delay is often negligible
[7]. To describe the delay, the TO transmission delay and
the task execution delay on the MEC server need to be
calculated [7]. Each user and BS have a separate antenna for
uplink transmission for the TO transmission delay. When the
computing task is selected to execute locally, the user ui needs
to offload the computing task Tui to the BS-associated MEC
server via the wireless link. The corresponding transmission
delay will occur during the uploading of the computing task
Tui . According to the communication transmission mode, the
uplink transmission delay of user ui can be calculated as

TimeupTui
=

∑
sj ∈S

xui ,s j Dui

Rui ,s j
,∀ui ∈ U, (3)

where xui,sj =
∑

nk ∈N
xnkui,sj . Due to the limited service re-

sources, all computing tasks offloaded by users may not
be executed immediately, generating processing delays for
computing tasks. And the task Tui execution delay of user
ui is shown as

TimeexeTui
=

∑
sj ∈S

xui ,s jCui

fui ,s j
,∀ui ∈ U, (4)

where fui,sj is the service computing resource that server sj
allocates to task of user ui . Therefore, the total time delay of
computing tasks for user ui is shown as

min Obj1 = TimeupTui
+TimeexeTui

=
∑

sj ∈S
xui,sj (

Dui

Rui ,s j
+

Cui

fui ,s j
),

∀ui ∈ U,
(5)

2) Server Energy Consumption (Obj2): To calculate the
server energy consumption of tasks, the cycle energy consump-
tion calculation model is employed, i.e., E = ξ f 2 [21], where,
ξ denotes energy coefficient of chip structure and f denotes

CPU frequency. Therefore, the energy consumption of server
sj executing tasks can be calculated as follows.

Energyexesj
= ξ f 2 ∑

ui ∈U
Cui ,∀sj ∈ S, (6)

Each computing task of user ui can be executed locally on
the user’s local device or offloaded to the MEC server. Due to
the user’s local device being generally equipped with fixed
power supply equipment, the energy consumption of local
computing tasks is generally not calculated [21]. When the
task is offloaded to the MEC server for processing. The
energy consumption will be generated in the uplink task inputs
transmission [21], which can be described as

Energyupsj =
∑

ui ∈U
puiTimeupui ,∀sj ∈ S, (7)

Therefore, the total server energy consumption of comput-
ing tasks for server sj is shown as follows.

min Obj2 = Energyupsj +Energyexesj
,∀sj ∈ S, (8)

3) Trust Metrics between Task and Server (Obj3): Due to
the service of the MEC malicious server being hidden, the user
does not participate in the specific process of task executing
after uploading the offloading task to the MEC server in prac-
tice [7]. The result will be caused that the user cannot predict
whether the MEC server successfully processes the offloaded
task or may do malicious service. And malicious servers may
have a certain probability of successfully executing tasks. At
the same time, normal servers can also fail to process the
offloaded tasks due to some uncontrollable external reasons
[41]. It is uncertain and random for the server to process the
offloaded tasks successfully, which has a negative impact on
the whole MEC system [7]. Consequently, it is essential to
measure the service trust of the task and server to ensure
that the task time delay and server energy consumption are
within tolerance, which is important in improving the QoS of
MEC. Specifically, When there is no historical task contact,
all servers are regarded as the normally trusted servers at the
beginning, i.e., the trust value of all servers is set as Obj3 = 1.
And the trust value of the server should dynamically change
during the contact process between the task ui and the server
sj [7]. The specific trust metrics model can be described as

max Obj3 =

{
Obj3−Trust1

Tui ,sj
,rand ≥ Probui,sj

Obj3+Trust2
Tui ,sj

,rand < Probui,sj
,

∀ui ∈ U, sj ∈ S,
(9)

where rand is a random number in the [0, 1]. Probui,sj is a
dividing line between offloading success and failure. It is worth
noting that the probability of offloading success as a malicious
MEC server should be greater than the failure probability. And
the success probability is less than the failure probability for
the normal MEC server. Trust1

Tui ,sj
and Trust2

Tui ,sj
denote the

reward and penalty values for successful and unsuccessful task
processing, respectively.

4) User Experience Utility (Obj4): After the user sends
the offloading task request, it is expected that the task to
be processed can be offloaded computing safely and timely.
And the results of offloading computing are fed back in time.
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However, encountering a malicious server will lead to failure
in TO, which will affect the stability of the whole MEC
system [21]. Generally, the user experience utility mainly
manifests in task time delay, energy consumption and trusted
TO result. If the requested task cannot be processed in time
or has a large time delay or energy consumption in case of
successful offload processing, it will cause users to have a
bad service experience. Naturally, minimizing the time delay
and energy consumption and maximizing the trust metrics will
be of great significance in gaining a better user experience.
Based on the above task time delay, server energy consumption
and trust metrics between task and server analysis, their

relative improvement should be TimeTui =
TimeexeTui

−Time
up
Tui

TimeexeTui

,

Energysj =
Energyexesj

−Energy
up
sj

Energyexesj
and TrustTui ,sj = Obj3, re-

spectively. And the user experience utility can be described
as

max Obj4 =
∑

sj ∈S
(λ1

ui
TimeTui +λ

2
ui

Energysj +λ
3
ui

TrustTui ,sj ),

∀ui ∈ U .
(10)

where λ1
ui
, λ2

ui
, λ3

ui
∈ [0,1] denote the user preferences of user

ui for time delay, energy consumption and trust metrics, and
λ1
ui
+λ2

ui
+λ3

ui
= 1.

C. Model constraints

For each task Tui of the user ui , it can be either executed
locally or offloaded to at most one MEC server [7]. The
binary TO variable of incorporating the uplink sub-band
scheduling can be described as xnkui,sj ,∀ui ∈ U, sj ∈ S,nk ∈ N .
Noting that xnkui,sj = 1 indicates that task Tui , from user ui is
offloaded to MEC server sj on sub-band nk , and xnkui,sj = 0
otherwise. And the TO decision of user ui should meet the
constraints

∑
ui ∈U

∑
sj ∈S

xnkui,sj ≤ 1,∀ui ∈ U. Additionally, the set

of users offloading their tasks to server sj is Ur = {ui ∈
U|

∑
nk ∈N

xnkui,sj = 1}.

In particular, we consider that each user and BS have a
single antenna for uplink transmissions in this paper [7]. And
the user-server association usually occurs on a large time
scale, much larger than the time scale of small-scale fading.
Hence, the influence of fast fading is average in the correlation
process [21]. Assumed that Pui is the maximum transmission
power of current user ui offload task to MEC server, and
Uof f =

⋃
sj ∈S
Ur is the set of users that offload their tasks.

The constraints should be satisfied, 0 < pui ≤ Pui ,∀ui ∈ Uof f .
And pui = 0,∀ui <Uof f .

After the TO decision of the user’s computing task is
determined, the MEC system will start to perform the RA
strategy. The user will offload the computing task to the
server through the uplink according to the TO decision. After
receiving the offloaded task from the user, ui , the server will
execute the task Tui and return the output result to the user
[39], [40]. For the RA strategy of each computing task, fui,sj is
the amount of computing resource that MEC server sj allocates
to task Tui offloaded from user ui . Clearly, fui,sj = 0,∀ui <U.

And a feasible RA strategy should meet the resource constraint
requirement. That is, the allocated computing resources by the
BS/MEC server should be greater than 0 but cannot be greater
than the maximum number of resources fsj owned by the
server sj , which expressed as, fui,sj > 0 and

∑
ui ∈U

fui,sj ≤ fsj .

After describing the built many-objective TORA model,
how to adequately address the TORA model is also very
important in improving the QoS of MEC. In this paper, we
decompose the original TORA problem into TO, and RA
problem [42]. For the TO problem, the user uploads the
task to the corresponding server for calculation through the
uplink [7]. The RA problem is based on the TO decision
determined by the user task to the MEC server. It allocates
the corresponding service resources for the computing task
through the downlink, such as computing, cache and network
transmission resources [7]. To address and obtain the required
optimization solution, the MaOEA-CCIL is designed. TO and
RA are treated for optimization in the algorithm, respectively.
Initially, a clustering mechanism divides the TO decision
into elite and ordinary decision solutions. Then, to improve
the CaD of elite decision solutions, the incremental learning
selection mechanism is introduced into the reference point
redistribution. Finally, based on the optimal offloading deci-
sion, the RA problem continues to be optimized by employing
the KTT condition method. The specific explanation will be
expanded in the following text.

IV. DESIGNED ALGORITHM

In this paper, we regard the TORA problem as a MaOP. And
many scholars have proposed various excellent algorithms to
solve MaOPs in the past decade [18]. These algorithms aim
to solve the balance problem in CaD based on the distance or
angle selection mechanism. However, traditional distance or
angle evaluation shows that individuals have weak selection
pressure in the later stage of population evolution, such as PBI
[18], [19] and PDM [20]. Sometimes, they will naturally prefer
concave optimization problems and even negatively influence
convex optimization problems. Therefore, whether the distance
or angle selection mechanism chooses an elite solution, it is
to make the final population solution distributed near the real
front as much as possible [19]. At the same time, the CaD
of the solutions should be considered to meet the decision-
making needs of the actual problems.

Different from the distance and angle selection mechanism
for selecting an optimal solution to the TORA problem, a
fitness selection mechanism is adopted in this paper. The fac-
tors affecting the TORA problem restrict and contradict each
other, regarded as a MaOP. The factors of time delay, energy
consumption, trust metrics between task and server, and user
experience utility are considered comprehensively as the four
objectives to be optimized. To address and obtain the required
optimization solution, the MaOEA-CCIL is designed. TO and
RA are treated for optimization in the algorithm, respectively.
In the beginning, a clustering mechanism divides the TO
decision into elite and ordinary decision solutions. Then, the
incremental learning selection mechanism is introduced into
the reference point redistribution to improve the CaD of elite
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decision solutions in the real Pareto-optimal front (PF) direc-
tion [19]. Finally, based on the optimal offloading decision,
the RA problem continues to be optimized by employing the
KTT condition method.

A. Cascading Clustering Selection Mechanism (CCSM)

In CCSM, a simple identification will be realized to divide
the population into elite and ordinary solutions by employing
a non-dominated sort (NS) mechanism [43]. Specifically, the
elite solution is the individual of the first front, close to
the real PF [44]. Other individuals are regarded as ordinary
solutions. The role of the elite solution is to guide the evolution
of ordinary solutions in a better direction. The purpose of
identification is the ordinary solution keeps learning under
the guidance of the elite solution to become the elite solution
eventually or close to the elite solution [19].

After identification of elite and ordinary solutions, the
selected elite solution should have been attached to the nearest
reference vector in principle, which shows good CaD. How-
ever, due to the tired selection pressure of the NS mechanism
at the late stage of population evolution, it has been unable to
meet the requirements of CaD in solving MaOPs [19], [43]. In
other words, the identified elite solutions will likely gather in
the local PF and even remotely from the real PF. To overcome
the challenges, the idea of clustering is introduced to make up
for the deficiency [44]. Concretely, a clustering mechanism
is implemented inside the elite solutions. A leader should be
promoted in each cluster as the sole individual to evolve in the
real PF direction, which can realize the learning from ordinary
solutions to elite solutions. To find the leader in each cluster, an
effective selection mechanism needs to be used in the CCSM
strategy.

Compared with other selection mechanisms, balanced fit-
ness estimation (BFE) achieves better performance balancing
CaD because of the novel fitness selection mechanism [19],
[43], [44]. Unlike the traditional distance and angle selection
mechanism, the BFE can eliminate the impact of drastic
changes in dimensions and objectively reflect the CaD state
of solutions. Assumed that G = {g1,g2, · · ·,gG}, t ∈ [1,G] is
the population solution set with G individuals. The BFE is
described as

Value(gt,G) = ω1 ·Dcv(gt,G)+ω2 ·Dcd(gt,G), (11)

where Dcv and Dcd are used to describe the solutions degree
of CaD, respectively; ω1 and ω2 are two dynamic adjustment
factors, which ensure that CaD is considered constantly in
the process of searching for solutions. Their principles can
be described in [43]. For the calculation of Dcv , it can be
explained as

Dcv(gt,G) = 1− sqrt(

M∑
m=1
(F ′m(gt )

2)

M
), (12)

where F ′m(gt ) is the normalized objective value of Fm(gt ). M
is the number of objectives. From [19], the Dcd(gt,G) can be

described by the normalized value of SDE. Assumed that the
CD express the SDE value, it can be calculated as follows.

CD(gt ) = min
gt, l ∈G,l,t

sqrt
(

M∑
m=1

cd
(
F ′m (gt ),F

′
m (gl)

)2
)
,

Dcd(gt,G) = Norm(CD(gt ))
(13)

where Norm(·) is a normalization operation [19]. gt and gl
denote two individuals in a population G, and

cd(·) =
{

F ′m (gl)−F ′m (gt ), if F ′m (gl) > F ′m (gt ),
0, otherwise . (14)

At the same time, the elite solution with the best BFE value is
taken as the center of the corresponding cluster. All ordinary
solutions are assigned to a cluster with the nearest cluster
center. For each cluster, the ordinary solutions are sorted
in descending order according to their BFE values in the
corresponding cluster, which achieve an elite solution to lead
the evolution of the ordinary solution. The pseudo-code of
the CCSM strategy is described in Algorithm 1, where the
G and Z are described as population and reference vectors,
respectively. G is the required population size of solutions.
A is used to store the selected elitist solution sets. It is
noteworthy that the cluster center of each cluster is not fixed.
When the BFE values of all individuals in the cluster are not
better than the current cluster center, the current cluster center
elitist solution is still preserved, which means that the current
cluster center elitist solution is still the closest individual to
PF and retained as a leader to guide all ordinary solution
in the corresponding cluster to evolve closer to the real PF
while ensuring CaD. Meanwhile, suppose an elite solution
appears to challenge the current cluster center successfully.
In that case, the current cluster center will be replaced with a
successful elite solution to the challenge and will continue to
take responsibility as the cluster center. In addition, to ensure
that the elite solution in each cluster is retained and the genetic
next generation, a round-robin selection method is adopted.
For each selection round, the best individual in each cluster is
selected and added to the next generation’s solution set based
on the best BFE value. This process until the next generation’s
population size reaches the requirement.

B. Reference Point Incremental Learning (RPIL)

The selected individuals have been almost all elite solutions
and approximately evenly distributed near the current PF after
performing the CCSM strategy. However, reaching the final
state where all elite solutions are attached to the corresponding
reference vector [43] isn’t easy. Some reference points are
not activated in the process of population evolution, which
weakens the CaD ability of the population to some extent.
Therefore, to further improve the CaD of the population, the
RPIL strategy continues to be implemented [20]. The RPIL
strategy aims to generate more evenly distributed reference
points inside these practical areas and reduce the outsiders;
there will be more reference vectors intersecting with the true
PF while the efficiency can be maintained by reducing the
ineffective outsiders [45]. Based on the principle that reference
vector activities can reflect the accurate PF distribution in the
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Algorithm 1 CCSM (G, Z)
Begin

Individual identification G is divided into elite GE and
ordinary GO by employing NS mechanism;

Cluster and attach GE to nearest reference vector Z;
For each cluster do

Calculate and sort descending BFE value of each GE ;
Select the best value as the corresponding cluster

center;
End for
Make GO attach to the nearest cluster;
For each GO do

Calculate and sort descending BFE value of each GO;
Compare and select the best value as the corresponding

cluster center;
End for
A = φ;
While |A| < G do

Select each cluster with the best BFE value into A;
End while
Output A;

End

objective space, a classification selector in RPIL is employed
to distinguish between effective and invalid reference points.
When the classifier identifies the reference point as an effective
reference point, the reference point will be evaluated and get a
high score, which is regarded as an effective tool to distinguish
positive reference points with a higher reference point density
space [20].

In the RPIL strategy, the state sampler is used to iteratively
learn the reference vector’s current and historical activity
samples. In addition, if the activity of all reference vectors
does not change within a certain number of iterations, the state
sampler considers it stable, which means that the current PF
has been stably distributed around the active reference vector
[44]. Then, sampling based on steady-state is employed in
the same way of [45] to train and generate more reference
points. It is noted that the RPIL strategy has been proved
that highly compatible with the adaptation methods that adapt
to the curvature of the true PF. The incremental learning
deals with the problems with partial PFs, combined with other
adaptation techniques, which can boost the performance of the
reference vector-based algorithms [45].

The whole process pseudocode of the RPIL strategy can be
described in Algorithm 2, where ZA and ZI A are described
as an active and inactive reference point, respectively. G is
the required population size of solutions. ZR is used to store
the selected reference points. And δ is a dynamic threshold
parameter. On the one hand, the threshold δ of dynamic
change can effectively improve the accuracy of a classifier
to identify the effective region and eliminate the influence of
the decrease of the reference vector caused by the increase
of training sample density. On the other hand, the threshold
δ of dynamic change will not lead to the excessive decrease
of elite solution scores with the incremental learning of the
classifier. It is helpful to improve the probability of reference

Algorithm 2 RPIL (Z, G)
Begin

While Sampler is not stable state do
Train a classifier model for identifying theZA andZI A

by employing the SVM method based on reference
point

sample Z;
ZR = φ;
If |ZA | < G do

Generate G new reference points Z∗;
For t = 1 : G

Employ the trained classifier model to score the
high-density Z∗t ;

If ScoreZ∗t > δ
Add the Z∗t into the ZR;

End if
End for

End if
Z =ZA∪ZR;

End while
Output the new reference point set Z;

End

vector activation and enhance the robustness of incremental
learning [20].

C. Algorithm Framework

Our algorithm initializes a series of related parameters,
including the populations G with G individuals and corre-
sponding reference point Z. In the start, the CCSM and
RPIL strategy is executed in turn. Next, the offspring and
new reference points are generated. Then, general genetic
operations improve population diversity, including simulated
binary crossover (SBX) and Polynomial mutation (PM). Fi-
nally, the CCSM strategy is again employed to select elite
solutions based on collecting parents, offspring, and new
reference points. The process is cycled until the stop condition
is satisfied.

A relatively good offloading solution to the TO problem
can be obtained through the above cyclic iteration. Based on
the optimal offloading decision, the RA problem continues
to be optimized by employing the KTT condition method.
Due to space limitations, the operation principle of KKT will
not be described in detail here. The specific principle can be
found in [21]. Instead, more description about the principle
of MaOEA-CCIL is described in detail. The pseudo-code of
MaOEA-CCIL is described in Algorithm 3, where G and Z
are described as population and reference points. G is the
required population size of solutions, i.e., Q1 and Q2 denote
the offspring generated by different operations.

D. Complexity analysis

The designed algorithm’s stop condition is set to the
maximum iteration number. Some leading operators include
CCSM, RPIL and general genetic operations. The first elite
solution is selected for the CCSM strategy to use the NS
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Algorithm 3 Principle of MaOEA-CCIL
Begin

Initialize the populations G with G individuals, reference
vector Z and the related parameters;

While not meeting the stopping criteria do
Q1=CCSM (G, Z);
New_Z= RPIL (Z, G);
Q2= SBX_PM(Q1);
G = CCSM (Q1∪Q2, New_Z);

End while
Output G;

End

method. The time complexity of the NS method is O(MG)2.
Then the fitness selection mechanism is adopted to continue
selecting elite solutions in their respective cluster. The time
complexity of the fitness selection mechanism is O(MN)2

[19]. Therefore, the time complexity of the whole selection
mechanism is O(MN)2. In addition, the time complexity of
residual operations has been analyzed in literature [20], [44],
and their value, in turn, are O(MN)2, O(MN)2 and O(MN)2.
In final, it’s evident that the time complexity of our approach
is O(MN)2.

V. SIMULATION EXPERIMENT

A. Environment and parameter setting

TABLE III
RELATED PARAMETER VALUE

Name Value
Number of users U=6

Number of servers S=4
Number of sub-band N=2

Task input size Dui = 420KB
Workload to complete user computing tasks Cui = 1000

Energy coefficient ξ = 5×10−27

CPU capability of each MEC server and of each user fs j = 20GHz,∀sj ∈ S, f = 1GHz

Maximum transmission power Pui = 20dBm

Simulation experiments are presented to evaluate the per-
formance of our proposed approach in the TORA problem.
In this paper, the experiment is carried out on the windows
10 system, equipped with GPU RTX 3090 Ti and CPU AMD
5950x, with a main frequency of 3.4GHz. And it is run in an
environment equipped with Python version 3.7. Some function
parameters and problem parameters are described in detail.

1) Function parameters: To effectively verify the perfor-
mance of the designed algorithm, some advanced MaOEAs
are introduced and compared with our approach, including
MaOEA based on coordinated selection strategy (MaOEA-
CSS) [46], MaOEA based on improved decomposition strategy
(IDBEA) [47], MaOEA based on fitness assessment mecha-
nism (NMPSO) [43], tri-goal evolution framework for con-
strained MaOEA (TiGE2) [48], strength Pareto evolutionary
algorithm based on reference direction (SPEA/R) [49]. In
addition, all original parameters of the involved comparison
algorithms will be employed to ensure a fair result. The
crossover and mutation probability is set as 1 and 1/D (where

D is the dimension of the objective variable), respectively.
The distribution indexes of mutation and crossover are set to
be 20. Meanwhile, the threshold δ is essential for selecting
potentially effective reference points in our approach. For the
threshold δ(t) for potentially effective reference points, the
t = 2G is proved to be valid, i.e., after the reduction, there
will be at least 2G points left (if the total number is below
2G, all will be kept) [20].

For the benchmark problem, the test set MaF [50] is
employed to measure algorithm performance, which is an
improved version of the widely used test functions DTLZ [51].
These test functions have been proved to effectively verify
the algorithm performance under complicated Pareto solutions,
irregular PF and multi-modal. Specifically, each problem is
tested and executed on different objectives, M = 4,6,8,10. The
population sizes are unified, set to G = 240. Each test problem
is run independently 20 times to make the results convincing.
The maximum number of iterations is 10000.

2) Problem parameters: To describe the TORA problem
in the MSMECN environment, a multi-cell cellular system
consisting of multiple hexagonal cells with a BS in the center
of each cell is considered [21]. The distance of adjacent BS
is set at 1km. And the users and BS/MEC server use a single
antenna for uplink transmission and reception, respectively.
The multipath loss of uplink data transmission is generated
using the model L[dB] = 140.7+36.7log10d[km], the path loss
index is 4, and the log-normal shadowing standard deviation
is set to 8dB [21]. For computing tasks, the application
of face detection and recognition in airport security and
surveillance is considered in this paper [36], which highly
benefits from collaboration between local devices and the
MEC server. The MEC system bandwidth is set to B = 20MHz
and the background noise variance is assumed to be σ2 =
−100dBm. The preference parameters of model can be set as
λ1
ui
= 0.4, λ2

ui
= 0.3, λ3

ui
= 0.3 [21]. And the Trust1

Tui ,sj
= 0.4

and Trust2
Tui ,sj

= 0.1, ∀ui ∈ U. Probui,sj = 0.8 for malicious
server, but when server is normal, Probui,sj = 0.1 [21]. Users
are randomly and evenly distributed within the coverage, and
the number of sub-bands N equals the number of users per
unit. The relevant parameters of computing resource can be
found in Table III.

B. Performance metrics

To effectively measure the superiority of the results ob-
tained, it is necessary to introduce some evaluation indicators.
These performance metrics reflect the algorithm’s quality and
are widely employed in performance assessment for MaOPs
[19], [44]. In general, the excellent algorithm is hoped that
each individual can converge as soon as possible and approach
the true PF. Meanwhile, the whole population is expected to be
evenly distributed and can cover the entire true PF at the end
of the iteration. The description can be found in the following
content.

1) Inverse generation distance (IGD): IGD is a comprehen-
sive evaluation index widely employed to measure the CaD
of the solution obtained by MaOEAs [44]. Supposed PF*
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TABLE IV
IGD VALUE OF DIFFERENT ALGORITHMS ON THE MAF USING IGD

Problem M MaOEA-CSS IDBEA NMPSO TiGE2 SPEA/R MaOEA-CCIL

MaF1

4 6.3757e-2 (5.39e-4) + 1.0350e-1 (1.41e-3) − 7.7837e-2 (1.67e-3) + 1.7526e-1 (1.17e-2) − 1.7080e-1 (4.68e-3) − 9.6171e-2 (5.26e-3)
6 1.3022e-1 (1.01e-3) + 2.1643e-1 (2.09e-3) + 1.7881e-1 (7.43e-3) + 3.5183e-1 (2.03e-2) − 2.8628e-1 (3.53e-2) − 2.2447e-1 (7.41e-3)
8 1.8530e-1 (2.42e-3) + 2.6268e-1 (6.87e-3) + 2.4438e-1 (1.14e-2) + 3.8809e-1 (2.54e-2) − 4.7873e-1 (3.96e-2) − 3.6751e-1 (2.87e-2)
10 2.2165e-1 (1.19e-2) + 3.1699e-1 (1.48e-2) − 2.8870e-1 (1.03e-2) − 4.3167e-1 (5.24e-2) − 4.6310e-1 (5.12e-2) − 2.4601e-1 (3.09e-3)

MaF3

4 3.1163e+3 (1.21e+3) − 5.6976e+3 (2.44e+3) − 1.4533e+6 (3.10e+6) − 2.1379e+7 (6.65e+7) − 2.6745e+4 (2.29e+4) − 2.1605e+3 (1.76e+3)
6 5.1337e+3 (1.82e+3) − 2.7865e+5 (8.09e+5) − 1.6895e+7 (2.36e+7) − 8.0325e+6 (2.70e+7) − 1.6041e+5 (5.55e+5) − 2.5226e+3 (9.32e+2)
8 5.9244e+3 (2.01e+3) ≈ 5.3214e+6 (1.36e+7) − 5.1008e+7 (4.79e+7) − 2.8659e+7 (7.17e+7) − 7.0959e+6 (2.52e+7) − 7.6988e+3 (2.92e+3)
10 6.5725e+3 (1.91e+3) + 3.7299e+6 (6.21e+6) − 5.4332e+7 (3.53e+7) − 6.7197e+7 (1.12e+8) − 1.4589e+7 (6.44e+7) − 3.3947e+4 (1.99e+4)

MaF4

4 2.1412e+2 (5.26e+1) − 5.9293e+2 (8.32e+1) − 1.1108e+3 (7.54e+1) − 8.2788e+2 (2.76e+2) − 2.3096e+2 (6.22e+1) − 1.3268e+2 (4.85e+1)
6 8.1008e+2 (2.24e+2) − 1.2649e+3 (3.17e+2) − 5.1845e+3 (4.39e+2) − 4.5203e+3 (1.28e+3) − 1.1212e+3 (3.14e+2) − 2.9767e+2 (1.14e+2)
8 3.4538e+3 (1.02e+3) − 7.6116e+3 (1.59e+3) − 2.2994e+4 (3.39e+3) − 2.6098e+4 (8.97e+3) − 7.0537e+3 (3.14e+3) − 1.6609e+3 (5.18e+2)
10 1.1891e+4 (3.77e+3) − 2.6136e+4 (5.90e+3) − 1.0104e+5 (1.03e+4) − 1.0335e+5 (3.15e+4) − 3.7600e+4 (1.58e+4) − 4.6148e+3 (1.71e+3)

MaF5

4 1.0796e+0 (1.06e-1) − 9.8663e-1 (6.47e-1) − 8.6049e-1 (2.75e-2) − 1.3484e+0 (1.21e-1) − 8.1911e-1 (2.49e-2) − 7.3472e-1 (9.91e-3)
6 1.0328e+1 (1.52e+0) − 6.6458e+0 (2.85e+0) − 5.1286e+0 (1.89e+0) ≈ 6.9691e+0 (4.92e-1) − 5.0896e+0 (3.27e-1) − 4.8332e+0 (1.44e+0)
8 5.6368e+1 (6.73e+0) − 2.0616e+1 (7.49e+0) − 1.6011e+1 (1.73e+0) ≈ 2.6598e+1 (2.17e+0) − 1.9300e+1 (1.21e+0) − 1.6520e+1 (4.31e+0)
10 2.4498e+2 (2.21e+1) − 8.7662e+1 (2.29e+1) − 6.4197e+1 (2.05e+1) + 1.1326e+2 (9.92e+0) − 9.8290e+1 (5.93e+0) − 8.1425e+1 (4.04e+1)

MaF6

4 6.9572e-1 (2.10e-1) − 1.9069e+0 (5.76e-1) − 1.1409e-2 (2.93e-3) + 3.5798e+0 (1.45e+0) − 1.3691e-1 (4.76e-2) − 2.7032e-2 (1.62e-2)
6 1.3198e+0 (3.87e-1) − 1.2258e+0 (4.27e-1) − 4.3717e+0 (3.45e+0) − 6.3160e+0 (2.48e+0) − 1.3074e-1 (3.11e-2) − 2.2833e-2 (6.97e-3)
8 1.9501e+0 (6.51e-1) − 1.7309e+0 (5.99e-1) − 5.6005e+0 (2.54e+0) − 9.0014e+0 (3.89e+0) − 2.7718e-1 (2.19e-1) − 4.7963e-2 (3.67e-2)
10 2.3762e+0 (7.12e-1) − 2.9565e+0 (1.22e+0) − 6.1643e+0 (2.10e+0) − 1.0253e+1 (3.91e+0) − 8.8213e-1 (5.29e-1) − 6.9063e-2 (8.79e-2)

+/−/≈ 5/14/1 2/18/0 5/13/2 0/20/0 0/20/0

represents the approximate frontier solution set obtained by
the algorithm. And the IGD value of PF* is defined as

IGD(PF∗) =

√
G′∑
t=1

Ed2
gt

PF ,
(15)

where G′ is the number of solutions in the true PF, and Edgt
represents the Euclidean distance from the solution gt of true
PF to the closest solution of the approximated PF∗. And the
value of IGD is smaller. The performance is better.

2) Hypervolume (HV): As another comprehensive evalua-
tion index, HV is employed to measure the CaD of a solution
obtained by MaOEAs. Assumed that Zr =

(
Zr

1 , · · · , Z
r
M

)
is the

reference point set in the objective space, where M is the
number of objectives, m ∈ [1,M]. Let Fm(gt ) denote the m-
th fitness value of solution gt , which is dominated by all the
Pareto-optimal objective vectors, and

[
Fm(gt ), Zr

m

]
denote the

hypercube, which can be constructed with the reference point
Zr
m and the solution value Fm(gt ) as two diagonal corners of

the hypercube. Further let PF∗ denote the approximation set
of solutions gt [44]. Then, the HV metric of the approximate
front-surface solutions in PF∗ and the reference point set Zr

can be computed as follows

HV(PF∗) = vol(
⋃

gt ∈PF∗
[F1(gt ), Zr

1 ]× · · · × [Fm(gt ), Zr
m]),

(16)
where vol(·) is the Lebesgue measure.which calculates the
hypervolume of all the objectives’ hypercubes. And the HV
value is larger, so the approximation set is more favourable.

3) Coverage over the Pareto-optimal front (CPF): The
CPF describes the coverage of solution sets by evaluating
the proportion of the dominated solutions [52]. That is, by
determining how many the evolutionary algorithms can search
more Pareto solutions in the whole solution space, which can
be defined as follows.

CPF(PF∗X,PF∗Y ) =
| {gl ∈PF∗Y |∃gt ∈PF∗X :gt �gl }|

|PF∗Y |
. (17)

where PF∗X and PF∗Y are two approximate Pareto solutions
sets, respectively. gl and gt are individuals in PF∗X and PF∗Y ,
respectively. Symbols � describe the dominant relationship be-
tween individuals. Noted that the value of CPF(PF∗X,PF∗Y ) =
1, all the solutions in PF∗X are dominated individuals. Oth-
erwise (i.e.,CPF(PF∗X,PF∗Y ) = 0), all the solutions in PF∗Y are
non-dominated individuals. A larger CPF value will obtain the
evenness and spread of the solution set.

C. Simulation result

In this section, the simulation results are divided into two
subsections. First, to verify the superiority of the algorithm, the
designed algorithms are compared and analyzed on benchmark
function with the existing five MaOEAs. In addition, to verify
the effectiveness of the TORA model, they are used separately
to handle the TORA problem. And these results are described
in detail in the following text.

1) Performance comparison on benchmark function: Ta-
ble IV presents the IGD values gained by MaOEA-CSS,
IDBEA, NMPSO, TiGE2, SPEA/R, and MaOEA-CCIL on the
MaFs. The best result on different test instances is highlighted.
Based on Wilcoxon’s rank-sum and Friedman statistical test,
the labels ’+’, ’-’, and ’≈’ show that the results acquired
by different algorithms are significantly superior, worse, or
equal to those obtained by our approach, respectively. The
results show that the proposed MaOEA-CCIL performs better
on the MaF benchmark set. For MaOEA-CSS and NMPSO,
they all obtained 5 better results compared with our method
in the whole comparison. Especially, MaOEA-CSS shows
the best performance on MaF1 with 4,6,8 and 10 objec-
tives. This may be attributed to the fact that the coordinated
selection mechanism of MaOEA-CSS is better at dealing
with multimodal problems like MaF1, which conflicts with
the clustering selection mechanism. Compared with IDBEA,
TiGE2 and SPEA/R, the MaOEA-CCIL achieves relatively
good performance results on all objectives, proving that the
CCSM and RPIL of MaOEA-CCIL are more suitable than
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another selection mechanism to solve the concave and convex
optimization problem. The number of MaOEA-CCIL that
obtained better performance results is more than half of
other MaOEAs. Therefore, MaOEA-CCIL can gain a superior
performance on the MaF test functions.

2) Performance comparison on TORA problem: Similar to
performance comparison on benchmark function, MaOEA-
CCIL is compared with MaOEA-CSS, IDBEA, NMPSO,
TiGE2 and SPEA/R for handling the TORA problem in the
MSMECN environment. However, since the characteristics of
the true PF are not known prior, they are hard to capture. Also,
the effective areas may be disconnected, irregular or more
sophisticated. Therefore, fitting them into a definitive model is
also challenging. To tackle this problem, the PF which results
from the union of PFs of all methods is considered as the true
PF [53]. To intuitively compare the performance of different
algorithms for handling the TORA problem in the MSMECN
environment, Fig. 2 shows the performance comparison box
for different algorithms on different objectives. Some outliers
in all the algorithms of Fig. 2 are caused by some solutions,
not in the upper and lower quartile value range. However, we
can observe that the algorithms perform differently from their
overall distributions of upper and lower quartile solutions and
the median values. MaOEA-CSS and NMPSO obtained similar

upper and lower quartiles values for task time delay, and their
solution distribution is less concentrated than the MaOEA-
CCIL algorithm. By comparing the median values of the
involved algorithm, their performance can be sorted accord-
ing to MaOEA-CSS ≈ NMPSO > MaOEA-CCIL > TiGE2 ≈
SPEA/R > IDBEA. Note that the solution distribution of the
MaOEA-CCIL algorithm is more concentrated than other
algorithms, making it easier to obtain a solution with a
smaller task time delay. Similar to task time delay, MaOEA-
CSS and NMPSO obtained similar upper and lower quar-
tiles values in the objective of server energy consumption,
and their solution distribution is less concentrated than the
MaOE A−CCIL algorithm. And the performance ranking of
algorithm based median value is followed: MaOEA-CSS ≈
NMPSO > MaOEA-CCIL > TiGE2 > SPEA/R > IDBEA.

Due to the minimum value being calculated for each
objective, the reciprocal of trust metrics between task and
server, i.e., 1

Obj3
, and the reciprocal of user experience utility,

i.e., 1
Obj4

, are shown in Fig. 2(c) and (d), respectively. It’s
observed from Figs. 2(c) that the MaOEA-CCIL algorithm
has the lowest median value and smaller upper and lower
quartiles than other algorithms. This result means that the
MaOEA-CCIL algorithm is likelier to obtain the TO decision
scheme with a higher trust value between task and server. As
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Fig. 2. Performance comparison box for different algorithms on different objectives
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TABLE V
DIFFERENT ALGORITHMS WITH DIFFERENT INDICATORS METRIC ON TORA PROBLEM

Metric MaOEA-CSS IDBEA NMPSO TiGE2 SPEA/R MaOEA-CCIL
IGD 1.7663e+0 (2.01e-1) - 8.4974e-1 (1.00e-1) ≈ 1.7297e+0 (2.10e-1) - 1.5765e+0 (2.62e-1) - 9.1332e-1 (2.19e-1) ≈ 8.2400e-1 (1.23e-1)
HV 0.0000e+0 (0.00e+0) - 3.8274e-2 (4.39e-2)≈ 0.0000e+0 (0.00e+0) - 0.0000e+0 (0.00e+0) - 3.6490e-2 (3.79e-2) ≈ 4.9267e-2 (6.59e-2)
CPF 4.1667e-3 (9.33e-19) - 1.0508e-1 (1.79e-2) ≈ 1.7407e-2 (5.18e-3) - 1.0753e-1 (6.20e-2)≈ 8.3889e-2 (2.70e-2) - 1.0923e-1 (1.93e-2)

seen from Fig. 2(d), the MaOEA-CCIL algorithm has a more
concentrated solution distribution than other algorithms. The
MaOEA-CSS and NMPSO have a similar performance with
similar median values, and upper and lower quartiles. And
according to the median value, a follow performance order can
be arranged as MaOEA-CSS ≈ NMPSO > MaOEA-CCIL ≈
IDBEA > SPEA/R > TiGE2. Therefore, it can be found that
different algorithms show advantages for various objectives. It
is not difficult to find that our algorithm can perform relatively
stable on each objective.

Meanwhile, MaOEA-CCIL is compared with the other five
MaOEAs based on IGD, HV and CPF indicators for further
statistical analysis. Table V shows different algorithms with
different indicators metrics in the MSMECN environment.
It is clear from the statistical results that the IDBEA and
SPEA/R obtained similar performance on IGD and HV. The
performance of other algorithms is worse than our approach on
all indicators. However, these MaOEAs involving comparison
have shown substantial advantages in handling practical prob-
lems, which will be proved indirectly that the MaOEA-CCIL
has superiority in handling TORA problems in the MSMECN
environment.

Our many-objective TORA optimization model in the
MSMECN environment is reasonable from the above analysis.
Moreover, the proposed MaOEA-CCIL can achieve promising
performance and outperforms other algorithms in this model.
Based on the obtained non-dominated solutions, it can provide
good decision-making for TORA problems in the MSMECN
environment.

VI. CONCLUSION

In this paper, we view the TORA problem in the MSMECN
environment as a MaOP. A trusted many-objective TORA
model is built to describe the problem. In the built trusted
model, the four objectives to be optimized are considered
comprehensively, including TASK time delay, server energy
consumption, trust metric between task and server, and user
experience utility. To obtain the trusted TORA model solution,
we decompose the TORA problem into a TO problem that
optimizes the offloading decision solutions and a RA problem
after fixing the offloading decision solution. And the MaOEA-
CCIL is designed to optimize the TO decision-making. Mainly,
the CCSM strategy is employed to class the solution into
elite and ordinary solutions. Meanwhile, the RPIL strategy is
introduced into the reference point redistribution to improve
the CaD of elite solutions, guiding the evolution of the
entire TO decision solution in a better direction. Based on
the optimal offloading decision solutions, the RA problem
continues to be optimized by employing the low-complexity
heuristic optimization method with the KKT condition. To

verify the superiority of the MaOEA-CCIL and the model’s ef-
fectiveness, the MaOEA-CCIL with other advanced MaOEAs
are compared with benchmark function and TORA problem,
respectively. The simulation results show that no matter which
problem, MaOEA-CCIL has shown superior performance to
other MaOEAs. For the benchmark function, the designed
algorithm obtains more than half the number of the superior
values by comparing with each MaOEAs. For the TORA
problem in the MSMECN environment, the MaOEA-CCIL has
obtained a relatively medium performance ranking position
for every model objective. In addition, MaOEA-CCIL has
achieved the promised results and got the best performance
compared with other MaOEAs on IGD, HV and CPF indica-
tors metrics for handling the TORA problem.

To further improve QoS and service life, our future work
will construct an enhanced TORA model by considering more
influencing factors. It is also evident that the effectiveness of
MaOEA-CCIL is not limited to addressing the TORA problem
but can readily be applied to other fields, such as privacy
protection in IoT.
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