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ABSTRACT
Connected and autonomous vehicles (CAVs) are vulnerable to secu-

rity gaps that can result in serious consequences, including cyber-

physical and privacy risks. For example, an attacker can reconstruct

a vehicle’s location trajectory by knowing the speed and steering

wheel position of the vehicle. Such inferences not only lead to safety

issues but also significantly threaten privacy. This paper assesses

the privacy impacts of cyber threats on vehicular networks. We

augment the Privacy Risk Assessment Methodology (PRAM), pro-

posed by the National Institute of Standards and Technology, with

cyber threats, with cyber threats, which are, in practice, mapped to

PRAM impact metrics. We demonstrate the practical application

of the enhanced PRAM methodology through a use case that high-

lights attacks leading to privacy risks in CAVs. The consideration

of cyber attacks for privacy risk assessment addresses a major gap

in current practices, which is to integrate privacy risk into cyber

risk management.

CCS CONCEPTS
• Security and privacy→Human and societal aspects of secu-
rity and privacy; •Applied computing→ Enterprise computing;

• General and reference→ Evaluation.
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1 INTRODUCTION
Connected and autonomous vehicles (CAVs) have been envisioned

to revolutionise the transportation industry by integrating many

advanced technologies such as sensors, communication systems

and artificial intelligence to create a safer, more efficient and more

convenient mode of transportation with the potential to reduce

environmental damage. Lately, we are seeing the emergence of con-

nected vehicles with an array of sensors and smart onboard units

to assist with cruise control, platooning and parking [36, 38, 52].

Connected vehicles which are permanently connected through

various communication technologies to the internet can interact

with any entity capable of doing so, such as vehicle-to-pedestrian,

vehicle-to-devices, and vehicle-to-grid. With the application of ar-

tificial intelligence in conjunction with sophisticated sensors, and

improved infrastructures and communication technologies, it is ex-

pected that the CAVs market will steadily grow to reach $7 trillion

by 2050 [52]. However, the increased connectivity and automation

of CAVs have led to a larger threat landscape with growing privacy

and security risks, leading to cyber-physical impact. These risks

include attacks such as GPS spoofing, replay attacks and injection

attacks that could compromise the privacy, safety and security of

the passengers and other road users.

Besides security, privacy is a key aspect of CAVs. Privacy ensures

that the collected information is only used for the intended purpose

and is free from interference or unwanted surveillance. The leakage

of information in CAVs is a huge concern that could lead to exposure

of location data (home address, workplace etc), passengers’ identity

data, passengers’ medical data (heart rate, medical conditions etc),

traffic density, HD maps, or user behaviour data (fatigue, habit)

among others [21, 25, 52, 59]. As CAVs become more widespread,

it is important for individuals, manufacturers, and policymakers to

be aware of these risks and to take steps to mitigate them.

Privacy risk assessment, also known as data protection impact

assessment or privacy impact assessment, is a crucial process to

identify and evaluate privacy risks [56]. Better management of

privacy risks and effective solutions to protect individuals’ privacy

when designing or deploying systems, products and services can

help build customer trust. The process can also help understand and

prioritise privacy risks within a broader profile of enterprise risks

and drive comprehensive risk management approaches to promote

better resource allocation and decision-making. Such approaches

can lead to effective cyber risk management practices through
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protection [10, 47], mitigation [19, 24, 46, 54] as well as support

forensic investigations [7, 39] and obtain evidence to take legal

actions or support cyber insurance [18, 45, 48] to contain the risks

and exposure.

In this paper, we analyse and extend the NIST Privacy Risk As-

sessment Methodology (PRAM) to perform a privacy impact assess-

ment of attacks on CAVs and identify potential privacy concerns

for individuals and the associated enterprise risks. We begin by

identifying cyber attacks (threat scenarios) on key components of

CAVs that would impact the confidentiality and integrity of data by

reviewing existing literature. Besides attacks affecting the confiden-

tiality of data, we have also selected attacks that affect the integrity

of data. Integrity prevents unauthorised modification of data and

guarantees that all data are accurate, reliable, verifiable and con-

sistent. Firstly, failure to assure integrity can lead to severe safety

issues as the data and depending services can no longer be trusted.

Maliciously manipulated data could lead to adverse decisions and

potentially life-threatening situations. Secondly, if an attacker tam-

pers with CAV’s data, it can lead to sensitive personal information

being disclosed without the individual’s consent. For example, the

attacker could access biometric data such as facial recognition or

voice prints to identify the individual or manipulate the data to

create false information that could be used in a discriminatory way.

We then analyse (i) the potential impact of the threat scenario

on the NIST Privacy Engineering Objectives, namely Predictability,

Manageability and Disassociability; and (ii) the effect of PRAM

problematic data actions on these objectives. These mappings aid

in identifying problematic data actions for a threat scenario and

the privacy concerns for individuals that the threat scenario could

lead to. Finally, we calculate the enterprise risk for a threat and

problematic data action pair leading to privacy concerns for an

individual.

The remainder of the paper is structured as follows. Section 2

discusses relevant work and positions our contribution. Section 3

presents the attacks on CAVs and possible privacy impacts. Next,

Section 4 lays out the use case scenario under investigation and the

privacy impact assessment leading to risk scores. Finally, Section 5

concludes the paper.

2 RELATEDWORK
Privacy risk analysis methods are essential for minimising or avoid-

ing privacy breaches. It aims to identify events leading to a risk of

harm to the fundamental rights of data subjects for any data col-

lection and processing activity and assess appropriate measures to

properly manage the risks. However, quantifying risk is a challeng-

ing task and many approaches have resorted to estimating the risk

based on more tangible factors such as the estimated likelihood of

a feared event and projected impact. Methods have been developed

to measure privacy risk based on the number of records stored in

the system [22], system architecture [5, 30], organisational charac-

teristics [34] or based on privacy risk assessment frameworks and

guidelines [13].

To protect privacy, various regulations have been put-forth such

as the European General Data Protection Act (GDPR) [56], the Cal-

ifornia Consumer Privacy Act (CCPA) [3], the UK Data Protection

Act [4], the Privacy Rule of the Health Insurance Portability and

Accountability Act (HIPAA) [40] among others. In the meanwhile,

several guidelines and frameworks have been proposed to assess

privacy impact and protect data privacy. The NIST PRAM [41]

applies the NISTIR 8062 [11] risk model to identify and prioritise

privacy risks. While NIST FAIR Privacy [15] incorporates the prin-

ciples of FAIR [20] into privacy management practices enabling

organisations to achieve a balance between data access and privacy

protection. The FAIR approach has also been extended by Sion et

al. [50] for privacy threat modelling. From a threat modelling per-

spective, LINDDUN framework [58] assesses seven privacy threats

which are Linkability, Identifiability, Non-repudiation, Detectabil-

ity, Disclosure of information, Unawareness and Non-compliance.

Other privacy impact assessment frameworks include CNIL PIA [1],

ISO/IEC 29134:2017 [2] and ICO DPIA [42]. Bisztray and Gruschka

[9] present a questionnaire-based evaluation of LINDUNN, CNIL

PIA and ISO/IEC 29134:2017. Alongside these frameworks, Tang et

al. [53] presents a list of existing mechanisms and approaches offer-

ing privacy risk analysis. Table 1 presents an overview of existing

privacy impact assessment approaches highlighting their general

characteristics such as skills required to implement them, whether

the analysis method is quantitative or qualitative, the kind of risk

assessment method employed and whether they propose controls

to manage the privacy risks, to assist practitioners in choosing the

right assessment approach based on available skills and business

objectives.

3 ATTACKS ON CAVS AND PRIVACY IMPACTS
Advanced autonomous driving has the potential to revolutionise

transportation in urban areas. Autonomous driving which relies

on advanced sensors and algorithms to navigate vehicles without

human intervention, can enhance safety and efficiency by elimi-

nating the need for human drivers altogether. This form of driving

allows human operators to control vehicles from a remote location

improving safety and efficiency while reducing the risk of human

errors. It also enables faster response times to unexpected events.

Connected and autonomous driving can enable a wide range

of innovative transportation services in urban areas, such as on-

demand mobility, last-mile delivery, and public transportation. For

example, autonomous shuttles and buses can provide safe and effi-

cient transportation for commuters, whereas autonomous delivery

vehicles can improve the speed and efficiency of last-mile logis-

tics. This paper builds upon one of the use cases for the use of

autonomous vehicles for transportation.

3.1 Vehicular Data, Attacks and Privacy Impacts
CAVs continuously collect data from the surrounding environment,

road facilities and passengers to enhance user experience and road

safety. The collected data is used to perceive objects in the sur-

rounding (e.g., pedestrians, vehicles) and traffic rules (e.g., road

edges, speed limit, traffic signals), and to plan driving trajectory

and motion control of the vehicle. The collected data usually car-

ries personal and potentially sensitive information such as location

data, passengers’ identity data, passengers’ medical data (heart rate,

medical conditions etc), traffic density, HD maps, or user behaviour

data (fatigue, habit) among others [21, 59]. In general, the data col-

lected are necessary for vehicular systems to improve performance,
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Template/
Framework

Skills
required

Severity of
harm

Analysis
method

Risk assess-
ment method

Controls rec-
ommended

CNIL PIA [1] 1/0 Low ✓ Qualitative control-based ×
NIST PRAM [41] 0/1 High × Qualitative control-based ×
ICO DPIA [42] 1/0 Low ✓ Qualitative control-based ✓
NIST FAIR [15] 0/1 High ✓ Quantitative threat-based ×
LINDDUN [58] 0/1 High × Qualitative threat-based ×

Table 1: Comparison of privacy impact assessment approaches

personalise services, intelligent recommendations, and enhance

traffic flow and safety.

However, attacks on these systems can affect the overall services

and operations of CAVs and may lead to significant cyber-physical

risks as well as privacy risks. For example, Gazdag et al. [21] were

able to re-identify a driver from the raw, unprocessed CAN data

with 97% accuracy and reconstruct the vehicle’s complete location

trajectory knowing only its speed and steering wheel position.

Unauthorised access to vehicular data can impact privacy at an

individual level (information leakage about individuals), population

level (information leakage leading to inferences on the behaviour

or characteristics of a group) and/or proprietary level (information

leakage on proprietary usage of CAVs) [59]. Below, we list out

various types of cyber attacks on vehicular networks that could

breach the confidentiality and integrity of data leading to potential

privacy leakage.

3.1.1 Attacks on CAVs Affecting Data Integrity: Integrity ensures

that the content of a message or signal is not tampered with during

transmission, thus preventing unauthorised creation, modification

and deletion of data. This category only considers integrity attacks

with the potential to manipulate the data.

IllusionAttack:An illusion attack involves altering the data
from sensors or RSU that creates a false or deceptive percep-

tion of the vehicle’s surroundings or behaviour. For example,

an attacker could use a false traffic sign or road marking

to deceive other vehicles causing it to take an unintended

route or behaviour leading to an action that undermines the

integrity of the vehicle’s systems or data [31].

Injection Attack: An injection attack involves the insertion

of malicious code or software to manipulate or steal data. For

example, attackers can gain entry to the in-vehicle network

through OBD-II ports, compromised ECUs or infotainment

and telematics systems [29, 35]. Injection attacks could also

potentially breach the confidentiality of CAV data.

3.1.2 Attacks on CAVs Affecting Data Confidentiality: Confidential-
ity guarantees that only the authorised entity is able to access the

data.

Eavesdropping Attack: An eavesdropping attack involves

unauthorised access to vehicular messages. For example,

the attacker gains access to FlexRay protocol and interprets

communications [23] and identifies patterns in legitimate

CAN frames [29].

Man-in-the-middle Attack: A man-in-the-middle attack

involves interception and manipulation of information. For

example, an attacker could pose as a legitimate vehicle, such

as the owner or a trusted third party, to eavesdrop, modify

sensor readings, steal personal information and inject false

information [17, 29].

GPS Trailing Attack: A GPS trailing attack involves mon-

itoring and intercepting GPS data to track a vehicle. For

example, a GPS trailing attack could be used to trace the tra-

jectory of the vehicle and obtain private information through

tracking the vehicle [12, 27].

Timing Attack: In a timing attack, a malicious vehicle re-

ceiving time-critical updates and traffic information do not

forward the message to other vehicles at the right time, in-

stead it analyses the information and adds extra delay in

transmission. A timing attack could potentially lead to a

breach of confidentiality if sensitive information could be

extracted from analysing the messages. For example, an at-

tacker listens to the message transmission and then analyses

its frequency and duration to gather the response pattern of

the vehicle [8].

Note that this list does not cover every attack on vehicular net-

works, but rather provides a subset of attacks that affect confiden-

tiality and/or integrity resulting in a direct privacy breach. Prac-

titioners should consider all attacks (including attacks that affect

availability) that could potentially impact privacy. For example, a

Denial of Service (DoS) attack on a CAV might disrupt the vehicle’s

communication leading to a breakdown in the privacy protections

that are provided by the system. Carsten et al. [12] demonstrate

a DoS attack where the attacker repeatedly sends high-priority

messages to block other messages and take control of the vehicle.

However, DoS attacks are usually performed as a decoy attack to

divert attention, making it easier to launch a separate attack to gain

access to the vehicle’s data or control systems. Since attacks that

affect the availability of data do not necessarily have a direct impact

on privacy, these attacks are excluded from the analysis.

4 USE CASE AND PRIVACY IMPACT
ASSESSMENT

A service provider offers self-driving taxi services in a facility

through a smartphone application (let’s call it CAVRide). CAVRide

allows users to book a ride by specifying a pickup location, time

and destination. It also allows users to track the self-driving taxi in

real time while providing accurate navigation and directions which

include traffic updates and alternative routes. The self-driving taxis
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Figure 1: A topological architecture of vehicular network [33].

Figure 2: An example architecture of CAVRide for HE
TANGO1 use case

on the other hand, continuously update their location and avail-

ability status on the cloud server that is accessed by CAVRide. A

user requests a pickup service using CAVRide on their smartphone.

The user request is evaluated (for authenticity) based on prede-

fined logic on the cloud server and on success is forwarded to the

available self-driving taxi. Once the taxi receives and acknowledges

the request, the server transmits information about the taxi to the

user. The user through the CAVRide can access the taxi’s current

location, speed, estimated arrival time and other telemetries. Au-

thentication, acknowledgement and interactions between the user,

taxi and server continue till the user reaches the destination. In addi-

tion, the data gathered through the sensors on the taxi is processed

and uploaded to the server by the onboard unit to enhance services.

Figure 1 presents an overview of the topology and communication

between the endpoints of the CAV network. Figure 2, on the other

hand, presents the topology architecture of CAVRide and the cloud

server (marked as Centralised Intelligence in Fig. 1).

Considering the detailed scenario, let us begin by applying the

NIST PRAM to assess privacy risk for the CAV use case. In general,

NIST PRAM is a high-level framework to identify privacy risks and

develop mitigation to counteract possible impacts from the risks.

The methodology is a cycle of iterative steps that includes framing

business objectives and an organisational privacy governance plan,

assessing privacy risks based on system design, selecting privacy

controls and monitoring change. NIST PRAM consists of four key

steps. Step 1 focuses on identifying business objectives and or-

ganisational privacy governance requirements. Step 2 focuses on

defining privacy risks and contextual factors that lead to problem-

atic data actions. Step 3 supports the assessment and prioritisation

of privacy risks based on the likelihood and risk estimates for the

identified problematic data actions. Finally, Step 4 deals with iden-

tifying controls and considerations to address the privacy risks.

1
HE TANGO Project: https://cordis.europa.eu/project/id/101070052
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4.1 Step 1:
The first step looks into framing business objectives and defining the

privacy goals. For the use case scenario, the objective is to provide

seamless service to users based on varieties of telemetries collected

during the journey while ensuring user privacy. The overall privacy

goal is to ensure that the NIST Privacy Engineering Objectives

[11], which are Predictability, Manageability and Disassociability,

are met to reduce privacy risks and protect privacy at scale. NIST

IR 8062 defines Predictability as the ability that enables reliable

assumptions about individuals, owners, and operators based on the

processing of personal information;Manageability as the ability that
enables granular administration of personal information including

alteration, deletion, and selective disclosure; and Disassociability is

enabling the processing of personal information or events without

associating them to individuals or devices beyond the operational

requirements.

4.2 Step 2:
Next, we identify and catalogue inputs required to perform the

privacy risk analysis. We begin by identifying data flows, processes,

data stores, entities and endpoints that help with mapping data

flows and generating a Data Flow Diagram (DFD) of the system.

Table 2 highlights key DFD element types and the components that

fall under each type for the use case. Identification of key element

types defines the scope of the privacy assessment while applying

NIST PRAM.

Once the DFD elements are identified, we then analyse each data

flow to identify the personal data it uses and summarise potential

threat scenarios. Note that we consider a data flow uses some form

of sensitive data which if breached would impact privacy. Prac-

titioners might choose to consider the data types and additional

factors such as duration or frequency of each data activity, degree

of sensitivity of data and relation between system and operation

purposes with respect to data. Table 3 presents attack scenarios

against critical elements for a few selected data flows of the use

case.

The attack scenarios against critical elements in each data flow

have been identified by reviewing existing literature. Consider-
ing cyber attacks for privacy risk assessment addresses a
major gap in current practices which is to integrate privacy
risk assessment with cyber risk management. Viewing cyber

threats from a privacy lens can help organisations understand and

prioritise risks promoting better resource allocation and decision-

making. Next, we identify the potential repercussions of each attack

scenario on the three NIST Privacy Engineering Objectives. For

example, let us consider the attack scenario T2 which expresses the

“exploitation of CAN vulnerability that allows an attacker to present

as a legitimate node". Such an impersonation attack, belonging to

the man-in-the-middle attack class, would allow the attacker to

intercept, manipulate and transmit information to mislead other

recipients. Through this attack, the attacker can preclude reliable as-

sumptions regarding the participants (affecting predictability), have

granular administration of the data (affecting manageability) and

can confidently associate information regarding the participants

(affecting dissociability). Similarly, attack scenario “T8: attacker

identifies the response pattern by analysing the timing of the vehi-

cle’s response", a timing attack, would allow the attacker to make

reliable prediction about a participant. Thus affecting only the pre-

dictability metric (see the last row of Table 3).

4.3 Step 3:
This step provides the structure for the analysis and risk assessment.

Before proceeding with the risk assessment which is to determine

the frequency of loss event and the loss magnitude, we must deter-

mine the potential harm as a result of a cyber attack. This is achieved

by mapping (see Table 4 and Table 5) the NIST Privacy Engineering

Objectives to NIST Problematic Data Actions and potential harm

from each problematic data action. NIST PRAM identifies nine prob-

lematic data actions which include: (i) Appropriation (AP) includes
scenarios in which data is used in ways that exceed individual’s

expectation or authorisation; (ii) Distortion (DI) refers to the use or

dissemination of inaccurate or misleading data; (iii) Induced Disclo-
sure (ID) refers to scenarios in which individuals feel compelled to

provide information disproportionate to the purpose or outcome of

the transaction. Induced disclosure can include leveraging access

or rights to an essential (or perceived essential) service; (iv) Data
Insecurity (IN) resulting in a breach of confidentiality and integrity

of personal data; (v) Re-identification (RE) refers to scenarios where
data from multiple sources can be associated or identified to a spe-

cific individual; (vi) Stigmatisation (ST) refers to the scenario in

which data is linked to an actual identity in such a way as to create

a stigma; (vii) Surveillance (SU) refers to scenarios in which data,

devices and individuals are tracked or monitored in a manner dis-

proportionate to the purpose leading to an adverse situation for

individuals or groups; (viii) Unanticipated Revelation (UR) refers to
situations in which data in revealed or exposed in unexpected ways;

(ix) Unwarranted Restriction (WR) includes not only blocking access
to data or services. but also limiting awareness of the existence

of data or its use in ways that are disproportionate to operational

purposes.

Mapping NIST Privacy Engineering Objectives to Problematic Data
Actions: Problematic data actions such as appropriation (AP) in the

context of privacy refers to the unauthorised use of an individual’s

data for purpose other than those for which the data was origi-

nally collected. Unauthorised use of data can allow the attacker

to have reliable assumptions about the entity as well as associate

events and actions to an entity. Appropriation, thus, can affect pre-

dictability and disassociability. Unanticipated revelation (UR) in the

context of privacy refers to the unexpected disclosure or exposure

of information that was not meant to be shared. The unexpected

revelation of information can allow the attacker to have reliable

assumptions about the entity’s behaviour or characteristics as well

as can associate actions with an entity affecting predictability and

dissociability. On the other hand, distortion (DI) which refers to the

manipulation or modification of information will affect the man-

ageability metric. A similar assessment is performed for all the rest

of the problematic data actions and the mapping is presented in

Table 4.

A problematic data action can lead to harm. While harm is most

often associated with physical or mental injury, it can also be re-

ferred to as moral injury or wrongfulness. Daniel Solove’s [51]
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DFD Element
Type

Units

End Points Electronic Control Units (ECU), Controller Area Network (CAN), Local Interconnect Network (LIN),

GPS, Central computer, Video Camera, Bluetooth, Radio, Network infrastructure, Mobile phones, cloud

etc

External Entity Passengers, Owners, Pedestrians, Service providers

Processing Units CAV central computer unit, Service provider, Network provider, Mobile phones

Data Flow In-vehicle (i.e OBD II port and CAV central computer), vehicle-to-infrastructure (i.e sending GPS to

server through network provider), vehicle-to-user (i.e sharing current location and estimated time of

arrival to the user), vehicle-to-vehicle (i.e sharing current trajectory)

Data Store CAV database, Service provider database, mobile phone database, network provider database

Table 2: DFD Element Types and CAV Components

Data Flow Critical Elements Attack Scenario NIST Privacy Engineering Objectives
Predictability Manageability Disassociability

In-vehicle

OBD II port, CAN

T1. Replacing an unauthorised ECU programme with an illegit-

imate, malicious programme and connecting the CAN bus with

an unauthorised device [55].

× ✓ ✓

T2. Exploiting CAN vulnerability that allows attacker to present

as a legitimate node [14, 29].

✓ ✓ ✓

T3. Attacker gains access to CAN’s broadcasting transmission

allowing to eavesdrop on CAN transmissions [29].

✓ × ✓

OBD II port, FlexRay

T4. Attacker gains access to FlexRay protocol and interprets

communication [23].

✓ × ✓

T5. Attacker interprets FlexRay communication and injects mes-

sages [37].

× ✓ ✓

V2I GPS

T6. Attacker obtains users’ private information through locating

and tracking their vehicles [27]

✓ × ✓

V2V Vehicle

T7. Influence other vehicles’ behaviour by disseminating false

information [31, 52].

✓ ✓ ×

T8. Attacker identifies the response pattern by analysing the

timing of the vehicle’s response [8].

✓ × ×

Table 3: Data flows with attack scenarios for CAVs

NIST Privacy

Engineering Objectives

Problematic Data Actions

AP DI ID IN RE ST SU UR WR

Predictability ✓ × ✓ ✓ × ✓ ✓ ✓ ×

Manageability × ✓ × ✓ × × ✓ × ×

Disassociability ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 4: Mapping NIST Privacy Engineering Objectives and
NIST Problematic Data Actions.

Taxonomy of Privacy harms provides an elaborate and granular list

of social norms that could be considered as harms resulting from

privacy breaches. NIST PRAM defines seven categories of potential

problems that the at-risk individual or group could experience as

the result of a loss event. These are: (i)Dignity Loss that includes em-

barrassment and emotional distress; (ii) Discrimination that covers

unfair or unethical differential treatment of individuals or at-risk

Problems for

Individuals

Problematic Data Actions

AP DI ID IN RE ST SU UR WR

Dignity Loss × ✓ × ✓ ✓ ✓ × ✓ ×

Discrimination × ✓ ✓ × ✓ ✓ ✓ ✓ ×

Economic Loss ✓ × × ✓ × × × × ✓

Loss of Autonomy ✓ × ✓ × × × ✓ ✓ ✓

Loss of Liberty × ✓ × × × × ✓ × ✓

Physical Harm × × × ✓ × × ✓ × ✓

Loss of Trust ✓ × ✓ ✓ ✓ × ✓ ✓ ✓

Table 5: Mapping problems for individual (harm) to NIST
Problematic Data Actions

6



groups arising from the processing of data; (iii) Economic Loss that
includes direct financial losses as the result of identity theft or the

failure to receive fair value in a transaction; (iv) Loss of Autonomy
that includes losing control over determinations about informa-

tion processing or interactions with systems, products or services,

as well as needless changes in ordinary behaviour, including self-

imposed restrictions on expression or civic engagement; (v) Loss
of Liberty that covers impacts from incomplete or inaccurate data

which can lead to improper exposure to arrest or detainment and/or

improper exposure or use of information to abuse governmental

power; (vi) Physical Harm; and (vii) Loss of Trust that includes the
breach of implicit or explicit expectations or agreements about the

processing of data which could lead to diminishing morale or leave

individuals reluctant to engage in future transactions potentially

creating larger economic or civic consequences. Table 5 presents a

mapping between problematic data actions and potential problems

which are achieved from NISTIR 8062 [11]. This mapping enables

us to establish a relation between attack scenarios and potential

problems (i.e. attack scenario→ NIST privacy objective principles

→ problematic data action → potential problems).

Once the problematic data actions and respective problems for

individuals for an attack scenario are identified, the next step is to

determine the likelihood and loss impact. This paper considers the

likelihood and loss magnitude (including different categories) as

random variables. Practitioners might consider a database of previ-

ous incidents (if available) or Monte Carlo simulations to generate

the likelihood of impact. Note that identifying the probabilities and

impact values is beyond the scope of this paper and will be consid-

ered in future work. The final output of Step 3 is a risk score for

each <threat scenario, problematic data action, problems for
individual> tuple. Table 6 presents the privacy impact assessment

for attack scenario T1. The Likelihood of Impact (𝐹𝐼 ) represents the

probability of a successful event leading to the violation of privacy

and causing specific harm to the individual or group. Loss Magni-

tude (𝐿) expresses the potential business impact from an adverse

event. It is composed of five categories of impact factors: (i) Non-

compliance Cost; (ii) Direct Business Cost; (iii) Reputation Cost;

(iv) Internal Culture Cost; and (v) Other Associated Costs. These

factors capture the impact on a business due to an event leading to

harm.

The loss magnitude can be obtained by adding the factors alto-

gether.

𝐿 =
∑︁{

Non-compliance Cost,Direct Business Cost, Reputation

(1)

Cost, Internal Culture Cost,Other Associated Cost

}
The Risk (i.e., last column) presents the privacy risk which is the

likelihood of impact (𝐹𝐼 ) times loss magnitude (𝐿). Mathematically,

we define risk as the inner product of these two factors.

Risk = ⟨𝐹𝐼 · 𝐿⟩ (2)

= [𝐹𝐼1 × 𝐿1, 𝐹 𝐼2 × 𝐿2, . . . , 𝐹 𝐼𝑟 × 𝐿𝑟 ]
The risk quantification process can be found in Algorithm 1.

Note that for better readability of the paper and due to limited

space, Table 6 only include the assessment for attack scenario T1.

Algorithm 1 Privacy Risk Quantification

1: procedure PrivacyRiskQuantification

2: for each df in DataFlow do
3: for each ts in ThreatScenario do
4: for each pi in ProblemForIndividual do
5: Risk(ts) =

∑
𝑝𝑖 𝐹𝐼𝑝𝑖 × 𝐿𝑝𝑖

6: end for
7: end for
8: Risk(df) =

∑
𝑡𝑠 Risk(ts)

9: end for
10: end procedure

Practitioners must analyse every identified attack scenario using a

detailed approach. One possible direction would be to consider the

frequency of loss event (𝐹𝐸) along with the likelihood of impact

(𝐹𝐼 ). The frequency of loss event (𝐹𝐸) represents the frequency

of an adverse event that could potentially impact the privacy of

an at-risk individual or group. In simpler terms, it represents how

often an event occurs over a period (e.g., annually) that has the

potential to breach user privacy. These events could be the result

of threat actors exploiting vulnerabilities or gaps in the systems,

and/or inappropriate data handling practices within an organisation.

In practice, this could include alerts or logs of potential security

breaches or suspicious activities detected on a system or network.

In such as case, the risk could be expressed as:

Risk = ⟨𝐹𝐸 · 𝐹𝐼 · 𝐿⟩ (3)

= [𝐹𝐸1 × 𝐹𝐼1 × 𝐿1, 𝐹𝐸2 × 𝐹𝐼2 × 𝐿2, . . . , 𝐹𝐸𝑟 × 𝐹𝐼𝑟 × 𝐿𝑟 ]

4.3.1 Step 4: The final step involves prioritisation of privacy risks

and identification of controls to address the privacy risks. For ex-

ample, attacks against CAN bus vulnerabilities (Attack Scenario

T2) can be mitigated using network segmentation, encryption and

authentication mechanisms [44]. Intrusion detection methods to

analyse arbitration identity sequence [16] and specification-based

supervised learning on CAN timing [43] could also be used as defen-

sive measures. To prevent location trailing attacks (Attack Scenario

T6), methods such as k-anonymity [49], software defined networks,

and location perturbation [26] could be used to protect location

privacy in vehicular networks. Methods such as anonymisation [6],

resource management [57] and trust-based recommendations [28]

could be used to prevent eavesdropping attacks (Attack Scenario T3

and T4). Alongside possible defences against cyber attacks on CAV

[32, 36, 52], appropriate data protection measures and PETs must

be considered to protect privacy. Once the measures have been

identified, cyber security investment approaches such as [19, 46]

could be used to determine the cost-effective set of measures that

optimally reduce the risks.

5 CONCLUSION
The primary contribution of this paper is to enable privacy risk

assessment using the NIST Privacy Risk Assessment Methodology

(PRAM). In this work, we have extended PRAM and demonstrated

its applicability on connected and autonomous vehicle networks.

Through the introduction of cyber threats to PRAM, we show how

threat categories can lead to privacy harm and consequently to
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Data Flow Critical
Elements

Attack
Scenario
(see Table

3)

Problematic
Data Actions

Problems for Indi-
vidual (see Table 5)

Likelihood
of Impact
(𝐹𝐼 )

Loss Magnitude (𝐿) Risk
(𝐹𝐼 × 𝐿)

Non-

compliance

cost

Direct

business

cost

Reputation

cost

Internal

culture

cost

Other

cost

In-vehicle

OBD II

port, CAN

T1

AP

Economic loss 4 7 6 7 3 92

Loss of Autonomy 3 7 7 8 5 81

Loss of Trust 8 7 4 5 3 152

DI

Dignity Loss 5 7 4 4 3 90

Discrimination 6 7 7 8 3 150

Loss of Liberty 5 7 7 5 8 135

ID

Discrimination 7 7 4 4 3 2 140

Loss of Autonomy 4 7 5 7 3 96

Loss of Trust 5 7 8 8 4 135

IN

Dignity Loss 4 7 7 8 5 1 112

Economic Loss 9 7 2 4 7 180

Physical Harm 6 7 5 2 2 96

Loss of Trust 4 7 8 3 2 80

RE

Dignity Loss 8 7 6 3 5 168

Discrimination 3 7 4 4 5 60

Loss of Trust 6 7 5 7 2 126

ST

Dignity Loss 7 7 2 6 4 2 147

Discrimination 5 7 5 4 3 95

SU

Discrimination 5 7 4 6 5 110

Loss of Autonomy 8 7 2 8 8 200

Loss of Liberty 2 7 7 3 3 40

Physical Harm 4 7 4 2 5 72

Loss of Trust 5 7 3 7 7 5 145

UR

Dignity Loss 4 7 6 2 4 76

Discrimination 2 7 2 5 2 32

Loss of Autonomy 5 7 3 6 4 100

Loss of Trust 8 7 5 4 6 176

WR

Economic Loss 5 7 8 2 6 115

Loss of Autonomy 2 7 6 3 8 4 56

Loss of Liberty 6 7 6 3 4 3 138

Physical Harm 4 7 4 5 6 88

Loss of Trust 5 7 2 6 2 85

Attack Scenario T1 Total Risk 3569

Table 6: Privacy Impact Assessment for Attack Scenario T1

enterprise risk. The consideration of cyber threats for privacy risk

assessment can lead to robust and comprehensive threat analy-

sis supporting improved prioritisation of risks and determining

effective countermeasures. For future work, we will support the

methodology with cyber threat intelligence, common vulnerabili-

ties and business impact (from reports) to quantify the privacy risks

and support security investment decisions.
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