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Abstract—Over the past few years, the Internet of Things 

(IoT) is transforming the healthcare sector through the 

introduction of the Internet of Medical Things (IoMT) 

technology, whose purpose is the improvement of the patient’s 

quality of life. Nevertheless, IoMT networks are still vulnerable 

to a wide range of threats because of their heterogeneity and 

resource-constrained characteristics. Thus, novel security 

mechanisms, such as accurate and efficient anomaly-based 

intrusion detection systems (AIDSs), taking into consideration 

the inherent limitations of the IoMT networks, are required to 

be developed before IoMT networks reach their full potential 

in the market. In our previous work, we presented the system 

architecture for a novel hybrid AIDS for IoMT networks. In 

this paper, we expand it by presenting details of the 

implementation process that led to a prototype of the proposed 

AIDS. Our target is this work to serve as a guidance for other 

researchers or engineers to develop their own specific 

implementations of AIDSs for IoMT networks.  
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I. INTRODUCTION 

The existence of the Internet of Things (IoT) is 
transforming the healthcare sector with the introduction of 
the Internet of Medical Things (IoMT) technology, which 
aims to improve the patient’s quality of life by enabling 
personalized e-health services without limitations on time 
and location [1]–[5]. However, the wide range of different 
communication technologies (e.g., WLANs, Bluetooth, 
Zigbee) and types of IoMT devices (e.g., medical sensors, 
actuators) incorporated in IoMT edge networks are 
vulnerable to various types of security threats, and this, in 
turn, raises many security and privacy challenges for such 
networks, as well as for the healthcare systems relying on 
these networks [6]–[9] . For instance, an adversary may 

compromise IoT-based healthcare systems through their 
IoMT networks in order to manipulate sensing data (e.g., by 
injecting fake data) and cause malfunctions to the 
compromised IoT-based healthcare systems that, in turn, will 
jeopardize the integrity or the availability of the healthcare 
services provided by these systems [2]. Consequently, 
security solutions protecting IoMT networks from attackers 
are essential for the acceptance and wide adoption of such 
networks in the coming next years. 

 Nevertheless, the high resource requirements of complex 
and heavyweight conventional security mechanisms cannot 
be afforded by (a) the resource-constrained IoMT edge 
devices with limited processing power, storage capacity, and 
battery life, and/or (b) the constrained environment in which 
the IoMT devices are deployed and interconnected using 
lightweight communication protocols [10]. Therefore, novel 
security mechanisms are necessary to be developed in order 
to address the pressing security challenges of IoMT networks 
in an effective and efficient manner, considering their 
inherent limitations stemming from their resource-
constrained characteristics, before IoMT networks gain the 
trust of all involved stakeholders and reach their full 
potential in the market [8], [11]. 

Toward this direction, the industry and research 
community currently foresee anomaly-based intrusion 
detection as a promising security solution that can play a 
significant role in protecting IoT networks, as long as novel 
lightweight anomaly-based intrusion detection systems 
(AIDSs) are developed [10], [12]–[15]. Currently, in the 
literature, there are only two related works on AIDSs for 
IoMT networks. The first IoMT AIDS  is presented in [16] 
and the second one was proposed by us in [17]. In particular 
in [17], we presented the system architecture for a novel 
hybrid AIDS for IoMT networks, leveraging host-based and 
network-based techniques to reliably monitor and collect log 
files from the IoMT devices and the gateway, as well as 
traffic from the IoMT edge network, while simultaneously 
considering the computational cost. The detection process of 
the proposed AIDS is to be implemented by the detection 
engine running on the gateway of the IoMT edge network 
and relying on machine learning (ML) techniques, 
considering the computation overhead, in order to detect 
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abnormalities in the collected data and thus identify 
malicious incidents in the IoMT network. 

Therefore, in this paper, the main objective is the 
expansion of our work in [17] through the presentation of 
details  of the implementation process that led to a prototype 
of the proposed AIDS in [17]. Our target is this work to serve 
as a guidance for other researchers or engineers to develop 
their own specific implementations of AIDSs for IoMT 
networks.  

Following the introduction, this paper is organized as 
follows. Section II briefly reviews the architecture of the 
AIDS for IoMT networks proposed in [17]. Section III 
presents the details of our developed prototype 
implementation. Finally, Section IV concludes this paper and 
provides hints for future work. 

 

II. SYSTEM ARCHITECTURE OVERVIEW 

The proposed AIDS consists of two main components, as 
illustrated in Fig. 1: (a) a Monitoring and Data Acquisition 
(MDA) component running on each IoMT device of the 
IoMT network, and (b) the Central Detection (CD) 
component (i.e., detection engine) running on the gateway.  

 

III. PROTOTYPE IMPLEMENTATION OF COMPONENTS 

In this section, we describe the details of the prototype 
implementation of the two main components (i.e., MDA, 
CD) of the proposed IoMT AIDS in [17]. It is worthwhile 
mentioning that the prototype implementation was developed 
for linux-based IoMT devices and gateways as linux-based 
OSes (e.g., ucLinux OS) are commonly used in IoT network 
deployments [18], [19]. 

A. MDA Component Implementation  

The MDA component is deployed on each IoMT device 
connected to the gateway. The MDA component monitors 
the behavior of the IoMT device hosting it and collects 
relevant device behavior data (e.g., CPU usage, CPU 
processes, memory usage, disk usage) during a specific 

MDA period (i.e., sampling period). Moreover, the MDA 
component transmits the gathered data to the gateway as an 
MDA report. The MDA component was implemented using 
the C programming language. Fig. 2 depicts the run-time 
operation of the MDA component, consisting of the 
following steps: 

Step 1: The configuration parameters are read from a 
configuration file.  

Step 2: Memory resources are allocated and internal files 
are initialized.  

Step 3: The communication of the MDA component to the 
CD component in the gateway is established based 
on two configuration parameters related to the IP 
address (i.e., “gwIPAddr” parameter) and the port 
(i.e., “gwPortNum” parameter) of the gateway.  

Step 4: The process waits for “samplingPeriod” seconds. 
The “samplingPeriod” variable is a configuration 
parameter describing the time in seconds elapsing 
between consequent collections of behavior data by 
the MDA component. 

Step 5: The “data_collect” function accesses the “/proc” 
directory that is present in a linux-based OS in order 
to gather IoMT device behavior data and to create a 
record comprising three distinct types of 
information. The first type is the timestamp of the 
OS when the data collection occurs. The second 
type relates to CPU and system statistics originating 
from the “/proc/stat” file. In particular, the 
“/proc/stat” file includes data regarding (a) the 
number of cycles that the CPU remained in different 
modes (e.g., “user” mode, “nice” mode, “system” 
mode, “idle” mode), (b) the total number of 
processes that were initiated since booting the OS, 
and (c) the number of currently running processes. 
The third type consists of internal memory statistics 
originating from the “/proc/meminfo” file. In 
particular, the “/proc/meminfo” file provides data 
related to (i) the total internal memory of the IoMT  

 

Fig. 1. The MDA and CD components of the proposed AIDS. 



 

Fig. 2. Run-time Operation of the MDA Component. 

 

device, (ii) the free internal memory of the IoMT 
device, (iii) the available internal memory of the 
IoMT device, and (iv) the cached internal memory 
of the IoMT device. A record in CSV format 
containing the three mentioned types of information 
is the output of the “data_collect” function. 

Step 6: The “data_record” function receives the record from 
the “data_collect” function as input, and writes the 
record in a log file. In case that the size of the 
current log file exceeds the size permitted by the 
maximum size of the log file (i.e., defined by the 
“logMaxSize” parameter), then the “data_record” 
function closes and stores the current log file, and 
opens a new empty log file. In addition, apart from 
writing records to log files, the “data_record” 
function outputs a signal (i.e., “sendReport” signal) 
so that the “data_report” function knows whether a 
specific number (i.e., defined by the 
“logFilesMaxNum” parameter) of log files has been 
accumulated in order to create a report and send it to 
the gateway. 

Step 7: The “data_report” function receives the 
“sendReport” signal, and based on this signal, the 
“data_report” function creates a report and writes 
the IoMT device ID in the report. Then the content 
of the accumulated log files is also included in the 
created report. Afterwards, the created report, as 
shown in Fig. 3, is sent to the gateway. In case that 
there is not a specific number of log files in order to 
create a report and send it to the gateway, then the 
execution continues with the next step. 

Step 8: This step of the execution is meant to serve as a 
control step so that the operation of the MDA 
component can be terminated. In this step, a control 
file (i.e., “ctrlfile”) is accessed and one bit is read 
from it. If the read bit is equal to 1, the execution 
continues from Step 4. Otherwise, the deallocation 
process is performed along with the termination of 
the operation of the MDA component. Thus, it is 
evident that the operation of the MDA component 
can be easily terminated by changing the control bit 
inside the control file.  

 

 

Fig. 3. Example of a report created by the MDA Component. 

 

B. CD Component Implementation 

The CD component runs on the gateway and its purpose 
is to: (i) monitor the behavior of the gateway hosting it and 
collect relevant behavior data (e.g., CPU usage, CPU 
processes, memory usage, disk usage) during a specific 
monitoring period (i.e., sampling period), (ii) monitor the 
network traffic passing through the gateway and gather 



relevant network traffic data (e.g., source IP address or 
destination IP address or information about active 
connections) during a specific monitoring period, (iii) 
receive the reports transmitted by the MDA components 
running on the IoMT devices that are connected to the 
gateway, and (iv) leverage the aforementioned data to 
identify whether an malicious incident has occurred in the 
gateway, the IoMT devices or the IoMT network, and trigger 
a corresponding security alert. The CD component was 
implemented using the Java programming language. An 
execution example of the CD component is depicted in Fig. 
4. In addition, Fig. 5 depicts the run-time operation of the 
CD component, consisting of the following steps: 

Step 1: The configuration parameters are read.  

Step 2: Memory resources are allocated and internal files 
and network sockets are initialized.  

Step 3: The “gwBehavThread” thread is executed. The 
“gwBehavThread” thread is meant to handle the 
behaviour data (e.g., CPU usage, CPU processes, 
memory usage, disk usage) regarding the gateway 
device, starting from the collection of these data, 
continuing with the processing of these data and 
ending with performing intrusion detection based on 
these data. 

Step 4: The “netThread” thread is executed. the 
“netThread” thread is meant to handle the network 
data (e.g., source IP address or destination IP 
address or information about active connections) 
related the network traffic passing through the 
gateway device, starting from the collection of these 
data, continuing with the processing of these data 
and ending with performing intrusion detection 
based on these data. 

Step 5: The “iomtDevThread” thread is executed. The 
“iomtDevThread” thread is meant to: (i) perform the 
accepting of the connections of the MDA 
component deployed on the IoMT devices 
connected to the gateway, and (ii) create and 
execute separate threads for handling the 
information received by each of the connected 
MDA components.  

Step 6: The process reads the input of the user from the 
keybord. 

Step 7: If the input is “stop”, then the execution continues 
with Step 8. Otherwise. The execution continues 
from Step 6. 

Step 8: The “gwBehavThread” thread is stopped. 

Step 9: The “netThread” thread is stopped. 

Step 10: The “iomtDevThread” thread is stopped.  

Step 11: The deallocation process is performed along with 
the termination of the operation of the CD 
component.  

 

 

Fig. 4. Execution example of the CD Component. 

 

 

Fig. 5. Run-time Operation of  the CD component. 

 

 



IV.  CONCLUSION 

In this paper, we presented details of the implementation 
process that led to a prototype of the AIDS for IoMT 
networks that we had proposed in [17]. In particular, we 
described the run-time operations of the MDA components 
deployed and running on the IoMT devices connected to the 
gateway of the IoMT network and the CD component 
developed and running on the gateway device. Our target is 
this work to serve as a guidance for other researchers or 
engineers to develop their own specific implementations of 
AIDSs for IoMT networks. 

As future work, we plan to measure the computation 
overhead of the presented prototype implementation on 
raspberry pi 4 Model B devices. Based on the computation 
overhead results, we will decide if further implementation 
optimizations are necessary. In addition, our aim is to 
improve and extend the implementation of the MDA 
component so that it can be used on devices without 
requiring a linux-based operating system (OS). Finally, we 
will focus our research efforts on selecting the optimum ML 
algorithms to be employed by the CD component for its 
intrusion detection purposes.  
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