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Abstract 

Cognitive neuroscience has highlighted the cerebral cortex while often overlooking subcortical 

structures. This cortical proclivity is found in basic and translational research on many aspects of 

cognition, especially higher cognitive domains such as language, reading, music, and math. We 

suggest that, for both anatomical and evolutionary reasons, multiple subcortical structures play 

substantial roles across higher and lower cognition. We present a comprehensive review of 

existing evidence, which indeed reveals extensive subcortical contributions in multiple cognitive 

domains. We argue that the findings are overall both real and important. Next, we advance a 

theoretical framework to capture the nature of (sub)cortical contributions to cognition. Finally, 

we propose how new subcortical cognitive roles can be identified by leveraging anatomical and 

evolutionary principles, and we describe specific methods that can be used to reveal subcortical 

cognition. Altogether, this review aims to advance cognitive neuroscience by highlighting 

subcortical cognition and facilitating its future investigation. 
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1. THE PROMISE OF SUBCORTEX 

Research investigating the neural substrates of human cognition has focused on cerebral cortex 

while often neglecting subcortical structures. This predilection for cortex—“rind” or “bark” in 

Latin, referring to the gray matter surrounding the cerebrum—is widespread. It is found in both 

theoretical and empirical work across basic and translational research in multiple domains of 

cognition. A cortical inclination can be found especially in the study of higher-level aspects of 

cognition, such as language, reading, music, and math, though it occurs even to some extent for 

lower-level functions, such as attention, executive function, and memory (see Supplemental 

Appendix 1). Conversely, research on subcortical (noncortical) structures—that is, gray matter 

structures below cortex—has often focused on noncognitive rather than cognitive functions 

(Koziol & Budding 2009, Noback et al. 2005). This propensity for noncognitive functions, which 

has deep historical roots (e.g., “the reptilian brain”; MacLean 1988), is also prevalent in the 

clinical community; for example, clinicians tend to highlight motor rather than cognitive 

impairments in basal ganglia and cerebellar disorders (Jankovic 2008, Whaley et al. 2011). Thus, 

overall, there has been a much stronger emphasis on the role of cortex than subcortex in 

cognition. 

Nevertheless, recent years have seen an emerging interest in subcortical contributions to 

cognition. Much of this attention has focused on the basal ganglia (a key component of the 

posited reptilian brain) and the cerebellum, not only for aspects of lower cognition but also for 

some higher aspects such as language (Kotz & Schwartze 2010, Mariën et al. 2014, Murphy et 

al. 2021, Schmahmann et al. 2019, Ullman et al. 2020, Vargha-Khadem et al. 2005). (We use the 

term higher cognition to refer to cognitive functions that appear to be found only in humans, in 

particular in their more complex forms; other functions are classified within lower cognition.) 

Indeed, the basal ganglia and/or the cerebellum has been implicated in a variety of disorders 

involving atypicalities in higher as well as lower aspects of cognition, including attention-

deficit/hyperactivity disorder (Dickstein et al. 2006), autism (Amaral et al. 2008), developmental 

language disorder (Ullman et al. 2020), dyslexia (Nicolson & Fawcett 2007, Ullman et al. 2020), 

dyscalculia (Evans & Ullman 2016), aphasia (Crosson et al. 2007, De Smet et al. 2013), alexia 

(Mariën et al. 2009), amusia (Sihvonen et al. 2016), and acalculia (Delazer et al. 2004, Roşca 

2009). Thus, some evidence implicates at least certain subcortical structures in some aspects of 
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cognition, including higher-level functions. 

 

1.1. Beyond the Tip of the Iceberg 

We posit that the subcortical contributions summarized above represent only the tip of the 

subcortical cognition iceberg. That is, we suggest that subcortical structures play much more 

extensive roles in human cognition than has generally been acknowledged. Specifically, we 

hypothesize that multiple subcortical structures throughout the brain—well beyond the basal 

ganglia and cerebellum—make significant contributions to multiple aspects of both higher and 

lower cognition. Indeed, even structures such as the basal ganglia that have been reasonably well 

studied regarding their cognitive contributions likely play much more substantial cognitive roles 

than has generally been recognized. For a discussion of the biases and methodological limitations 

that may explain why known or potential contributions of subcortical structures to cognition 

have not been emphasized more to date, see Supplemental Appendices 2 and 3, as well as 

Parvizi (2009). 

Extensive subcortical involvement is expected for both anatomical and evolutionary reasons. 

First of all, there are clear anatomical reasons to expect, a priori, that a wide range of subcortical 

structures should play prominent roles in human cognition. It has become clear that cognitive 

functions are carried out not by isolated structures but by brain networks (Bassett & Sporns 

2017, Bertolero et al. 2015). Until now, such networks have generally emphasized (neo)cortical 

structures, especially for higher-level cognitive functions such as language, reading, music, and 

math (Dehaene et al. 2004, Feng et al. 2020, Friederici & Gierhan 2013, Janata 2005, Yeo et al. 

2011). However, evidence from structural and functional connectivity studies suggests that these 

cortical regions are linked to subcortical structures throughout the brain, via direct connections as 

well as indirect connections through other (sub)cortical structures. For example, the basal ganglia 

are connected directly (e.g., through the striatum) and indirectly (e.g., via the thalamus) to 

neocortical regions across the cerebrum, including many that underlie higher cognition 

(Draganski et al. 2008, Postuma & Dagher 2006, Saunders et al. 2015). Even structures in the 

brainstem whose cognitive roles are much less well studied, such as the red nucleus and the 

pedunculopontine nucleus, show structural and/or functional direct and indirect connections with 

cortical regions subserving higher and lower cognition (Martinez-Gonzalez et al. 2011, Nioche et 
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al. 2009). Indeed, it is likely that all subcortical structures are directly or indirectly connected to 

multiple neocortical regions (Ji et al. 2019). Moreover, certain subcortical structures are the 

major loci of specific neurotransmitters (e.g., norepinephrine from the locus coeruleus and 

dopamine from midbrain structures) that play important cognitive roles thanks to their 

projections to (sub)cortical regions that underlie cognition (Sara 2009, Ullman et al. 2020). Thus, 

overall, the brain networks underlying higher as well as lower cognition should be expected to 

include subcortical as well as cortical structures. 

The expectation of subcortical contributions to cognitive networks is further strengthened by 

the sheer extent of subcortex in humans: The fruit below the rind is substantial. From a 

developmental structural perspective, cortex is but part of a part of a part of the entire brain 

(Haines 2004). That is, cerebral cortex is only part of the telencephalon, which additionally 

includes multiple subcortical structures. The telencephalon, in turn, is only part of the 

prosencephalon (forebrain), which also includes the diencephalon—all of which is subcortical. 

And the prosencephalon is only one part of the entire brain, which also includes the 

mesencephalon (midbrain) and rhombencephalon (hindbrain), which itself is made up of the 

metencephalon (pons and cerebellum) and the myelencephalon (medulla)—none of which are 

part of cerebral cortex. Beyond this developmental partitioning indicating the prevalence of 

subcortex, the actual number of subcortical structures underscores this point: The brain includes 

at least 80 subcortical (noncortical) structures and substructures (see the figures in this review 

and Supplemental Tables 1–4), not even including the cerebellum. Indeed, subcortical 

structures constitute approximately 18% (with the cerebellum representing 10% and the 

remaining subcortex 8%) of the total gray and white matter mass of the human brain (Azevedo et 

al. 2009). 

There are also strong evolutionary reasons to predict substantial subcortical contributions to 

cognition. Various lower-level cognitive functions that are not unique to humans, such as 

attention, executive function, working memory, and declarative memory, depend importantly on 

subcortical structures in nonhuman animals (Givens & Olton 1990, Vann & Aggleton 2004, 

Wright et al. 2015). The frequent preservation of structure–function mappings in evolution 

suggests a similar dependence in humans as well (Lee et al. 2013, Leszczyński & Staudigl 2016, 

Tsivilis et al. 2008). This logic may also extend to higher cognition, since in nonhuman animals 

possible analogs of or precursors to higher cognitive functions such as language or math also rely 
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on noncortical structures (Collins et al. 2017, Fitch 2000, Hage & Nieder 2016, Hunt et al. 2008). 

Subcortical cognitive roles may also be expected according to the basic evolutionary and 

biological principle of co-optation (exaptation), that is, the reuse of existing structures or 

mechanisms for new functions (Gould & Vrba 1982). It follows from this principle that cognitive 

functions in humans (as well as nonhuman animals) are likely to have piggybacked on cortical 

and subcortical structures that predate these functions—whether or not these structures have been 

modified further, either evolutionarily or developmentally, for these new functions (Dehaene & 

Cohen 2007; Ullman 2004, 2016). Thus, even cognitive functions that may be unique to humans 

are likely to depend on structures and mechanisms that predate the emergence of these functions, 

as well as Homo sapiens itself. Brain structures that subserve noncognitive functions sharing 

characteristics with cognitive functions, which may be co-opted to support these functions, are 

promising candidates, as are structures that underlie lower aspects of cognition that could be 

appropriated for higher-level cognitive functions. For example, evidence suggests that both 

noncognitive and lower cognitive functions involving the basal ganglia have been co-opted for 

language, such as motor functions for naming motor-related words like “hammer” (Johari et al. 

2019) and procedural learning for grammar (Ullman 2016). Even (sub)cortical substrates for 

higher cognition may be co-opted for other higher functions (e.g., as has been proposed by the 

“neuronal recycling hypothesis” for reading; Feng et al. 2020). Moreover, since structures can be 

co-opted for completely new functions (e.g., feathers seem to have evolved for thermal 

regulation, but then were co-opted for flight; Gould & Vrba 1982), subcortical structures might 

have been hijacked for aspects of cognition even if these structures previously subserved very 

different noncognitive (or cognitive) functions. Finally, given the functional flexibility conferred 

by neural plasticity, the reuse of older structures for new functions is particularly likely in the 

brain. Indeed, subcortical structures such as the basal ganglia and the cerebellum appear to show 

substantial plasticity (Hansel et al. 2001, Kreitzer & Malenka 2008), underscoring the likelihood 

of the reuse of these structures for new functions. 

2. A GUIDE TO TERRA COGNITA: A REVIEW OF THE KNOWN STRUCTURE–

FUNCTION MAP OF SUBCORTICAL COGNITION 

In this section, we comprehensively review the evidence to date on subcortical cognition. The 

review is comprehensive in that our search encompassed subcortical structures and substructures 
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throughout the brain and, moreover, targeted a wide range of both lower and higher cognitive 

functions, with a focus on the latter. However, we emphasize that our review is not systematic, in 

that not all relevant papers were included. For the methods employed in the review, see 

Supplemental Appendix 4. 

The review is designed to achieve two broad goals. First, it tests whether subcortical 

structures indeed play substantial roles across higher and lower cognitive domains. Second, the 

structure–function map generated by our review is designed to help researchers incorporate 

subcortical structures into existing or new theoretical frameworks, as well as to guide them in 

hypothesis-driven empirical research and in the interpretation of subcortical findings in data-

driven neurocognitive studies. 

Figures 1–4 present a graphical summary of the review. The figures show which higher and 

lower cognitive domains have been empirically linked to which subcortical (sub)structures 

throughout the brain: in the lower brainstem (medulla and pons; Figure 1a), upper brainstem 

(i.e., the midbrain; Figure 1b), diencephalon (Figure 2), and telencephalon (Figure 3); see also 

Figure 4 for lower-level substructures of the diencephalon and telencephalon. Our review 

identifies structure–function mappings on the basis of a wide range of evidence, including from 

neuroimaging, brain stimulation, electrophysiological, and lesion studies. The figures do not 

include any cortical regions, in either neocortex or allocortex. Thus, we exclude olfactory cortex, 

the hippocampus, and other medial temporal lobe allocortical regions. White matter structures 

are also excluded. In the interest of brevity, we do not include the cerebellum, which has perhaps 

been the best-studied subcortical structure regarding cognition (Caligiore et al. 2017, Mariën et 

al. 2014, Schmahmann et al. 2019). 
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Figure 1 Structure–function map of subcortical cognition for (a) the lower brainstem (medulla 

and pons) and (b) the upper brainstem (midbrain), with a focus on higher cognition. Evidence of 

cognitive involvement for each (sub)structure is indicated with different-colored circles (lower 

cognitive domains) and squares (higher cognitive domains). Within each subcortical 
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(sub)structure, the circles and squares are generally organized (top/down, left/right) according to 

their order in the legend. Specific functions and dysfunctions linked to each (sub)structure are 

listed in colored boxes for higher cognitive domains only. The figure is designed for illustrative 

purposes only, and thus the neuroanatomy of the subcortical structures (e.g., their sizes and 

shapes) is not exact. Because the auditory brainstem is composed of the inferior colliculus 

together with other structures, it is not shown in panel b; the parabigeminal nucleus is also not 

shown in this panel (for both of these, see Supplemental Table 2). For further details, including 

for specific lower cognitive and noncognitive (dys)functions, see Supplemental Table 1 (lower 

brainstem) and Supplemental Table 2 (upper brainstem). 
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Figure 2 Structure–function map of subcortical cognition for the diencephalon, with a focus on 

higher cognition. Evidence of cognitive involvement for each (sub)structure is indicated with 

different-colored circles (lower cognitive domains) and squares (higher cognitive domains). 

Within each subcortical (sub)structure, the circles and squares are generally organized 



 

 

11 

(top/down, left/right) according to their order in the legend. Specific functions and dysfunctions 

linked to each (sub)structure are listed in colored boxes for higher cognitive domains only. The 

neuroanatomy of the subcortical structures (e.g., their sizes and shapes) is not exact. For further 

details, including for specific lower cognitive and noncognitive (dys)functions, see 

Supplemental Table 3 (diencephalon). 
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Figure 3 Structure–function map of subcortical cognition for the telencephalon, with a focus on 

higher cognition. Evidence of cognitive involvement for each (sub)structure is indicated with 

different-colored circles (lower cognitive domains) and squares (higher cognitive domains). 



 

 

13 

Within each subcortical (sub)structure, the circles and squares are generally organized 

(top/down, left/right) according to their order in the legend. Specific functions and dysfunctions 

linked to each (sub)structure are listed in colored boxes for higher cognitive domains only. The 

neuroanatomy of the subcortical structures (e.g., their sizes and shapes) is not exact. Because the 

lentiform nucleus, dorsal striatum, and ventral striatum are all composed of other structures (e.g., 

the putamen and globus pallidus for the lentiform nucleus), they are not shown here (for these 

structures, see Supplemental Table 4). For further details, including for specific lower cognitive 

and noncognitive (dys)functions, see Supplemental Table 4 (telencephalon). 

 

Figure 4 Structure–function map of subcortical cognition for lower-level substructures of (a) the 

thalamus in the diencephalon and (b) the basal ganglia in the telencephalon, with a focus on 
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higher cognition. Evidence of cognitive involvement for each (sub)structure is indicated with 

different-colored circles (lower cognitive domains) and squares (higher cognitive domains). 

Within each subcortical (sub)structure, the circles and squares are generally organized 

(top/down, left/right) according to their order in the legend. Specific functions and dysfunctions 

linked to each (sub)structure are listed in colored boxes for higher cognitive domains only. The 

neuroanatomy of the subcortical structures (e.g., their sizes and shapes) is not exact. For further 

details, including for specific lower cognitive and noncognitive (dys)functions, see 

Supplemental Tables 3 (diencephalon) and 4 (telencephalon). 

Supplemental Tables 1–4 provide additional information over and above what is shown in 

the four figures. Specifically, these tables present lists of the specific functions and dysfunctions 

of lower cognitive domains that have been linked to each (sub)structure (only those for higher 

domains are shown in the figures), additional details on the (dys)functions listed in the figures 

for higher domains, noncognitive functions linked to each (sub)structure (see Section 3.1), and 

references to empirical studies and review articles for all entries. 

2.1. Evidence Suggests that Multiple Subcortical Structures Play Multiple Cognitive Roles 

As can be seen in Figures 1–4 and Supplemental Tables 1–4, a wide range of subcortical 

structures throughout the brain have been found to play roles in multiple aspects of cognition, 

including higher cognitive domains. The review thus supports the idea that subcortical cognition 

is extensive. The following observations on the review further elucidate subcortical contributions 

to cognition.  

First of all, the findings suggest cognitive roles for subcortical (sub)structures that have been 

essentially ignored until now in cognitive neuroscience, especially in the study of higher 

cognition. These include the inferior olivary complex, pons, periaqueductal gray, 

pedunculopontine nucleus, red nucleus, raphe nuclei, habenula, pineal gland, zona incerta, septal 

nuclei, and substantia innominata. Indeed, many of these structures, which are found from the 

lower brainstem up to the telencephalon, are probably not even on the cognitive radar of most 

cognitive neuroscientists. Yet the evidence from studies using a variety of methods, including 

electrophysiological, neuroimaging, stimulation, and lesion approaches, suggests that all of these 

structures play roles in cognition, including in aspects of higher cognition, across language 

(pons, periaqueductal gray, pedunculopontine nucleus, red nucleus, zona incerta), reading (pons), 

and music (inferior olivary complex, pons, periaqueductal gray). 

Our review further indicates that subcortical regions already well known by cognitive 
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neuroscientists to play noncognitive functions in fact also appear to underlie multiple aspects of 

cognition, including in higher cognitive domains. For example, the findings reveal that (portions 

of) the hypothalamus have thus far been implicated in attention, reward learning (reinforcement 

learning), declarative memory (episodic memory), nondeclarative memory (associative learning), 

other learning and memory (object learning and memory), and both language (language/word 

learning) and musical cognition (integration of tones and rhythms into music, mediation between 

reward and music listening, and other functions) (Figure 2; Supplemental Table 3). Along the 

same lines, the amygdala seems to underlie aspects of attention, working memory, reward 

learning and processing (motivating behavior through reward), declarative memory (episodic 

memory), nondeclarative memory (associative learning), social cognition (theory of mind), other 

cognitive functions such decision-making, and even language (aspects of both language 

acquisition and comprehension), reading, music (musical processing, musical creativity), and 

math (math anxiety) (Figure 3; Supplemental Table 4). These findings suggest that greater 

integration and communication between affective neuroscience, which has focused to a fair 

extent on these structures, and cognitive neuroscience, which has not, may be warranted. 

The figures and tables also reveal that subcortical structures that are often discussed 

regarding specific lower cognitive functions in fact play wider cognitive roles, in both lower and 

higher domains. For example, the basal ganglia, whose links to cognition have been particularly 

well studied, have often been discussed with respect to aspects of learning or executive function, 

mainly regarding portions of the striatum. Yet the evidence suggests that the basal ganglia 

(defined as a telencephalic set of structures; Figures 3 and 4b; Supplemental Table 4) are 

involved in a wide range of cognitive functions, including attention; executive function 

(cognitive control, planning); working memory; declarative memory; reward learning and 

nondeclarative memory, in particular procedural memory; other learning and memory (route 

recognition); decision-making; and various higher cognitive domains, including language 

(grammar acquisition, language control), reading, writing, music (processing of timing and 

rhythm, beat perception), and math (arithmetic fact retrieval, complex calculation, text problem-

solving). Moreover, the basal ganglia substrates of at least some of these cognitive functions 

extend beyond the striatum to the globus pallidus (Figures 3 and 4b; Supplemental Table 4), as 

well as to midbrain and diencephalic structures that are also generally considered to be part of 

the basal ganglia complex, namely the substantia nigra and subthalamic nucleus (Figures 1b and 
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2; Supplemental Tables 2 and 3).   

Finally, the findings presented in the figures and tables underscore the cognitive 

contributions of subcortical structures that are already reasonably well known to underlie 

cognition. In particular, our review shows that the thalamus, which is often discussed as a relay 

station for sensory, motor, and other functions but has also been implicated in cognition, appears 

to underlie multiple lower and higher cognitive domains. These include aspects of perceptual 

processing (higher-order visual object processing), attention, executive function (inhibitory 

control), working memory, reward processing, declarative memory, nondeclarative memory, 

other learning and memory (spatial memory), emotional cognition, social cognition, and other 

cognitive functions such as spatial navigation and decision-making, as well as higher domains, in 

particular language (lexical, semantic, and prosodic processing; category-specific naming; 

speech production; linguistic integration), reading (letter processing), writing, music (music 

perception and processing), and math (number processing, arithmetic calculations, exact 

addition) (Figures 2 and 4a; Supplemental Table 3). 

Whereas Supplemental Tables 1–4 and Figures 1–4 present structure–function mappings 

organized by subcortical structure, a clear exposition of this information organized by cognitive 

domain may also be useful. Thus, Supplemental Table 5 lists, for each domain (e.g., declarative 

memory, language), all the subcortical structures that have been associated with that domain, 

together with the particular functions and dysfunctions in that domain that these structures have 

been linked to. For example, the entry for language in this table lists the subcortical structures in 

the lower brainstem that have been associated with language, together with the particular 

language (dys)functions these structures have been tied to, and similarly for the upper brainstem, 

diencephalon, and telencephalon. The table contains the exact same information as 

Supplemental Tables 1-4 but presented by cognitive domain rather than by subcortical 

structure. An indication of this structure-function information organized by domain can also be 

gleaned from Figures 1–4, namely in the set of structures in which each colored circle (lower 

cognitive domain) or square (higher cognitive domain) is found. Sticking with the example of 

language, examining the burgundy squares across the four figures indicates the wide range of 

subcortical structures that underlie this domain. The evidence presented in Supplemental Table 

5 and the figures suggests that multiple aspects of cognition—including higher cognitive 

domains—depend on multiple subcortical structures, which contribute a variety of specific 
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functions. For example, they suggest that language involves numerous subcortical structures 

throughout the brain, including the pons (lower brainstem); the inferior colliculus, periaqueductal 

gray, pedunculopontine nucleus, red nucleus, and substantia nigra (upper brainstem); the 

thalamus, the mammillary bodies in the hypothalamus, and both the subthalamic nucleus and 

zona incerta in the subthalamus (diencephalon); and the amygdala and multiple substructures in 

the basal ganglia (telencephalon). Although our review focused on individual subcortical 

structures rather than networks (largely because most empirical studies also focus on individual 

structures), the aggregation of structures by function as shown in the figures and the table reveals 

the extent of subcortical involvement in the networks underlying cognition. Overall, the pattern 

underscores the conclusion that cortical networks for both lower and higher cognitive domains 

extend to subcortical structures.  

2.2. An Example of Subcortical Contributions to Higher Cognition: Lexical Functioning 

In the previous section, we discussed the breadth of subcortical roles in cognition that were 

revealed by our review. In this section, we examine the role of subcortex in one higher cognitive 

function in some depth to demonstrate how the review may be useful for furthering the 

understanding of subcortical contributions to particular aspects of cognition. We focus on lexical 

functioning, defined broadly as the learning and processing of lexical knowledge, including 

aspects of conceptual/semantics and phonology (Ullman 2007). As with other higher cognitive 

functions, research on this topic has concentrated on cortex, especially neocortex, and more 

recently on allocortex (e.g., the hippocampus) as well (Ullman 2007). 

As can be seen in Supplemental Table 5 and the figures, evidence in fact suggests that a 

wide range of subcortical (sub)structures, across the lower brainstem, upper brainstem, 

diencephalon, and telencephalon, subserve lexical functioning. Moreover, the findings reveal 

which particular subcortical structures have been implicated in which particular lexical functions, 

including aspects of word learning (the hypothalamus, specifically the mammillary bodies, and 

the lentiform nucleus in the basal ganglia), lexical retrieval (the lower brainstem not further 

specified; the pons; the thalamus; within the thalamus the centromedian nucleus, medial nuclear 

group/medial dorsal nucleus, lateral posterior nucleus, pulvinar nucleus, ventral nuclear group, 

ventral anterior nucleus, ventral lateral nucleus, and reticular nucleus; the subthalamic nucleus in 

the subthalamus; the striatum/neostriatum and lentiform nucleus and, more specifically, the 
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putamen and internal globus pallidus within the basal ganglia), conceptual/semantic processing 

(the pulvinar nucleus, ventral anterior nucleus, and ventral lateral nucleus within the thalamus; 

the caudate nucleus head, putamen, and internal globus pallidus within the basal ganglia), 

(lexical) phonological processing (the red nucleus, the basal ganglia, the caudate nucleus and 

globus pallidus within the basal ganglia), and other aspects of lexical processing (the pons, the 

inferior colliculus, the thalamus, the zona incerta in the subthalamus, the amygdala, and the 

nucleus accumbens). Moreover, subcortical contributions to these rather broad aspects of lexical 

functioning can be further specified. For example, Supplemental Table 5 and the figures reveal 

the particular subcortical structures that have thus far been implicated in specific tasks probing 

aspects of lexical retrieval such as verbal fluency tasks and (object) naming tasks.   

Although the exact contributions of the subcortical structures implicated in these aspects of 

lexical functioning, and how they work together and with cortex as a functional network, are not 

yet understood, we suggest that both their connectivity and the co-optation of existing functions 

can elucidate this issue. Take word learning, for which two subcortical structures have thus far 

been implicated: the mammillary bodies and the lentiform nucleus. The mammillary bodies 

underlie declarative memory (e.g., Supplemental Table 3) due to their close anatomical links 

with the hippocampi, each of which project to this structure via the fornix. Given that word 

learning has been linked to declarative memory, it is likely and indeed expected that the 

declarative memory functions of these hypothalamic structures have been co-opted to play a role 

in word learning (Ullman 2004, 2016). The lentiform nucleus (composed of the putamen and 

globus pallidus) likely makes distinct contributions to word learning. This structure has thus far 

been implicated in word learning during word memorization in a word list–learning task 

(Supplemental Table 5), which heavily relies on working memory. Given that (verbal) working 

memory been linked to the lentiform nucleus and its anatomical components (Supplemental 

Table 4), it seems plausible that the working memory function of this structure has been hijacked 

for word learning as well.  

We emphasize that this evidence for subcortical roles in word learning likely represents only 

a small portion of the true subcortical contributions—not only because subcortical roles in 

cognition have been neglected in general (see Section 2.3 and Supplemental Appendices 2 and 

3) but also because the neural substrates of word learning have probably been less well studied 

than those of word processing, which indeed has been linked to more subcortical structures. 
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Thus, further studies are clearly needed to elucidate the exact nature of subcortical contributions 

to word learning, as well as lexical functioning more generally. Nevertheless, we hope that our 

dive into the role of subcortex in lexical functioning, in particular word learning, has 

demonstrated the utility of our review in advancing the understanding of subcortical 

contributions to (higher) cognitive functions. 

2.3. Are the Findings Both Real and Important? 

One might argue that many of the findings discussed above and presented in the figures and 

tables do not reflect real effects but rather are false positives due to confounds, small sample 

sizes, insufficient correction for multiple comparisons, and so on. As with any set of findings, we 

agree that this is possible for some of the results. Nevertheless, we suggest that the overall 

pattern of subcortical contributions reported in the review, as well as a large number of the 

individual structure–function pairs, is real. 

Our comprehensive review revealed a myriad of structure–function mappings, across 

multiple subcortical structures and multiple lower and higher cognitive domains, from a large 

number of studies using a range of methods. This suggests that the overall contribution of 

subcortical structures to both lower and higher cognition is indeed substantial. That is, the 

amount and diversity of evidence argue against the possibility that the broad pattern of findings 

is spurious. This logic also applies to many of the individual structures whose cognitive roles are 

well studied, since these roles are often supported by converging evidence from an array of 

studies, with a variety of methodological approaches (Figures 1–4; Supplemental Tables 1–5). 

In fact, we suggest that the evidence reported in our review likely represents an undercount 

of subcortical contributions to cognition, given the biases and methodological limitations that 

have thus far hindered research on this topic (see Supplemental Appendices 2 and 3). 

Additionally, quite a few papers were likely omitted from our review, both because the review 

was not systematic and because we largely ignored certain lines of evidence, such as genetic or 

other molecular/cellular findings. Thus, even the findings reported in our comprehensive review 

likely capture a relatively small portion of the subcortical cognition iceberg. 

One might also argue that subcortical contributions to cognition are not important, even if 

they are real. In particular, it might be suggested that subcortical structures often play only 

secondary or supporting roles in cognition, especially for higher cognitive domains. This 
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argument could take different forms, two of which are laid out here. First, if a structure is known 

to subserve noncognitive roles such as motor or sensory functions, or lower cognitive roles such 

as attention or memory, then perhaps its roles in (higher) cognition should be interpreted as 

simply being due to those lower functions. For example, because evidence suggests that the 

neostriatum underlies motor functions, inhibitory control, working memory, and procedural 

memory, then perhaps its role in language should be attributed solely to one or more of these 

lower-level functions, which in turn are involved in language. On this interpretation, the 

neostriatum would not actually subserve language itself but rather these lower functions that then 

play roles in language. Second, whether or not a structure subserves a (higher) cognitive domain 

directly, if it plays roles only in relatively specific circumstances, then it could be argued that it 

should not be interpreted as making an important contribution in that domain and should not be 

considered to be part of the underlying brain network that supports it. For example, if a 

structure’s role in language appears to be restricted only or primarily to specific aspects of that 

domain (e.g., articulation or particular syntactic relations) or to certain contexts (e.g., during 

learning, or while processing certain types of stimuli such as emotion-related words), perhaps 

one should not interpret this structure as being important for language, or part of the “language 

network.” Note that the possible interpretations laid out in both scenarios in this paragraph would 

apply to cortical as well as subcortical structures. 

We take a different position and suggest that many if not most subcortical contributions to 

cognition are important—including contributions that one might argue are only secondary or 

supporting, such as in the scenarios described above.  

First of all, the figures and tables reveal that lesions or abnormalities of subcortical structures 

often lead to cognitive impairments, for higher as well as lower cognitive functions. Such 

dysfunction following damage has often been taken to suggest that the affected structures are 

necessary for cognition rather than simply being involved in supporting but nonessential roles 

(Mah et al. 2014, Rorden & Karnath 2004). Lesion evidence implicates a wide range of 

subcortical structures in (higher) cognitive functions (Figures 1–4; Supplemental Tables 1–5). 

For example, structures for which the listed symptoms or disorders affect various aspects of 

language include—but are not limited to—the inferior colliculus, red nucleus, pedunculopontine 

nucleus, substantia nigra, lateral posterior thalamic nucleus, pulvinar nucleus, ventral anterior 

thalamic nucleus, caudate nucleus, putamen, nucleus accumbens, and internal globus pallidus. 
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This lesion evidence suggests that these structures are indeed critical for language, despite the 

fact that many of the structures may fit the description in the first scenario above, namely they 

have often been thought of as primarily subserving lower (noncognitive or cognitive) functions. 

Moreover, the language dysfunctions associated with these structures range widely and include 

impaired comprehension of spoken words, stuttering, fluent aphasia, semantic jargon, 

paraphasia, semantic retrieval impairment, specific language impairment, overactive rule 

processing, and speech impairment. Underscoring the impact of subcortical lesions on (higher) 

cognition, cognitive impairments are included in the figures and tables not only as symptoms or 

disorders but also in the lists of cognitive functions associated with the various (sub)structures, 

since these lists also often include lesion studies. 

Thus, even lesion evidence alone counters the view that many subcortical structures simply 

play secondary or supporting cognitive roles. Rather, this evidence suggests that multiple 

subcortical structures are critical for human cognition, including in higher cognitive domains. 

We also point out that although subcortical lesions could lead to cognitive impairments due to 

the dysfunction of proximal or connected cortical regions (diaschisis) (Carrera & Tononi 2014, 

Mah et al. 2014), which could be taken to suggest that subcortical structures are not necessary for 

such cognitive functions, the converse is also true, in that cortical lesions leading to cognitive 

deficits could be due to the dysfunction of nearby or connected subcortical structures. 

What about those subcortical structures for which there does not yet appear to be lesion 

evidence implicating (higher) cognition, or for which the lesion evidence seems unclear? We 

suggest that many such structures may also contribute importantly to (higher) cognition. Just 

because lesion evidence has not yet been reported, or was not identified in our review or was 

unclear, does not mean that convincing lesion evidence will not be found. Moreover, if damage 

to a structure does not yield an impairment of a particular function, this would not imply that the 

structure is not important for the function. Not only is it a null result (which could have many 

explanations), but also, crucially, there may be other structures playing redundant roles for the 

function, which could take over the function and thus obscure the importance of the damaged 

structure (see Section 2.4 for further discussion). 

We also suggest that the possible interpretations presented above for the two scenarios are 

problematic in their own right. Regarding the first scenario, it would be difficult to empirically 

demonstrate that a particular (subcortical or cortical) structure only subserves a (higher) 
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cognitive function through the action of a lower one. Even if this were shown, it may be just as 

appropriate, or more so, to interpret the scenario as indicating that the structure simply underlies 

both the lower and higher functions (see Section 2.4 for further discussion). This interpretation 

seems even more appropriate if the structure appears to underlie the higher function via multiple 

lower functions (e.g., language via inhibitory control, working memory, and procedural 

memory), since its role in the higher function would be even more important, or if the structure’s 

role in the lower function(s) shows subspecialization (as a result of evolution or development) 

for a higher domain (e.g., verbal working memory for language), since its role would then in fact 

be for that domain. 

Similar arguments apply to the second scenario. It would be difficult to show empirically that 

a given structure underlies only one specific function of a domain or subserves the domain in 

only one specific context. Even if this were shown, it is not at all obvious that one should 

interpret the structure as not being part of the domain’s underlying brain network (also see 

Section 2.4). First, the structure is in fact playing a role, even if it might be argued in some cases 

that the role is not paramount for the domain (e.g., processing emotion-related words in 

language). Second, many specific roles are essential for a domain (e.g., articulation or certain 

syntactic relations for language). Third, many structures appear to play several specific roles in 

(higher) cognitive domains, indicating that the structures’ contributions to these domains are 

quite extensive. For example, even the amygdala, which historically has been tied closely to 

affect, does not appear to underlie only emotion-related functions in (higher) cognition (Figure 

3; Supplemental Table 4).  

2.4. What Is the Nature of (Sub)Cortical Contributions to Cognition? 

We have argued above that subcortical contributions to higher as well as lower cognition are not 

only widespread but also, broadly, both real and important. However, we have not yet discussed 

just how subcortical (and cortical) structures contribute to cognition, that is, what the overall 

nature of their contributions may be. Building on our review as well as prior work, in this section 

we present a theoretical framework of (sub)cortical cognition that may help interpret existing 

(sub)cortical contributions and predict new ones. The framework is premised on three principles.  

According to the first principle, subcortical and other brain structures (or substructures) often 

subserve core computations that can underlie a wide range of lower and higher functions 
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(consistent with co-optation), yielding mappings of one (structure) to many (functions) (Genon et 

al. 2018, Pessoa 2014). For example, something akin to selection may constitute the core 

computation of the basal ganglia (Ullman et al. 2020), with this computation emerging from the 

interplay between the direct and indirect pathways within the structure, leading to the 

disinhibition of selected cortically based representations and the inhibition of other 

representations (Friend & Kravitz 2014). This basic computation may underlie a wide range of 

functions (Stephenson-Jones et al. 2011), as suggested by the variety of lower and higher 

cognitive abilities supported by the basal ganglia such as inhibitory control, working memory, 

planning and switching, lexical retrieval, procedural memory, and grammar acquisition. In some 

cases, the selection computation may play a reasonably transparent role in the function (e.g., 

inhibitory control, working memory, lexical retrieval), while in others the role of selection may 

be more subtle (Ullman 2016, Ullman et al. 2020). For example, in procedural learning 

(including of sequences, categories, and grammar), the basal ganglia may be selecting a cortical 

representation of the predicted outcome (e.g., the next item in a sequence), with learning 

occurring (modifying cortical-basal ganglia-cortical connections to the selected representation) 

on the basis of the correctness of the predicted outcome (Ullman et al. 2020). We suggest that the 

existence of specific and possibly fixed core computations such as selection is widespread 

among subcortical (sub)structures, though such computations may also be found in portions of 

cortex, including allocortex and sensory and motor neocortex. In contrast, association neocortex 

may generally have greater computational and representational flexibility. Based on the evidence 

from our review as well as the vast literature on cortical function, the interplay between these 

contributions—as seen, for example, in the relation between the basal ganglia and cortex—

appears to be critical for cognition. 

The second principle posits that each lower or higher cognitive function relies on a network 

of supporting structures, constituting mappings of many (structures) to one (function) (Pessoa 

2014, Uddin et al. 2019). That is, each function (e.g., working memory, lexical retrieval, 

grammar, or language) depends on many structures or even many sets of structures, or circuits 

(or streams or pathways). These (sets of) structures work together in at least two ways. First, 

consistent with a traditional view of networks, they can play complementary roles. That is, the 

different structures or circuits make different contributions to a given function or domain. For 

example, the dorsal and ventral streams are thought to play largely distinct functional roles in 
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vision or language (Friederici & Gierhan 2013). Second, we suggest that different structures or 

circuits can also play analogous functional roles and thus may be considered at least partly 

redundant (Pessoa 2014, Ullman 2016, Ullman et al. 2020). For example, evidence indicates that 

learning sequences, categories, grammar, and other skills can depend not only on basal ganglia–

based procedural memory but also on hippocampal-based declarative memory (both of whose 

circuits involve cortical and subcortical structures) (Ullman 2016, Ullman et al. 2020).  

And according to the third principle, the contributions of (sub)cortical structures and circuits 

in a functional network are dynamic in that these contributions can vary across conditions, 

including at different points in time (e.g., during learning versus processing or at different points 

during learning or processing), in different contexts (e.g., with different kinds of input, with 

different stimuli, and so on), and even for different individuals or populations (Uddin et al. 2019, 

Ullman 2016, Ullman et al. 2020). Structures can vary dynamically in their contributions in 

different ways. First, any single structure or circuit (e.g., the basal ganglia) may play different 

roles (e.g., inhibitory control, working memory, lexical retrieval, procedural memory) in 

different conditions (e.g., at different points during learning or processing) in its support of a 

given function or domain (e.g., language). Second, two or more structures/circuits in a functional 

network can make both (complementary) and similar (redundant) contributions with respect to 

each other, with the nature of these contributions varying across conditions. For example, in 

language, the declarative memory circuit appears to be necessary for learning lexical 

information, whereas the procedural memory circuit is often relied on for learning grammar, and 

thus in this case the two circuits play complementary roles, which may indeed occur at different 

points during language learning (Ullman et al. 2020). However, as we have seen above, learning 

grammar (and sequences, categories, and other skills) can also rely on declarative memory, and 

thus the two learning circuits can also play redundant roles in language. Crucially, the extent to 

which grammar (and these other skills) depends on one versus the other circuit varies 

dynamically across conditions, including as a function of time (e.g., these skills can rely more on 

declarative memory early on during learning and more on procedural memory later on), learning 

context (e.g., more on declarative memory with explicit input, or with slow or no feedback, and 

more on procedural memory without explicit input or with rapid feedback), and population (e.g., 

more on declarative than procedural memory for females than males, adults than children, 

second than first language, and patients with procedural memory deficits such as those with 
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Parkinson’s disease or developmental language disorder as compared to healthy controls, and so 

on) (Ullman 2016, Ullman et al. 2020).  

Thus, our explanatory framework posits that (sub)cortex underlies cognition via a system of 

many-to-many mappings between structures and functions (many structures supporting each 

function, as described in the second principle, and each structure supporting many functions, as 

described in the first principle), in which the contributions of structures to a given function can 

vary dynamically across conditions. We refer to this framework as the MaMa (many-to-many) 

dynamic network model of brain and cognition.  

According to MaMa, the network underlying a given cognitive function is not composed of a 

small set of structures [e.g., a few cortical regions in what is often called the language network 

(Fedorenko & Thompson-Schill 2014, Friederici & Gierhan 2013)] but rather involves numerous 

subcortical and cortical structures that can play a variety of (complementary and redundant) 

roles, which can vary across different points in time, different contexts, and different individuals 

and populations. In this view, all structures contributing to a function are part of the network for 

that function, even if some may be more critical than others and most if not all also underlie 

other functions. Certain structures may be more critical at least partly because their core 

computations underlie more than one role for a given function or domain. For example, both the 

basal ganglia and Broca’s region appear to play multiple roles in language at different levels 

[e.g., inhibitory control, working memory, procedural memory, grammar, lexical retrieval 

(Ullman 2006)] and thus are especially important for this domain. We also emphasize that 

anatomical subspecialization within a structure is consistent with our framework, since different 

portions of a given structure could become specialized for different functions (e.g., the parallel 

loops or channels within the basal ganglia that have different cortical connectivity and subserve 

different motor or cognitive functions) as a result of evolution and/or development, even if the 

same basic computation underlies these functions (Stephenson-Jones et al. 2011, Ullman 2020, 

Ullman et al. 2020). 

MaMa makes a range of testable predictions. Networks underlying both higher and lower 

cognitive functions should encompass subcortical as well as cortical structures. Subcortical and 

other structures in the network will often have underlying core computations. These can support 

multiple roles for a given function or domain (e.g., inhibitory control and procedural memory for 

language), as well as different functions/domains altogether, perhaps in part via the same roles 
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(e.g., inhibitory control and procedural memory for math). A given network includes multiple 

structures or circuits, which can play complementary and/or redundant roles with respect to each 

other. The dependence on particular structures or circuits in a given network is dynamic in that it 

varies across a range of conditions, examples of which are laid out above.  

Overall, the MaMa model suggests that our understanding of brain function in cognition 

could benefit from focusing on particular key issues. First, future research should probe the 

existence and nature of core computations of subcortical and other structures, how these 

computations underlie the functions that are subserved by these structures, and how the 

computations emerge from the underlying neurobiology of the structures, including their 

molecular/cellular bases and their connectivity (Friend & Kravitz 2014, Stephenson-Jones et al. 

2011). Thus, our framework may facilitate the further integration of cognitive neuroscience, 

computational neuroscience, and molecular/cellular and systems neuroscience. Second, targeted 

investigations of each functional network should examine which structures play which 

complementary and/or redundant roles, how the structures interact [e.g., do they compete with 

each other (Ullman et al. 2020)], under what conditions their roles change dynamically, and how 

this takes place. All in all, we hope that the MaMa dynamic network model can advance our 

understanding not only of subcortical contributions to cognition but of brain function in 

cognition more generally. 

 

3. EXPLORING TERRA INCOGNITA: HOW WE CAN EXPAND THE STRUCTURE–

FUNCTION MAP OF SUBCORTICAL COGNITION 

Section 2 presents the known structure–function map of subcortical cognition and how it may be 

interpreted. However, evidently not all aspects of subcortical cognition have already been 

discovered—particularly given the biases and methodological limitations that have thus far 

stymied progress in understanding subcortical cognition (Supplemental Appendices 2 and 3). In 

this section, we propose a road map for expanding the map of subcortical cognition. First, we 

suggest where to look for new structure–function mappings, on the basis of anatomical and 

evolutionary principles. Second, we lay out just how such mappings can be revealed, by 

describing specific methodological approaches that are appropriate for examining subcortical 
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roles in cognition. 

3.1. Where to Look: Leveraging Anatomical and Evolutionary Principles 

As discussed in Section 1.1, a major reason why subcortical structures are expected to play 

prominent roles in (higher) cognition is that they are widely connected—via both direct 

connections and indirect connections through other (sub)cortical structures—to cortical regions 

that have already been shown to underlie (higher) cognition. It follows straightforwardly that 

subcortical structures that show strong structural or functional connectivity with cortical regions 

implicated in particular cognitive functions are also likely to subserve these functions. Such 

subcortical structures thus constitute excellent candidates for new structure–function mappings. 

Along the same lines, subcortical (and, indeed, cortical) structures connected to other subcortical 

structures that underlie particular cognitive functions are also promising candidates for 

subserving those functions. Thus, overall, previously undiscovered cognitive functions of 

subcortical structures may be identified by leveraging structural and functional connectivity 

between these structures and other (sub)cortical structures that have already been shown to 

underlie cognitive functions. 

Evolutionary principles can also be leveraged to discover new structure–function mappings 

(also see Section 1.1). First, if a subcortical (or cortical) structure in nonhuman animals underlies 

a particular cognitive function (e.g., working memory) or an apparent precursor to a human 

(higher) cognitive function (e.g., language), this structure or its homolog might be expected to 

subserve such functions in humans as well. Second, following the principle of co-optation, 

(sub)cortical structures may be hijacked for cognitive functions. At least three kinds of 

subcortical (and cortical) co-optation for cognitive functions may be expected. 

First, subcortical structures underlying noncognitive functions in humans or other animals 

may have been co-opted for cognitive functions, particularly those with analogous computations 

or characteristics. For example, if a structure is involved in temporal processing, it may have 

been co-opted to play a role in music processing, whereas if a structure is involved in arousal, it 

may also play a role in attention. In order to facilitate the identification of noncognitive functions 

that may have been co-opted for cognition, for each (sub)structure in Supplemental Tables 1–4 

we have included the noncognitive functions (in addition to the cognitive functions) associated 

with that structure—for example, autonomic, sleep, arousal, sensorimotor, and (noncognitive) 
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emotion- and motivation-related functions. Note that these noncognitive functions are not shown 

either in Supplemental Table 5 or in the figures. 

As shown in Supplemental Tables 1–4, there are indeed hints that subcortical structures that 

have not yet been clearly implicated in (higher) cognitive functions might subserve such 

functions as a result of co-optation from noncognitive functions. For example, the timing 

functions of the inferior olivary complex in the medulla oblongata signal that this substructure 

could play similar roles in cognitive domains; in fact, it has been implicated in the perception of 

complex rhythms, and thus might also contribute to musical cognition (Supplemental Table 1). 

Similarly, the role of the pineal gland in sleep suggests a possible role for this structure in 

alertness or attention, as indeed may be the case (Supplemental Table 3). Other such indicators 

of possible co-optation are left to the reader. 

Second, subcortical structures subserving lower cognitive functions—again, whether in 

animals or humans—may have been co-opted for higher functions in humans. For example, 

working memory may be expected to play key roles in language, math, and other higher 

domains, since these often require information to be temporarily maintained and manipulated 

(Gathercole & Baddeley 2014, Logie et al. 1994). Thus, subcortical (and cortical) structures 

supporting working memory may have been co-opted for these higher-level functions, whether 

or not the structures have become subspecialized for these functions as a result of evolution 

and/or development. Similarly, higher cognitive domains require substantial learning and thus 

may be expected to depend on preexisting learning and memory circuits such as declarative and 

procedural memory, which could have been co-opted to support them (Evans & Ullman 2016, 

Ullman et al. 2020). For example, the procedural learning roles of the basal ganglia may be 

expected to underlie learning higher-level cognitive domains. Indeed, evidence already supports 

this hypothesis for language (Ullman 2016, Ullman et al. 2020), and recent findings suggest that 

it may hold for aspects of reading and math as well (also see Supplemental Table 5) (Earle et al. 

2020, Evans & Ullman 2016, Lum et al. 2013).  

More generally, subcortical structures that subserve lower (noncognitive or cognitive) 

functions that have already been shown to underlie particular (higher) cognitive functions 

constitute especially promising candidates for subserving these functions as well. For example, 

exactly because working memory and procedural memory appear to play roles in language and 

other higher domains, any (sub)cortical structure that underlies these lower functions may also 
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subserve these domains. Along the same lines, if one lower cognitive function (e.g., inhibitory 

control) has been linked to another (e.g., working memory), then a (sub)cortical structure that has 

thus far been shown to underlie only one of these may also support the other. 

Third, subcortical structures supporting certain higher-level cognitive functions may have 

been co-opted for other higher functions. For example, given the similarities between language 

and music, it has been suggested that the neurocognitive underpinnings of one may have been 

co-opted for the other (Fitch 2005, Patel 2003). Indeed, as our review shows, language and music 

seem to share some subcortical substrates (e.g., the pons, inferior colliculus, and basal ganglia, 

including both the caudate nucleus and putamen). Importantly, those subcortical structures that 

have been implicated thus far in only one of these domains (e.g., the hypothalamus and 

interpeduncular nucleus in music) serve as potential candidates for the other. Similar 

comparisons and identification of lacunae in the figures and tables, which are left to the reader, 

could be examined for any pair of (potentially) related cognitive functions, such as language and 

reading, or language and math. 

Overall, we encourage readers to carefully examine the noncognitive as well as lower and 

higher cognitive roles of the (sub)structures in the figure and tables with the goal of identifying 

possible analogous roles in cognitive processing that might have emerged through co-optation. 

Moreover, because structures can be co-opted for quite different functions (Section 1.1), co-

optation may be expected even for aspects of cognition that might not, at first blush, resemble the 

original functions. Thus, the functions in the figures and tables should be examined with a truly 

open mind.  

3.2. How to Look: A Guide to Appropriate Methodologies for Revealing Subcortical 

Cognition 

Identifying where subcortical contributions to cognition are likely to be found is only a first step 

in furthering our understanding of subcortical cognition. In addition, just how subcortical 

cognition is investigated is critical. Appropriate investigations require not only appropriate 

experimental designs but also appropriate methodologies. Not all techniques or data processing 

and analysis approaches are equally well suited for assessing whether subcortical structures 

underlie cognitive functions. As discussed in Supplemental Appendix 3, some approaches are 

inherently less apt for probing subcortical cognition, while others are often misinterpreted for 
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this purpose or have failed to employ more recent technological, data processing, or analysis 

advances that can facilitate the investigation of subcortical cognition. Here we provide a brief 

guide that is designed to help researchers select the most appropriate methods for revealing 

subcortical cognition. 

Various approaches can be used to probe subcortical cognition in functional and structural 

magnetic resonance imaging (MRI) studies. To begin with, researchers should simply avoid 

cortical biases, including of analysis and interpretation, of the sort described in Supplemental 

Appendices 1–3. Acknowledging the known subcortical–cognitive mappings presented in our 

review should help in this respect. The use of appropriate techniques is also critical and can 

overcome some of the methodological limitations described in Supplemental Appendix 3. 

Hypothesis-driven focal scanning of subcortical structures should overcome some of the 

problems associated with the smaller volumes of many of these structures, such as lower signal-

to-noise ratios. The use of higher-field scanners (e.g., 7 T, 10.5 T) would be appropriate, as these 

yield increased signal-to-noise and contrast-to-noise ratios as well as smaller voxels and thus 

increased spatial resolution. Functional MRI (fMRI) sequences that substantially increase the 

signal-to-noise ratio should be used, such as the three-shot spiral dual-echo out-out sequence, 

which has recently been successfully employed in the investigation of small subcortical 

structures (Savjani et al. 2018). Appropriate MRI data processing and analytic approaches can 

also help to more accurately characterize subcortical cognition. For example, anatomical 

alignment across subjects can be improved by using specialized atlases for subcortical structures 

(Diedrichsen 2006, Feng et al. 2017). The signal-to-noise ratio can be ameliorated with analytic 

techniques that reduce motion and other noise, such as measuring nonneuronal physiological 

fluctuations (e.g., pulse, breathing) simultaneously with fMRI acquisition and controlling for 

such measures using modeling approaches (Caballero-Gaudes & Reynolds 2017). Finally, even 

with whole-brain imaging, the use of hypothesis-driven anatomically defined regions of interest 

and small-volume correction can mitigate the problem of small cluster sizes in corrections for 

multiple comparisons (Poldrack 2007). 

Studies employing transcranial electrical stimulation (tES) methods, such as transcranial 

direct current stimulation (tDCS), can also use various approaches to help reveal subcortical 

cognition. Although, as mentioned in Supplemental Appendix 3, early current-flow models 

suggested that the current may be strongest under the anode (Miranda et al. 2006), more recent 



 

 

31 

computational modeling studies indicate that some conventional tDCS montages induce 

increased current flow in subcortical structures as well (DaSilva et al. 2015, Parazzini et al. 

2011). Moreover, neuroimaging studies have revealed tES‐driven alterations of subcortical areas 

that may be functionally connected to the stimulated cortical area (Chib et al. 2013, Keeser et al. 

2011). These modeling and neuroimaging studies suggest that tES can indeed be used to 

stimulate subcortical structures, with either direct targeting (through specific montages resulting 

in the current reaching its global maxima in specific structures below the cortical mantle) or 

indirect targeting (by leveraging cortico-subcortical connectivity) (Santarnecchi et al. 2015). 

Direct targeting of subcortical structures should use state-of-the-art neuroanatomical target 

analysis (with high-resolution realistic head models) (DaSilva et al. 2015) to determine optimal 

electrode montages for subcortical targets, in hypothesis-driven research. The precision of 

subcortical stimulation can be increased both with structural MRI prior to stimulation, to 

improve the model, and with confirmatory fMRI during or soon after stimulation. Similarly, 

indirect targeting of subcortical structures may be improved by performing fMRI prior to tES, in 

order to determine subject-specific functional connectivity maps and to select cortical 

stimulation sites on the basis of their functional connections with the subcortical structure(s) of 

interest. Additionally, as in direct targeting, fMRI may be used during and/or after stimulation to 

monitor how cortico-subcortical networks are affected by the stimulation (Chib et al. 2013). 

Finally, recent advances in stimulation devices and the modeling of tES-induced electric fields 

enable multisite stimulation, which can further support a network-oriented approach for 

transcranial stimulation (Santarnecchi et al. 2015). Such multisite stimulation may be used to 

stimulate multiple cortico-subcortical networks simultaneously, for example, by downregulating 

one network and simultaneously upregulating another. 

Intracranial brain recording and stimulation may also be fruitful for the investigation of 

subcortical cognition. Indeed, the use of both cortical and depth intracranial electrodes, including 

in subcortical structures, is becoming increasingly common, both presurgically (e.g., for 

intractable epilepsy and tumors) and therapeutically (e.g., for Parkinson’s disease, essential 

tremor, dystonia, alcohol dependence, Tourette syndrome, depression) (Engel et al. 2005, Hariz 

& Robertson 2010, Lachaux et al. 2012). For example, the subthalamic nucleus, globus pallidus, 

and thalamus are all frequent therapeutic targets for movement disorders, including in 

Parkinson’s disease, idiopathic dystonia, and essential tremor (Brandt et al. 2015, Eltahawy et al. 
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2004, Papavassiliou et al. 2004), while the nucleus accumbens is targeted in obsessive-

compulsive disorder, major depression, and alcohol dependence (Bewernick et al. 2012, Heinze 

et al. 2009, Münte et al. 2008), and the lateral geniculate nucleus in photosensitive epilepsy 

(Krolak‐Salmon et al. 2003). Intracranial recording has a spatial precision comparable to that of 

fMRI and a temporal precision similar to that of scalp electroencephalography (EEG) and 

magnetoencephalography (MEG), combined with a higher signal-to-noise ratio than these 

methods. Therefore, it offers a unique opportunity for direct investigations of the neural 

mechanisms in focal neuronal populations such as in subcortical structures. 

Although the spatial precision of scalp MEG and EEG (M/EEG) is lower than that of fMRI, 

the temporal precision of these techniques provides a valuable view into brain activity. 

Importantly, scalp M/EEG signals reflect subcortical as well as cortical activity (Supplemental 

Appendix 3). Indeed, newer M/EEG source estimation models include certain deep brain 

structures, taking into account their neural characteristics (e.g., cell types, cell density, volume, 

and distance from the cortical surface), thus enabling the reconstruction of activity in a number 

of subcortical structures, including the basal ganglia, thalamus, and amygdala (Attal et al. 2007, 

Krishnaswamy et al. 2017). Moreover, in the absence of source modeling, the mere knowledge 

of the role of subcortical structures in cognition, and their contributions to the M/EEG signal, 

should lead to greater caution in attributing M/EEG patterns (e.g., in event-related potential 

studies) to cortical sources (Supplemental Appendix 3). 

Transcranial magnetic stimulation (TMS) can also be used to probe for subcortical cognition. 

First of all, emerging evidence indicates that subcortical structures are affected by cortical TMS 

via their functional connections (Li et al. 2004, Strafella et al. 2001). Even common commercial 

TMS devices can be used for indirect targeting when combined with prior fMRI to determine 

subject-specific cortical stimulation sites on the basis of their functional connections with the 

subcortical structure(s) of interest (Ulrich et al. 2018). Additionally, as with tES, targeted 

stimulation efficacy can be monitored by fMRI soon after stimulation. Such prior and 

confirmatory fMRI has been used successfully for indirect targeting with theta-burst TMS to 

leverage the functional connectivity between the ventral tegmental area and ventrolateral 

prefrontal cortex (Ulrich et al. 2018). In addition, recently developed Halo coils are capable of 

deep TMS, with improved stimulation penetration depths of up to 6 cm, enabling the direct 

stimulation of subcortical structures (Roth et al. 2007). It must be kept in mind, however, that 
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even though these new coils are capable of deep TMS, they do not spare the superficial (cortical) 

regions from being stimulated. Nevertheless, this limitation may be overcome by well-planned 

experimental designs (e.g., comparisons of cortical versus deep TMS) and by monitoring the 

effect of TMS on the stimulated cortical and subcortical structures with fMRI.  

Note that the use of functional near-infrared spectroscopy (fNIRS) for revealing subcortical 

cognition is less clear than the techniques discussed above, since in most fNIRS systems the 

typical depth sensitivity is approximately 1.5 cm (Quaresima et al. 2012). Nevertheless, future 

advances (e.g., the development of depth-compensated diffuse optical tomography) may 

overcome this limitation (Tian & Liu 2014), potentially enabling the use of fNIRS in the study of 

subcortical cognition. 

Thus, a variety of current and incipient methodologies may be effectively used to reveal 

subcortical cognition. This can be done both directly [e.g., with (f)MRI, tES with specific 

montages, intracranial brain recording and stimulation, EEG and MEG with newer source 

estimation models, and deep TMS] and indirectly, taking advantage of cortico-subcortical 

networks (e.g., using tES or TMS to stimulate cortical sites that are functionally connected to 

subcortical structures of interest).  

Finally, we emphasize the importance of hypothesis-driven research in the investigation of 

subcortical cognition. That is, subcortical structures and their functions should be tested in 

hypothesis-driven studies, using appropriate methods. Nevertheless, since not all cognitive 

neuroscience is strongly hypothesis driven, and serendipitous results can be obtained even in 

hypothesis-driven research, at the very least techniques should be used that do not bias results in 

favor of cortical (or subcortical) structures, or, if they do, this should be clearly acknowledged. 

4. IN CLOSING 

Overall, this review aims to stimulate interest in subcortical cognition, in particular for higher 

cognitive domains and for the multitude of subcortical structures across the brain, even beyond 

those that have already been reasonably well studied. Enhancing research in subcortical 

cognition is likely to significantly advance our understanding of both cognitive function and 

dysfunction, as well as the nature of subcortical structures themselves, and could lead to 

important translational benefits. The time may be ripe to shine light on the fruit below the rind. 
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