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Abstract: 

In this work we propose a novel network formulation for joint representation 

of cross-modal audio and visual information base on metric learning. We 

employ a distance learning framework as a training procedure. For this 

purpose we introduce an elastic matching network (EmNet) and a novel 

loss function to learn the shared latent space representation of multi-modal 

information. The elastic matching network is capable of matching given 

face image (or audio voice clip) from diverse number of audio clips (or face 

images). We quantitatively and qualitatively evaluate the purposed 

approach on the standard audio-visual matching evaluation dataset, the 

over-lap of VoxCeleb and VGGFace by both multi-way and binary audio-

visual matching tasks. The promising performance comparing to the 

existing methods verifies the effectiveness of the proposed approach, 

which yields to a new state-of-the-art for cross-modal audio-visual 

matching. 
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