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ABSTRACT Nowadays the critical sector of transport becomes progressively more dependent on digital
technologies to perform essential activities and develop novel efficient transport services and infrastructure
to empower economic and social cohesion exploiting the economic strengths of the European Union (EU).
However, although the continuously increasing number of visitors, entering the EU through land-border
crossing points or seaports, brings immense economic value, novel border control solutions, such as mobile
devices for passenger identification for land/sea border control, are essential to precisely identify passengers
‘‘on the fly’’ ensuring their comfort. Nevertheless, these devices are expected to handle highly confidential
personal data and thus, it is very likely to become an attractive target to malicious actors. Therefore, to ensure
high level of device security without interrupting border control activities, strong secure and usable user
authentication mechanisms are required. Towards this direction, we, firstly, discuss risk-based and adaptive
authentication for mobile devices as a suitable approach to deal with the security vs. usability challenge
and a novel risk-based adaptive user authentication mechanism is proposed to address this challenge.
Afterwards, a set of popular Machine Learning (ML) classification algorithms for risk-based authentication
was tested and evaluated on the HuMIdb (Human Mobile Interaction database) dataset to identify the most
appropriate ones for the proposed mechanism. The evaluation results demonstrated impact of overfitting
(i.e., accuracy: 1,0000) and therefore, we considered novelty detection algorithms to overcome this challenge
and demonstrate high performance. To the best of our knowledge, this is the first time that novelty detection
algorithms have been considered for risk-based adaptive user authentication showing promising results
(OneClassSVM 0,9536, LOF 0,9740, KNN_average 0,9998).

INDEX TERMS Adaptive user authentication, border control security, mobile passenger ID devices,
risk-based user authentication.

I. INTRODUCTION
Innovative services and products are progressively becom-
ing integral parts of our day-to-day lives in a wide spec-
trum of applications. Nevertheless, with every advancement
towards the connectivity of people, things, and processes,
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our dependence on technology rises, and so too does our
exposure to risks from cyber, underlining the importance of
cybersecurity in our daily lives [1], [2]. Specifically, in mod-
ern organizations, the exponential increase of interconnected
devices combined with the extensive deployment of artificial
intelligence in organizational processes expands the organi-
zations’ open surface to cyberattacks [1]–[4]. Consequently,
it is of outmost importance to understand that although
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digitalization creates enormous economic benefits and oppor-
tunities providing solutions for the challenges that Europe
is currently facing, at the same time it exposes the soci-
ety and economy to security threats. Critical sectors such
as transport become progressively more dependent on dig-
ital technologies to perform their essential activities and
develop novel efficient transport services and infrastructure
to empower economic and social cohesion, and to exploit the
economic strengths of the EU [5], [6]. For instance, although
the continuously increasing number of visitors entering the
EU through land-border crossing points and/or seaports
brings immense economic value, novel border control solu-
tions, such as mobile devices for passenger identification
for land and sea border control, are essential to precisely
identify passengers ‘‘on the fly’’ ensuring their comfort and
safety [6], [7].

However, these devices are expected to handle highly sen-
sitive and confidential personal data and thus, it is very likely
to become an attractive target to malicious actors in terms of
data misuse, data loss and data theft [6], [8]. In particular,
the authors in [9] highlighted that the main aim of attackers
is to gain access to sensitive and confidential personal data
by surpassing the authentication process using the user’s
identity information (e.g., brutal-force, observation, guess-
ing, impersonation attacks [9]) or refer to other techniques
(e.g., hacking the database in the remote server or intercepting
data transmission) and use those data in a malicious manner
conducting non-permitted actions. Therefore, to ensure high
level of device security and protect sensitive data handled by
this type of devices, strong user authentication mechanisms
are required to establish confidence in the claimed identity of
the user verifying their identity, as a prerequisite to allowing
access to the device’s resources [10]–[14]. Since this type of
mobile devices falls into the category of public safety devices,
we explored public safety mobile authentication approaches.
NIST Special Publication 8080 [15] acknowledged that most
of the current authentication methods are infeasible for public
safety use in the field as they are practically not convenient
for the first responders such as the land and sea border control
officers. Consequently, it is of utmost importance to research,
design and implement novel secure and usable user authen-
tication mechanisms that will increase the level of device
security of the passenger identification mobile devices while
ensuring that border control officers at land and sea borders
will be able to complete their missions in an efficient and
effective manner [6].

Nevertheless, security and usability are often thought of
as being contradictive [6]. Risk-based and adaptive user
authentication types have been extensively proposed in the
literature to deal with this security vs. usability challenge
[6], [7], [14]. In particular, these two types of user authen-
tication in combination have been shown to enhance the
reliability of the whole authentication process without inter-
rupting the user’s normal activity [16], dynamically authen-
ticating a legitimate user throughout their entire interaction
with the mobile device. Towards this direction, we, firstly,

provide a review of related work on user authentication solu-
tions for mobile devices, discuss the security vs. usability
challenge, and then present background concepts on risk-
based and adaptive authentication. Our objective is to pro-
vide a foundation for organizing research efforts towards the
design and development of effective and efficient risk-based
adaptive user authentication mechanisms for mobile passen-
ger identification devices used by border control officers
at land and sea borders. Besides that, a novel risk-based
adaptive user authentication mechanism is proposed. After-
wards, we focus on the investigation of the performance of
a set of the most popular classification algorithms for risk-
based authentication, namely k-Nearest Neighbor (k-NN),
Decision Tree (DT), Support Vector Machine (SVM), and
Naïve Bayes (NB). We train and test these classification
algorithms over the same data of the HuMIdb dataset, which,
to the best of our knowledge, is the most recent and publicly
available dataset for behavioral user authentication [17], [18].
The performance of the classification algorithms is evaluated
by the evaluation metrics of accuracy, precision, recall, and
F1-score. However, the evaluation results demonstrate impact
of overfitting and therefore, we consider the following nov-
elty detection algorithms to overcome the challenge of over-
fitting: one-class Support Vector Machine (OneClassSVM),
Local Outlier Factor (LOF), and KNN_average (i.e., KNN
configured properly for novelty detection). All of them
demonstrate a high performance. To the best of our knowl-
edge, this is the first time that novelty detection algo-
rithms have been considered for risk-based adaptive user
authentication.

Following the Introduction, the rest of the paper is orga-
nized as follows. Section II presents: (i) a review of related
work on user authentication solutions for public safety and
mobile devices, (ii) the security vs. usability challenge,
(iii) the concept of the risk-based user authentication, (iv) the
concept of the adaptive user authentication, (v) the HuMIdb
dataset, as well as (vi) classification algorithms for risk-based
authentication. In Section III, a proposed risk-based adaptive
user authentication mechanism is provided, while Section IV
presents the performance evaluation of a set of four popular
ML classification algorithms for risk-based adaptive user
authentication and of a set of three novelty detection algo-
rithms. Finally, the paper is concluded in Section V.

II. RELATED WORK
This section discusses related work on user authentication for
public safety and smartphone devices, presents the security
vs. usability challenge and, finally, provides related work on
risk-based user authentication and adaptive user authentica-
tion as an efficient solution to balance security and usability
in mobile user authentication for public safety applications.

A. USER AUTHENTICATION FOR PUBLIC SAFETY AND
SMARTPHONE DEVICES
User authentication is a fundamental security objective
for the security of the next generation mobile passenger
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IDentification (ID) devices. However, as these devices com-
prise a novel solution, no specific user authentication mech-
anisms for this kind of devices have been developed so far.
Nevertheless, it is anticipated that the land and sea border
passenger identification mobile devices will be devices with
similar capabilities to those of Public Safety mobile devices
and smartphone devices.

Previous works on Public Safety mobile devices and
smartphone devices have investigated the challenges of
user authentication relying on knowledge-based schemes
(e.g., standard passwords, Personal Identification Num-
bers (PINs) and graphical patterns) [15], [16], [19]. How-
ever, according to the recent studies, these conventional user
authentication techniques are no more considered secure and
convenient for the user [16]. Firstly, these techniques are
not able to distinguish the users, rather they authenticate
everyone with the valid credentials. Zhang et al. [20] describe
the user’s difficulties in memorizing and correctly recalling
the several passwords. Consequently, the users set easy or
simple passwords to remember making the mobile devices
vulnerable to numerous attacks, e.g., guessing and dictionary
attacks. On the other hand, Android users tend to set graphical
patterns for device unlocking. Nevertheless, this approach,
similarly to the passwords, requires users to memorize the
graphical patterns. Therefore, users set simple patterns, that
a malicious actor could possibly guess or observe them.
This illustrates the generally acknowledged conception that
knowledge-based schemes are problematic [15], [16], [20].

Apart from knowledge-based schemes, authentication
schemes based on biometrics are widely used as well [15],
[16], [21]. Although the physiological biometrics are consid-
ered secure since they are unique, they have shown to be vul-
nerable to different types of attacks such an impersonation.
More specifically, nowadays, user’s fingerprint could be, eas-
ily, extracted from the gestures on some photos (e.g., the
gesture of ‘‘peace’’), while the face of a user, could be found
on social media websites. Recent researchers have shown
that these physiological biometric schemes can be hacked
effortlessly with a cheap equipment and not very sophis-
ticated algorithms. For instance, researchers unlocked the
Samsung S8 while with a simple photo of the legitimate
owner [22], while iPhone X Face ID was hacked with a
150 dollars 3D printed mask of its owner face [23]. Similarly,
the German Chaos Computer Club hacked the iPhone 5S
fingerprint scanner by photographing the glass surface with
the user’s fingerprint, and then creating a thin film with a
fake one within two days after Apple launched iPhone 5S
worldwide [24]. This is a proof that there is a need for novel
solutions and more sophisticated algorithms to exploit the
advantages of uniqueness of the physiological biometrics.

Last but not least, user authentication based on behav-
ioral biometrics is considered as the future of user authen-
tication for sensitive applications performed with mobile
devices [25]. For instance, for the next generation mobile
passenger ID devices for land and sea border control, behav-
ioral biometric-based solutions are very promising. Although

the behavioral biometrics are not considered unique enough
for ensuring user identification, they have proved efficient
for user authentication. Additionally, combining two or more
modalities can improve the accuracy and enhance the secu-
rity. These schemes can work as an additional transparent
authentication layer, that enhance the existing authentication
mechanisms without affecting the usage of the device [8],
[19], [25], [26]. Research efforts have been already started
in gait recognition, keystroke or touch dynamics and voice
recognition behavioral biometric modalities [8], [19]. For the
next generation mobile passenger ID devices for land and sea
border control, the gait-based solutionwith a wearable device
is not so convenient, considering that the officer may move
long distances, and also regarding the large number of the
officers working (e.g., cost of many sensors). On the other
hand, a gait-based solution implemented by some in-built
sensors, such as the accelerometer or the gyroscope, could
possible fit better in the land and sea border control appli-
cation. Keystroke or touch dynamics [16], [27] potentially
could be integrated for the user authentication for the next
generation mobile passenger ID devices for land and sea
border control as an additional authentication level when for
instance the face recognition fails, and the system asks for
the passcode. Finally, voice recognition modality [28] could
potentially enhance the performance of the traditional bio-
metric systems and broaden the landscape of the continuous
user authentication.

To sum up, considering a smartphone device, the face phys-
iological biometric can be collected by using the camera of
the device, while the fingerprint and iris recognition need spe-
cial equipment. On the other hand, the behavioral biometrics,
such as gait, touch, swipe and voice can be collected all by the
sensors of the mobile device, namely, accelerometer, gyro-
scope, touch screen andmicrophone [29]. The behavioral bio-
metrics are starting to get attention as they are cost-effective;
they do not need any additional hardware equipment, and
they are lightweight in the implementation [27]. For instance,
the touch-based solution e.g. swipe or keystroke, manage to
authenticate the users unobtrusively based on their interac-
tions with the device. Additionally, both physiological and
behavioral biometrics authentication mechanisms are consid-
ered secure and accurate as they are unique and they cannot be
shared, copied, lost or stolen [16]. Furthermore, they can be
combined with another authentication means (e.g., username
and password) for establishing multifactor authentication in
order to enhance the security of the mobile device. As such,
security experts are focusing on developing such mechanisms
as they seem that they will restructure the authentication
landscape in the following years [16], [30].

On the other hand, security requirements should not com-
promise the ability of first responders (i.e., the land and
sea border control officers) to complete their missions in
an efficient and effective manner [15]. Therefore, it is crit-
ical to ensure the usability of user authentication, since
poor usability often results in user circumvention, which can
ultimately degrade the intended security control [15], [31].
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TABLE 1. Usability analysis summary of public safety mobile
authentication methods.

For instance, several usability issues are emerged when look-
ing across conventional authentication methods: issues with
memorizing information (i.e., knowledge-based schemes),
issues with users who are wearing gloves (e.g., fingerprints-
based authentication), masks (e.g., face recognition) and/or
protective eyewear (e.g., iris recognition), the difficulty of
text entry (e.g., passwords, PINs, keystroke dynamics authen-
tication) on mobile devices, the necessity of having access to
the biometric samples of a user, and the environmental issues
that could negatively affect sensitive electronics (e.g., speaker
recognition) [15].

Therefore, it is of utmost importance the design and imple-
mentation of novel secure and usable user authentication
mechanisms that will increase the level of security of the
mobile passenger identification devices and will ensure that
border control officers at land and sea borders are able to
successfully complete their missions.

B. SECURITY VS. USABILITY CHALLENGE
Security and usability are often thought of as being contra-
dictive. In this section, we explore the possibility of incor-
porating both security and usability in user authentication
for mobile passenger identification devices for land and sea

border control. In order to meet the objectives for secure and
usable user authentication for land and sea border passen-
ger identification mobile devices, it is of utmost importance
to conduct research to understand the land and sea border
control officers’ needs, key characteristics, tasks, and envi-
ronments [6], [15]. Due to the fact that this kind of mobile
devices falls into the category of public safety [6], [15],
we began our work with qualitative research, which focuses
on the information provided by NIST about public safety
mobile authentication. According to NIST Special Publica-
tion 8080 [15], most of the current authentication methods
are not feasible for public safety use in the field as they are
practically not convenient for the first responders (e.g., the
land and sea border control officers). In Table 1, conventional
authentication methods are rated as feasible, challenging,
or impractical from a usability perspective based on NIST
Special Publication 8080 [15], highlighting the need for novel
more sophisticated user authentication mechanisms for pub-
lic safety applications.

According to NIST Special Publication 8080 [15], the aim
is that authentication should not interrupt actively responding
first responders, nor should it overburden them in any stage of
response. For instance, if authentication can be implemented
such that first responders authenticate at the beginning of a
shift, and stay authenticated throughout the shift, then many
of the existing and commonly implemented authentication
methods (e.g., knowledge-based authentication schemes or
biometrics) would then become more feasible. To support
such a scenario, more sophisticated mechanisms must be
implemented to enhance the reliability of whole authenti-
cation process without interrupting the land and sea border
control officer’s normal activity on the field. To deal with
this security vs. usability challenge, adaptive and risk-based
authentication mechanisms have been proposed to constantly
authenticate a legitimate user throughout the entire session
[16], [32]. In the rest of this section, we are going to further
elaborate the aforementioned types of user authentication.

C. RISK-BASED USER AUTHENTICATION
Nowadays, risk-based authentication schemes have been
attractive among the researchers in the field of user authen-
tication, offering frictionless user authentication (i.e., ‘‘the
ability to verify authenticity of a user (to a device or service)
without the user needing to respond to an explicit authentica-
tion request.’’ [33]) while enhancing security and promoting
user’s comfort [16], [21], [34]–[36]. For instance, in [16], the
authors describe risk-based authentication as the continuous
decision on user authentication acceptance or rejection based
on the user’s behavior and the risk of their action. In particu-
lar, this decision depends on the comparison of a risk score,
computed in real time, with the stored scores in the risk profile
of the user, and, when required, the system challenges the
user for re-authentication, accordingly, as it is illustrated in
Fig. 1. There is no doubt that the risk estimation component
constitutes a key part of the risk-based user authentication
mechanisms as it is the responsible element for processing
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FIGURE 1. Risk-based user authentication overview.

available information from user’s environment (e.g., con-
textual information), user’s profile (e.g., user risk history
reflecting previous user’s [16], [37]–[39] action or event [40].
Typically, in qualitative Risk Assessment (RA), which is
a well-established approach within information security for
ensuring a commensurate level of security is provided given
the risks [41], the risk score is estimated by a function of
(i) the adverse impacts that would arise if the circumstance or
event occurs and (ii) the likelihood of occurrence ([42] under
Risk CNSSI 4009), and the most common mathematical for-
mula to represent it is the following:

Risk Score = Likelihood × Impact

where likelihood represents the probability of an incident to
happen, and impact represents the estimation of the value of
the damage regarding that incident ([42] under Risk CNSSI
4009). Then, based on the results of the risk estimation pro-
cess, the estimated risk scores are transformed into a ‘‘human
readable’’ format.

For example, the authors in [41] developed a Mobile
Device Risk Assessment (MDRA) based on the qualitative
RA. Their risk calculation scheme consists of the six steps
as shown in Table 2. The authors considered as assets the
installed applications and services in the mobile device such
as e-mail, e-banking, e-health, stored sensitive documents,
and they assigned an asset value (from 1 to 8) in each asset
based on the applications sensitivity. In addition, they consid-
ered threat levels from 1 (less severe) to 5 (harmful), and they
constructed a Risk Matrix based on Threat Level and Asset
Value. Their main goal was to evaluate the risks associated
with various actions and applications in a mobile device in a
user-friendly manner.

Actions or events with both high likelihood and high
impact would be considered ‘‘high risk’’, while those with
low likelihood and low impact would be in the opposite
considered ‘‘low risk’’ events. Themain idea is that the higher
the score, the more important something is and the sooner
you should address it. However, despite the fact that existing

TABLE 2. Mobile device risk assessment (MDRA).

FIGURE 2. Adaptive user authentication block diagram. (Source:
https://www.onelogin.com/learn/what-why-adaptive-authentication).

qualitative approaches sound reasonable, they involve a lot
of expert intuition, and thus the risks are always rated sub-
jectively, making this approach unsuitable for real-world
cybersecurity solutions [43], [44]. Thus, there is the tendency
to move in the direction of more quantitative risk estima-
tion methods [43]. Towards this direction, in the context of
risk-based user authentication, efforts should be placed on
developing and implementing novel and efficient quantitative
security risk estimation algorithms. In the literature, various
classification algorithms such as decision trees [37], [38],
Naïve Bayes [37], [46] and logistic regression [38] as well
as other approaches, such as fuzzy logic [37], and Monte
Carlo simulation [45], [51] have been proposed for quanti-
tative risk estimation for risk-based user authentication. The
efficiency and effectiveness of these approaches are evaluated
based on their performance to reliably calculate a risk score
of an action or an event, requiring comprehensive datasets.
However, one of the major research challenges in this field
is the lack of proper datasets including user’s contextual
information such as user’s location, date, time, device’s ID,
and device’s connection, as well as other information related
to the device attributes, the user history, the user’s behavioral
patterns, etc. To the best of our knowledge, HuMIdb dataset,
described in section II.E, is one of the few publicly available
datasets including proper information for user authentication.

D. ADAPTIVE USER AUTHENTICATION
Adaptive authentication is a way that two-factor authentica-
tion or multifactor authentication can be efficiently config-
ured and deployed (see Fig. 2). In particular, it is a method
for selecting the proper authentication factors based on:
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a.) user’s risk profile, and b.) user’s tendencies - for adapt-
ing the suitable type of authentication to the specific situa-
tion [16]. According to [16], there are threeways that adaptive
authentication can be deployed:

1. The system admin can define fixed risk levels based
on static policies for different factors, such as user’s
location, authentication’s request time of day, day of
week, user role, or resource importance.

2. The system can observe the user’s typical day-to-day
activities on his/her habits and tendencies over time
and generate proper dynamic policies. This learning
process of adaptive authentication is similar to behav-
ioral correlation [16].

3. A combination of both 1 and 2 ways utilizing static and
dynamic policies.

Regardless of how the risk levels are defined for certain
application, the main idea is that adaptive authentication
adapts to that risk level, enabling the appropriate level of
authentication for the given level of risk [16], [52]. For
instance, when a land and sea border control officer is using
the mobile passenger ID device in their usual shift (i.e., the
date and time of the day that they are supposed to be work-
ing), re-authentication should not be required (e.g., the risk
level is low). While in case of device usage at any other
time (e.g., high risk level), the service may lock, and its
unlocking may be only possible by IT staff. Or, when an
officer is located in a nonverified location during their shift
(e.g., medium risk level), the system should require additional
evidence that this person is who claims to be by asking
re-authentication.

Adaptive authentication enables significant benefits for
user authentication for the mobile passenger identification
devices used by border control officers at land and sea bor-
ders. In particular, adaptive authentication can ensure that
certain attributes about the land and sea border control offi-
cer will be monitored and changes on these attributes will
enable different authentication methods. In this way, officer’s
activities will not be interrupted for inessential reasons, while
additional authentication will be required only when the risk
level has reached a particular value. It is worthwhile to high-
light that proper attributes, also refer to as fraud indicators
[53], [37], about the land and sea border control officer should
be considered in order to design and develop effective and
efficient adaptive authentication. In Section III, the design of
the proposed mechanism is presented in detail.

E. HuMIdb DATASET FOR BEHAVIORAL USER
AUTHENTICATION
The HuMIdb dataset (Human Mobile Interaction database)
includes data captured by 14 sensors (i.e., accelerometer,
linear accelerometer, gyroscope, magnetometer, orientation,
proximity, gravity, light, touchscreen, keystroke, GPS, WiFi,
Bluetooth, and microphone), during natural human-mobile
interaction performed by more than 600 smartphone users
[17], [18]. For the data acquisition, the authors developed an
Android application that gathers sensor signals when users

perform eight simple tasks with their own devices and with-
out any supervision (i.e., the users could be walking, sitting
standing, at daytime or night, being indoors or outdoors, etc.).
In particular, the designed tasks included: a) keystroking,
b) swiping up, c) swiping down, d) tapping and double
tapping, e) circle hand gesturing, f) cross hand gesturing,
g) voice recording, and h) finger handwriting. The acquisition
protocol comprised 5 sessions with at least 1 day gap among
them (i.e., the minimum time between one user finishes a
session and the next time the app allows to have the next
session). At the beginning of each task, the app shows a brief
pop-up message explaining the procedure to complete each
task. The application also captured the orientation (e.g., land-
scape/portrait) of the smartphone, the screen size, resolution,
the model of the device, and the date when the session was
captured. The developed app was advertised in the authors’
research web site and was launched on Google Play Store.
Afterwards, participants were self-selected worldwidely, pro-
ducing a diverse network of people compared to previous
state-of-the-art mobile databases. The authors in [17] and [18]
highlight that all captured data have been stored in private
servers and anonymized with previous participant consent
according to the GDPR (General Data Protection Regula-
tion). The structure of HuMIdb is as follows:

User → Sessions → Tasks → Sensors

where the data are stored in nested folders with the ID number
to identify each user’s folder. Inside the user’s folder, there
are five ‘‘session’’ sub-folders corresponding to the five dif-
ferent sessions the user has completed. Each ‘‘session’’ sub-
folder contains a set of ‘‘task’’ sub-folders (e.g., keystroking,
swiping up and down, tapping and double tapping) and three
CSV files with the Bluetooth, WiFi and GPS data signals
acquired during the given session. Besides that, each ‘‘task’’
sub-folder includes a ‘‘sensors’’ sub-folder including data
from the various sensors required for the particular task.

F. CLASSIFICATION ALGORITHMS FOR RISK-BASED
AUTHENTICATION
The classification algorithms can be further classified into
parametric and non-parametric. The first ones are based upon
the assumptions of normally distributed population and esti-
mate the parameters of the distributions to solve the classifi-
cation problem, while the second ones make no assumptions
about the specific distributions involved.

1) k-NN CLASSIFIER
The k-Nearest Neighbor (k-NN) classifier serves as an illus-
tration of a non-parametric statistical approach and does not
require any initial parameter for its proper working. The main
idea of k-NN classifier is that it predicts the label of a new
unclassified instance after observing the labels of the k closest
training instances to this new instance (i.e., the k-nearest
neighbors), and the majority class of the k closest training
instances is assigned to the new instance. To achieve this,
it determines the k closest training instances using a distance
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metric, and selects the dominant class label among them as
the relevant class [54]. Generally, the standard Euclidean
distance is used, while other options include Chebyshev,
Manhattan, and Minkowski distances [54].

It is noteworthy that the choice of k - which defines the
number of closest training instances (i.e., nearest neighbors)
required to accurately classify the new instance - constitutes
an important parameter that affects the overall performance
of the classifier [54]. Nevertheless, the k can be determined
experimentally, i.e., starting with k=1, we estimate the accu-
racy of the classifier, and the process is repeated increasing
the number of the k-nearest neighbors used to predict the
label of the new unclassified instance. Then, the k-value that
achieves the higher accuracy may be selected. In general, the
larger the number of training instances is, the larger the value
of k will be.

In Fig. 3, we can observe an example of K-NN classifier
in the context of risk-based authentication. The orange rhom-
buses depict the instances of the high risk class, the yellow
squares depict the instances of the medium risk class, and
the green triangles depict the instances of the low risk class,
while the new unclassified instance is represented by a dark
red x. This new unclassified instance will be classified under
a known class (i.e., high, medium, or low risk) based on the
majority class of the k closest training instances. As we cited
previously, k is the number of nearest neighbors used for
the classification of the new instance and it is worthwhile to
highlight that the classification might be different depending
on the chosen value of k [54].

FIGURE 3. k-NN classifier.

Furthermore, in [46], the authors proposed a location-
aware authentication model, in which they calculated a risk
score based on changes in user’s location, and then, classified
this risk score using the k-NN classifier to accept or deny
the authentication. According to their findings, the k-NN
classifier presents a significant advantage in terms of its sim-
plicity. On top of that, it is noise-tolerant, and it has relatively
low update cost [46]. Finally, they applied the ‘‘Brute Force
k-NN’’, ‘‘K-D Tree’’ and ‘‘Ball Tree’’ algorithms from the
Scikit-learn library for the Python programming language
in order to build their prediction model and compare the
performance results. Furthermore, in [55], the authors

presented a comprehensive survey on machine learning tech-
niques and user authentication approaches for credit card
fraud detection where they presented a comparative study
that was initially presented in [56]. In particular, the authors
in [56] compared the predictive performance of several data
mining methods including k-NN, Artificial Neural Network
(ANN), Decision Trees (DT), and Naïve Bayes (NB) clas-
sifiers, as well as Logistic Regression (LR). Based on their
findings, although the k-NN classifier does not perform better
than the NB classifier, ANN, and DT, it achieved the lowest
error rate.

2) DECISION TREES-BASED RISK ESTIMATION
Decision Trees (DTs) are a non-parametric supervised
machine learning algorithm used for classification [54]. The
main target of DTs classifier is to create a model that pre-
dicts the value (e.g., low, medium, high) of a target variable
(e.g., risk) by learning simple decision rules inferred from
the data features [45], [46]. In particular, it extracts features
of the training dataset and organize an ordered tree based
on the value of these features [54]. To do this, it considers
a feature of the training dataset as a root node of a tree
and all its possible values as the branches of this root node.
This splits up the training dataset into subsets, one for every
value of the selected feature. Afterwards, the process might
be repeated recursively for each branch, using only those
training instances that actually reach the branch (i.e., they
have the feature value of the particular branch). If at any time
all training instances at a node have the same classification,
then the development of that part of the tree is stopped,
and this class is considered the terminal node. The main
challenge is how to determine which feature to split on in
order to create the ordered tree [54]. Various metrics, such
as Gini Index, Entropy and Information Gain, are utilized
for i) identification of the feature that will be considered the
root node, which will optimally divide the training dataset
[45], [46], and ii) identification of which feature to split on.
An example of a DT classifier is illustrated in Fig. 4.

The main advantage of DTs is that they work well even
with insufficient data if proper set of rules is determined.
In addition, DTs are considered valuable models for clas-
sification and easy to understand and to interpret as they
can be visualized [45], [47]. Furthermore, DTs require little
data preparation compared to other classifiers requiring, for
instance, data normalization, or removal of the blank values.
However, when the DTs become significant in terms of size,
it becomes more difficult to understand them and, on top of
that, more data are needed for identifying and validating the
set of rules [45], [47], [48]. Finally, DTs can be unstable as
a slight change in certain value of a feature could lead to a
totally different conclusion because of the discreteness of the
partition, resulting in a completely different generated tree.
This problem can be mitigated by training multiple trees in
a majority voting ensemble learner, where the features are
randomly sampled with replacement, or by using DTs within
an ensemble of other classifiers. Ensemble learning is a
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FIGURE 4. DT classifier.

FIGURE 5. SVM classifier.

well-known strategy for obtaining accurate classifiers [54]
and has been utilized in risk-based authentication mecha-
nisms such as in (46).

In [46], the authors applied the ID3, C4.5 and CART
in order to build their prediction model and compare the
performance results. These algorithms employ ‘‘Entropy’’
and ‘Gini Index’ as splitting criteria [46]. According to their
findings, CART classification algorithm performs better for
systems like theirs where the desired output was the binary
decision: to Accept or to Deny authentication. They also
constructed a dataset on Matlab, based on the state-of-the-art
research to develop their data-driven model (i.e., classifier).
In conformity with their conclusions, CART shows benefits
over the other two algorithms in terms of reducing over-fitting
and the ability of handling incomplete data [46]. On top of
that, the authors presented an optimized version of CART
implemented in Scikit-learn library for the Python program-
ming language.

3) SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) is a supervised ML
algorithm used for binary classification problems and is
considered one of the most robust and widely used binary
classifiers [46], [54]. Given a set of labeled data (i.e., training
data), the main objective of SVM is to generate an optimal

hyperplane in the feature space which accurately demarks the
two different classes. Optimal hyperplane is considered the
separating hyperplane whichmaximizes the distance between
the nearest training instances (i.e., from both classes, meaning
from both sides of the hyperplane) and the hyperplane [46].
This distance is called ‘Margin’. A margin is considered
to be good if the separation is larger for both classes, and
points belonging to one class should not cross to another
class. In the beginning, the algorithm starts with randomly
plotting of x hyperplanes along with the training data, as
for instance it is shown in Fig. 5a where hyperplanes ‘‘A’’,
‘‘B’’ and ‘‘C’’ have been considered. Afterwards, it attempts
to adjust the orientation of the hyperplanes in such a way
that it homogeneously divides the given classes. In Fig. 5b,
we can observe that all three hyperplanes (‘‘A’’, ‘‘B’’ and
‘‘C’’) segregate the two classes (i.e., green squares and red
7-point stars) well, but a rather pertinent question is about
which is the most appropriate hyperplane for the particular
training instances. Selecting the hyperplane with the higher
margin from the nearest training instances, SVM achieves
higher degree of robustness as the chance of misclassification
is lower. In the example in Fig. 5b, ‘‘B’’ is considered the
optimal hyperplane as the margin for hyperplane ‘‘B’’ is
comparatively higher than both ‘‘A’’ and ‘‘C’’. Therefore,
we consider hyperplane ‘B’ as the optimal hyperplane.
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In [46], the authors designed and developed a risk-
based authentication system. They considered the following
attributes for each authentication request: (i) time of the
request; (ii) location of the request; and (iii) credentials pro-
vided by the user to calculate the corresponding risk value
associated with this request, also referred to as uncertainty
value. The risk values (i.e., uncertainty values) for each
of these attributes were represented by probability distribu-
tion functions (PDFs) since, in real word scenarios, these
attributes derived from stochastic processes. Each attribute
was studied separately to determine the PDF that reflects
the uncertainty in authentication by presenting the likelihood
of the incident occurrence for the selected attribute. The
outcome was an uncertainty matrix consisting of the cal-
culated uncertainty values for these three attributes. Having
calculated the risk values (i.e., uncertainty values) for every
attribute separately, they designed a risk engine to compute
the overall risk score (i.e., uncertainty value) per user request.
Afterwards, they performed risk (i.e., uncertainty) binary
classification (i.e., accept or reject authentication) using ML
algorithms and demonstrated that logistic regression and
SVMclassifiers showed better performance in terms ofmodel
accuracy in comparison with DTs. In particular, SVM and
logistic regression showed similar results in terms of accu-
racy, precision, recall and F1. The authors discussed that
this was expected due to the optimization method that these
two algorithms are employing. Both classifiers are consid-
ered probabilistic models which are optimized byminimizing
some cost associated with misclassification based on the
likelihood ratio [46].

Furthermore, the authors in [57] designed and imple-
mented a risk-based authentication system using ML tech-
niques. They built the User Profile collecting the following
information referred to as user parameters: IP address, geolo-
cation, time zone, login time, OS version, browser version,
device type and number of failure attempts. In addition, they
set different weights to every user parameter depending on
their importance. Then, the risk engine calculated the risk
score as follows:

Risk score =
n∑
i=1

user_parameter_valuei

× user_parameter_weighti

Their proposed risk-based authentication system used
three machine learning algorithms, namely SVM, one-class
SVM and Naïve Bayesian for risk classification. As men-
tioned in [57], one-class SVM is an unsupervised machine
learning algorithm. Hence, genuine user behavior patterns
are sufficient to train the model. On the other hand, for the
development of SVM and Bayesian models, both genuine
and fraudulent user behavior patterns are required to train the
models. The authors simulate several tests changing one or
more user parameters at a time. According to their results,
the risk score computed by one-class SVMwas more relevant
to the given test scenarios. In particular, Bayesian probability

values showed extreme results for almost all the test cases.
For instance, a change in the time zone would outcome a very
low risk level, while a slight change in geolocation would
outcome a very high risk level.

4) NAÏVE BAYES
Naive Bayes (NB) classifier is a supervised ML algorithm
based on applying Bayes’ theorem with the ‘‘naïve’’ assump-
tion of conditional independence between every pair of fea-
tures given the value of the class variable in order to simplify
the process of modelling [54]. Regardless this controversial
assumption, it is anticipated that Naïve Bayes is a fast classi-
fier and has a great performance in practice for many domains
such as risk-based authentication [46]. Given events Y and X
with P (X) 6= 0, Bayes’ theorem states the following:

P (Y |X) =
P (Y )P (X |Y )

P(X )

where,
P (Y |X) represents the conditional probability of Y occur-

ring given that X is true,
P (X |Y ) represents the conditional probability of X occur-

ring given that Y is true,
P (Y ) represents the probability of Y occurring without any

condition,
andP (X) represents the probability ofX occurring without

any condition.
However, in a real case classification problem, there can be

multiple X variables depending on the features of the training
data. Hence, in the situation inwhich features are independent
or under this assumption, Bayes Theorem is extended to
Naïve Bayes classifier:

P (Y |X1, · · · ,Xn) =
P (Y )P (X1, · · · ,Xn |Y )

P(X1, · · · ,Xn)
(1)

Based on the ‘‘naive’’ assumption of class-conditional inde-
pendence, the features are conditionally independent of one
another given the class, thus:

P (X1, · · · ,Xn |Y ) = P (X1 |Y ) · · ·P (Xn |Y )

=

∏n

i=1
P (Xi |Y ) (2)

Based on (1) and (2), we have:

P (Y |X1, · · · ,Xn) =
P (Y )

∏n
i=1 P (Xi |Y )

P(X1, · · · ,Xn)
(3)

Since P(X1, · · · ,Xn) is constant given the input, we can use
the following classification rule:

P (Y |X1, · · · ,Xn) ∝ P (Y )

n∏
i=1

P (Xi |Y )

Ŷ = argmax
Y

P (Y )

n∏
i=1

P (Xi |Y )

and we can use Maximum A Posteriori (MAP) estimation to
estimate P (Y ) and P (Xi |Y ); the former is then the relative
frequency of class Y in the training set.

38840 VOLUME 10, 2022



M. Papaioannou et al.: Toward Secure and Usable User Authentication Mechanism for Mobile Passenger ID Devices

FIGURE 6. The generic flow of the proposed risk-based adaptive user authentication mechanism.

The different NB classifiers differ mainly by the assump-
tions they make regarding the distribution of P (Xi |Y ).
Depending on the application (e.g., text classification, binary
classification, large scale classification etc.) and the type of
the data (e.g., multinomially distributed data, categorical data
etc.), NB classifier makes different assumptions to define
the likelihood of the features. For instance, it implements
Bernoulli NB for data that are distributed based on multivari-
ate Bernoulli distributions; i.e., theremay bemultiple features
on a given training dataset, however each one is assumed to
be a binary-valued (i.e., Bernoulli, Boolean) variable.

Despite their apparently over-simplified assumptions,
NB classifiers have outperformed other more sophisticated
classifiers in many real-world applications [54], mainly
in document classification and spam filtering. Their main
advantage is that they rely on a small amount of training data
to estimate the necessary parameters for their proper running.
On top of that, NB classifiers can be extremely fast compared
to more sophisticated methods. The decoupling of the class
conditional feature distributions means that each distribution
can be independently estimated as a one-dimensional distri-
bution. This in turn helps to alleviate problems stemming
from the dimensionality issue.

The authors in [46] applied Gaussian Naïve Bayes classi-
fier, implemented in the scikit-learn library, for their proposed
novel prediction model for risk-based authentication with
binary decision: Accept or Deny authentication. According
to their findings, although the Naïve Bayes model showed
lower performance with respect to true positive and false
positive rates than the other used predictionmodels (i.e., DTs,
Logistic Regression and SVM), the Naïve Bayes model was
extremely fast in classification and achieved an acceptable
accuracy rate slightly lower than the other classifiers. Fur-
thermore, the RSA Risk Engine (RE) in [37] is used to
analyze a wide range of indicators associated with an activ-
ity in a mobile device to determine the probability that the
activity is fraudulent [37]. In particular, the RE combines

Bayesian methods with sophisticated device identification
and recognition and user behavior analysis to enable intel-
ligent decision-making that significantly reduces fraud in
risk-based authentication. According to their results, given
the particular features that have been selected for classifica-
tion, NB performs fast classification achieving high accuracy
results.

III. PROPOSED RISK-BASED ADAPTIVE USER
AUTHENTICATION MECHANISM
A. MECHANISM ARCHITECTURE
The proposed Risk-Based Adaptive Authentication mecha-
nism comprises a novel secure and usable authentication solu-
tion ensuring continuous authentication behind-the-scenes
and invisible to the user-officer. Particularly, its main objec-
tives are:
• To provide Multifactor Authentication at the beginning
of Officer’s shift requiring two pieces of evidence:
(i) something you know (i.e., the personal identification
number (PIN)); and (ii) something you have (i.e., the
proximity token).

• To automatically adapt the authentication requirements
and the suitable type of authentication to the specific
situation based on a real-time risk score depending on
the combination of: i) the user’s contextual information
such as user’s location, date, time, device’s ID, and
device’s connection, ii) the user’s behavioral patterns,
and iii) device context.

• To, behind-the-scenes and without interrupting Officer’s
normal activities and missions, continuously monitor:
a) the officer’s contextual information (i.e., the officer’s
geographical, location, time, and information about the
closeness to the user’s proximity token); b) the officer’s
activity (i.e., behavioural patterns); and c) the device’s
contextual information (i.e., IP addresses and network
reputations), in order to verify their identity throughout
their interaction with the mobile device.
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B. MECHANISM COMPONENTS
The key components of the proposed Risk-Based Adaptive
Authentication mechanism are the following:

1) MULTI-FACTOR AUTHENTICATOR
During the first-time authentication, the Officer is being
authenticated through a two-level authentication process.
At the first level, the Officer is being authenticated through
a multi-factor authentication process based on a PIN and
a proximity token. In case that the validity of the claimed
identity of the Officer requesting access to the device is veri-
fied, the first-level authentication is considered as successful
and then, the Multi-factor Authenticator sends a second-level
authentication request to RLDA which is responsible for the
second-level authentication based on the overall real-time
risk score calculated by REA. Otherwise, the authentication
request is denied, and the authentication process stops.

2) RISK ESTIMATION AGENT (REA)
REA makes use of the User Profile and the Device Profile to
estimate the overall real-time risk score the first time that the
Officer attempts to get authenticated and sign in (i.e., Offi-
cer’s first-time authentication) as well as every time that the
user profile and/or the device profile are updated from the
MA component (i.e., Officer’s continuous authentication).
Afterwards, REA forwards the calculated risk score to RLDA
to indicate the level of the risk, namely low, medium or high
risk.

3) RISK LEVEL DECISION AGENT (RLDA)
RLDA receives the estimated overall real-time risk score
calculated by REA and compares it with the risk level
thresholds to decide whether the estimated risk score is low,
medium, or high. Afterwards, RLDA forwards the Risk Level
to ADH.

4) MONITORING AGENT (MA)
As soon as the Officer requested the first-time authenti-
cation, MA has started collecting profile information and
created the User Profile and Device Profile, which sends
to REA, after the corresponding request. Afterwards, once
Officer’s first-time authentication is successful and through-
out their login session, MA, behind-the-scenes and with-
out interrupting Officer’s normal activities and missions,
continuously monitors the User’s and Device’s attributes.
In particular, MA continuously monitors: a) the officer’s
contextual information (i.e., the officer’s geographical, loca-
tion, time, and information about the closeness to the user’s
proximity token); b) the officer’s activity (i.e., behavioural
patterns); and c) the device’s contextual information
(i.e., IP addresses and network reputations). If MA
detects any changes regarding the User’s and/or Device’s
attributes, then it updates the User Profile and/or Device
Profile accordingly and forwards the updated profile(s)
to REA.

5) AUTHENTICATION DECISION HANDLER (ADH)
ADH is responsible for handling the authentication decision
and adapting to suitable authentication type given the risk
level provided by RLDA component. Depending on the risk
level decision taken by RLDA the Officer may be: (i) allowed
to sign-in (during the Officer’s first-time authentication) or
remain signed-in (during the Officer’s continuous authenti-
cation) when the risk level is low; (ii) required to provide
additional authentication information about the identity of
the user when the risk level is medium in order ADH to
perform re-authentication based on iris-based user authenti-
cation; or (iii) denied to sign-in when the risk level is high
and the mobile device may be locked (e.g., in case of physical
theft).

C. OFFICER’S FIRST-TIME AUTHENTICATION
Figure 7 shows the sequence diagram which presents the
interactions between the components of the Risk-Based
AdaptiveAuthenticationmechanism during the officer’s first-
time authentication. The interactions between the Risk-Based
Adaptive Authentication mechanism components consist of a
number of exchanged messages, which are grouped into the
following steps:
Step 1: At the first level, the Officer requests authentication

from the Multi-factor Authenticator (Message 1).
In case that the validity of the claimed identity of the
officer requesting access to the device is verified, the
first-level authentication is considered as successful,
and the officer is signed in (Message 2).

Step 2: After the successful first-level authentication, the
Multi-factor Authenticator sends a second-level
authentication request to RLDA which is respon-
sible for the second-level authentication based on
the overall real-time risk score calculated by REA.
(Messages 3)

Step 3: RLDA sends a risk score request to REA.
(Messages 4)

Step 4: For the risk estimation, REA requests profile infor-
mation (i.e., User Profile and Device Profile infor-
mation) from MA (Messages 5). MA has started
collecting profile information and created the User
Profile and Device Profile (Messages 6 & 7), as soon
as the Officer requested the first level authentication.
Once REA has received the requested profile infor-
mation from MA (Message 8), REA computes the
risk score (Messages 9) and provides the risk score
to RLDA (Messages 10).

Step 5: RLDA compares the risk score with the risk level
thresholds to decide whether the estimated risk score
is low, medium, or high (Messages 11). Afterwards,
RLDA forwards the risk level decision to ADH
(Messages 12).

Step 6: When the risk level is low, the Officer is allowed
to sign-in (Messages 13), and ADH forwards a
‘‘Successful Authentication’’ message to the Officer
(Messages 14).
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FIGURE 7. The sequence diagram of officer’s first-time authentication.

Step 7: When the risk level is medium, the Officer is
requested by ADH to provide additional authenti-
cation information (i.e., iris-based authentication)
(Message 15). As soon as the Officer provides
the requested additional information to ADH (Mes-
sage 16), ADH performs re-authentication based on
iris-based user authentication (Message 17). If the
re-authentication is successful, the Officer is allowed
to sign-in (Message 18) and ADH forwards a
‘‘Successful Authentication’’ message to the Officer
(Message 19). If the re-authentication is unsuccess-
ful, the device is locked (Message 20), and ADH
forwards an ‘‘Access Denied’’ message to theOfficer
(Message 21).

Step 8: When the risk level is high, the device is locked
(Message 22), and ADH forwards an ‘‘Access
Denied’’ message to the Officer (Message 23).

D. OFFICER’S CONTINUOUS AUTHENTICATION
Figure 8 shows the sequence diagram which presents the
interactions between the components of the Risk-Based
Adaptive Authentication mechanism during the officer’s
continuous authentication. The interactions between the
Risk-BasedAdaptiveAuthenticationmechanism components

consist of a number of exchanged messages, which are
grouped into the following steps:
Step 1: Once Officer’s first-time authentication is successful

and throughout their login session, MA, behind-
the-scenes and without interrupting Officer’s nor-
mal activities and missions, continuously monitors
the User’s and Device’s attributes as described in
Section III.B.4. IfMA detects any changes regarding
the User’s and Device’s attributes, then it updates the
User Profile and Device Profile accordingly, (Mes-
sage 1) and forwards the updated profiles to REA
(Message 2). If MA detects any changes regard-
ing only the User’s attributes, it updates only the
User Profile (Message 3), and forwards the updated
profile to REA (Message 4). Similarly, if MA
detects any changes regarding only the Device’s
attributes, then it updates only the Device profile
(Message 5) and forwards the updated profile to
REA (Message 6).

Step 2: As soon as REA receives the updated User Profile
and/or Device Profile, it computes the risk score
(Message 7) and forwards it to RLDA (Message 8).

Step 3: RLDA compares the risk score with the risk level
thresholds to decide whether the estimated risk
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FIGURE 8. The sequence diagram of officer’s continuous authentication.

score is low, medium, or high (Message 9). After-
wards, RLDA forwards the Risk Level to ADH
(Message 10).

Step 4: When the risk level is low, the Officer remains
signed-in (Message 11).

Step 5: When the risk level is medium, the Officer is
requested by ADH to provide additional authenti-
cation information (i.e., iris-based authentication)
(Message 12). As soon as the Officer provides
the requested additional information to ADH (Mes-
sage 13), ADH performs re-authentication based
on iris-based user authentication (Message 14).
If the re-authentication is successful, the Offi-
cer is allowed to remain signed-in (Message 15).

If the re-authentication is unsuccessful, the device is
locked (Message 16) and ADH forwards an ‘‘Access
Denied’’ message to the Officer (Message 17).

Step 6: When the risk level is high, the device is locked
(Message 18) and ADH forwards an ‘‘Access
Denied’’ message to the Officer (Message 19).

IV. PERFORMANCE EVALUATION OF MACHINE
LEARNING ALGORITHMS FOR RISK-BASED
ADAPTIVE USER AUTHENTICATION
Initially, we focused on the investigation of the performance
of the following most popular classification algorithms for
risk-based authentication, relying on user’s contextual infor-
mation and user’s activity: K-NN, DT, SVM, and NB.
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FIGURE 9. Evaluation metrics for novelty detection for the ‘‘HuMIdb’’ dataset.

These algorithms are considered to run on REA and the
output of these algorithms will be input in the risk esti-
mation module in REA. Using ten-fold cross validation,
we trained and tested these classification algorithms over
the same data of the HuMIdb dataset [17], [18]: the data
related to the first user (i.e., user000), who was consid-
ered as the normal one, and the data related to the second
user (i.e., user001) who was considered as the malicious
one. In addition, the ‘‘HuMldb’’ dataset was modified by
removing all features related to bluetooth, gps, wifi, micro,
humidity, proximity, temperature, and light in the ‘‘HuMldb’’
dataset files. This was because these features: (i) suffered
from lack of values, (ii) contained alphanumeric values that
did not allow further processing, or (iii) were closely related
to specific device characteristics (e.g., MAC address) whose
values were always fixed. In the rest of this section, we will
refer to this part of the dataset as HuMIdb dataset. The
performance of the classification algorithms was evaluated
by the evaluation metrics of accuracy, precision, recall, and
F1-score.

However, the evaluation results demonstrated impact of
overfitting and therefore, we considered the following nov-
elty detection algorithms to overcome the challenge of over-
fitting: one-class Support Vector Machine (OneClassSVM),
Local Outlier Factor (LOF), and KNN_average (i.e., KNN
configured properly for novelty detection). All of them
demonstrated a high performance for the same part of the
‘‘HuMIdb’’ dataset that was also used for the evaluation of
the classification algorithms. To the best of our knowledge,
this is the first time that novelty detection algorithms have
been considered for risk-based adaptive user authentication.
Similar to the classification algorithms, these novelty detec-
tion algorithms are considered to run on REA and the output
of these algorithms will be input in the risk estimationmodule
in REA.

A. DATASET PRE-PROCESSING AND NORMALIZATION
In principle, it is necessary to prepare the datasets before they
are utilized to train and test ML algorithms. The preparation
of the data includes: a) data pre-processing; and b) data
normalization. The pre-processing step involves the removal
of unnecessary features and the conversion of the nominal
values of the categorical features to numeric values. How-
ever, in our case, there were no unnecessary features which
were required to be removed and the values of all features
were already numeric. Thus, the data pre-processing step
was omitted for the of the HuMIdb dataset that was selected
for training and testing the classification algorithms and the
novelty detection algorithms.

TABLE 3. Summary of the hyperparameters of each classification
algorithm.

On the other hand, the data normalization step was per-
formed to the numeric values of each feature. If the values
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TABLE 4. Evaluation metrics for novelty detection for the ‘‘HuMIdb’’
dataset.

TABLE 5. Summary of the hyperparameters of each novelty detection
algorithm.

of a feature are significantly larger compared to the values of
other features, this may lead to inaccurate results. Thus, data
normalization helps to ensure that features with significantly
large values do not outweigh features with smaller values.
To achieve this, all of the features’ values are scaled within
the range of [0.0, 1.0] by performing a min–max normaliza-
tion process on each feature. This normalization process is
described by the following equation:

z = (x − xmin)/(xmax − xmin) (4)

where z is the normalized value (i.e., after scaling), x is the
value before scaling, and xmax and xmin are the maximum and
minimum values of the feature, respectively.

B. TRAINING PROCESS OF MACHINE LEARNING
ALGORITHMS
Both the classification algorithms and the novelty detection
algorithms were trained and tested over the same data of

TABLE 6. Evaluation metrics for novelty detection for the ‘‘HuMIdb’’
dataset.

the HuMIdb dataset. Initially, the dataset was split into two
parts: the train part and the test part. The train part consisted
of 80% of the dataset and the ML algorithms were trained
and evaluated with this part. On the other hand, the test part
consisted of 20% of the dataset and was held back for further
evaluation of the models with unseen data. The percentage
split of 80% train–20% test was determined according to [58]
as the best ratio to avoid the overfitting problem. After that,
the training process of each ML algorithm over each dataset
was performed using the ten-fold cross validation method.
According to this method, the training dataset is divided into
ten subsets of equal size and the records of each subset are
randomly selected. The training process is repeated ten times.
Each time, nine of the ten subsets are utilized for the training
of the ML algorithms and the remaining subset is used for
validation.

In our experiments, the Python language version 3.9.7 was
used, along with the Scikit-Learn [59] library and the
PyOD [60] library. We utilized specific functions of the
Scikit-Learn library and the PyOD library, and a Python script
was created utilizing these functions in order to perform the
training and testing of the four classification algorithms and
the thee novelty detection algorithms.

C. PERFORMANCE EVALUATION
RESULTS—CLASSIFICATION
ALGORITHMS
The performance results were produced by averaging the
results of the ten folds [58]. Table 3 presents a summary of
the hyperparameters of each ML algorithm. The numerical
results of the evaluation metrics for the selected ML algo-
rithms, when applied to the ‘‘HuMIdb’’ dataset, are shown in
Table 4.

Through the training process, it was noticed that the gen-
erated models used to become very closely related to train-
ing data with specific training features (e.g., pressure) and
thus, perfect scores in terms of accuracy, precision, recall
and F1 score were achieved by the models. However, these
scores cannot be considered as reliable since they are derived
from overfitted models which are strongly reliant and biased
towards specific features of the training data. Therefore, the
classification algorithms tested in this work were not selected
as proper algorithms for REA component of the proposed
user authentication mechanism.
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D. PERFORMANCE EVALUATION RESULTS—NOVELTY
DETECTION ALGORITHMS
The performance results were produced by averaging the
results of the ten folds [58]. Table 5 presents a summary of the
hyperparameters of each algorithm. The numerical results of
the evaluation metrics for the selected ML algorithms, when
applied to the ‘‘HuMIdb’’ dataset, are shown in Table 6 and
Figure 9.

It can be easily observed that all ML algorithms demon-
strate a high performance for the ‘‘HuMIdb’’ dataset. The
KNN algorithm is accurate almost in all cases (i.e., 0,99),
followed by the LOF and OneClassSVM methods (i.e., 0,97
and 0,95). As far as the rest of the evaluationmetrics (i.e., pre-
cision, recall, and F1-score), the KNN algorithm continues
to demonstrate slightly better performance compared to the
LOF and OneClassSVM algorithms.

V. CONCLUSION AND FUTURE WORK
As innovative services and products take off, digitalization
becomes integral part of our daily lives in a wide spec-
trum of applications. For instance, critical sectors such as
transport become progressively more dependent on digital
technologies to perform their core activities and develop
novel efficient transport services and infrastructure to exploit
the economic strengths of the EU. Although the continu-
ously increasing number of visitors entering the EU through
land-border crossing points and/or seaports brings immense
economic value, novel border control solutions, such as
mobile devices for passenger identification for land and sea
border control, are essential to precisely identify passengers
‘‘on the fly’’ ensuring their comfort. Therefore, novel secure
and usable user authentication mechanisms are required to
increase the level of security of new mobile devices for pas-
senger identification used by border control officers at land
and sea borders, without interrupting border control activities.

Towards this direction, we provide a review of related
work on user authentication solutions for mobile devices,
discuss the security vs. usability challenge, and then present
background concepts on risk-based and adaptive authentica-
tion. Our objective is to provide a foundation for organiz-
ing research efforts towards the design and development of
effective and efficient risk-based adaptive user authentication
mechanisms for mobile passenger identification devices used
by border control officers at land and sea borders. Besides
that, a novel risk-based adaptive user authentication mecha-
nism is proposed providing the mechanism architecture, the
mechanism components, the sequence diagram of officer’s
first-time authentication and the sequence diagram of offi-
cer’s continuous authentication.

On top of that, we modified adequately the ‘‘HuMIdb’’
dataset files, and we trained and tested the following most
popular classification algorithms for risk-based authentica-
tion: K-NN, DT, SVM, and NB over the ‘‘HuMIdb’’ dataset
using ten-fold cross validation. These algorithms are consid-
ered to run on REA and the output of these algorithms will
be input in the risk estimation module in REA. However,

the evaluation results demonstrated impact of overfitting
and therefore, we considered the following novelty detection
algorithms to overcome the challenge of overfitting: one-
class Support Vector Machine (OneClassSVM), Local Out-
lier Factor (LOF), and KNN_average (i.e., KNN configured
properly for novelty detection). All of them demonstrated a
high performance for the same part of the ‘‘HuMIdb’’ dataset
that was also used for the evaluation of the classification
algorithms, when they are applied in order to distinguish
between a known legitimate user and an unknown malicious
user. To the best of our knowledge, this is the first time that
novelty detection algorithms have been considered for risk-
based adaptive user authentication demonstrating promising
results.

Our next steps include evaluation of other classification
algorithms, as well as novelty detection algorithms for risk-
based adaptive authentication, relying not only on user’s
contextual information and behavior, but also on device’s
contextual information and behavior. Afterwards, the next
step will be focused on the risk estimation module within the
REA component of the proposed authentication mechanism.
It is intended the risk estimation module to take as input the
output of the classification or novelty detection algorithms
(i.e., a binary vector, the length of which, is equal to the
number of entries in the ‘‘on-the-fly’’ dataset) and output
the value of the overall ‘‘on-the-fly’’ risk score which then
will be forwarded to RLDA component to decide whether the
estimated risk score is low, medium, or high. Finally, we are
planning to implement and evaluate the performance of the
proposed risk-based adaptive user authentication mechanism
on the mobile devices for passenger identification at land and
sea borders. In particular, we will investigate the incurred
overhead when the proposed mechanism runs on the mobile
device. As a mobile device for this implementation, a Rasp-
berry pi 4 with Android OS will be considered.
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