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Abstract 
 

Autonomous mobile platforms (such as Unmanned Aerial Vehicles, also known as 

UAVs) have become a popular tool in exploration, disaster management, civil-

engineering, agricultural and military scenarios. Their endurance, low-cost, high mobility 

and ability to reduce human involvement in prolonged or hazardous activities have proven 

attractive to both commercial and military sectors. In such domains, security is required 

to protect the data, functionality and performance of the network, making it a vital 

consideration when developing such systems.  

Systems capable of independent action, following a human-defined mission without 

scripting or other forms of direction in the field, are adaptable and effective as a means 

of achieving individually simple tasks that due to their number and distribution represent 

complex objectives as a collective. However, such systems must communicate to achieve 

autonomous function. Efficient distribution of tasks requires significant communication 

between all members of the network to determine the nodes most fit to undertake a given 

task. Mobile ad hoc networks (MANETs) provide the foundation for such 

communication, providing a means by which nodes may communicate with other 

members of the network, even if they are not in range. Issues arise when considering the 

security of MANET communication, due to the ease observation, interception and 

manipulation of data broadcast over such networks. It is trivial for attackers to perform 

such actions, due to the open nature of the communication medium.  

This dissertation presents a novel security framework, which specifically targets 

autonomous MANET communication. Addressing the open-medium problem by 

providing a Virtual Closed Network (VCN) environment, Security Using Pre-Existing 

Routing for MANETs (SUPERMAN) also secures routing and control data, providing 

confidentiality, integrity and authentication services as a complete solution the network 

layer and above.  

Improvements to the efficiency of communication required by distributed task allocation 

are proposed (Cluster Form CBBA and Broadcast Enabled Cluster Form CBBA) based 

on this work, in the interests of optimising the use of network resources to facilitate the 

addition of robust security measures suitable for resource constrained MANETs. 
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Index of Terms 
 

Active Attack Actions taken by an attacker to damage, destroy or disrupt data 

or nodes in the network 

Authentication The process by which a node is proven to be a legitimate 

member of the network 

Byte Cost The number of bytes required to communicate or achieve a 

solution 

CBBA Bundle A collection of tasks, may be portrayed programmatically as a 

vector or array 

CBBA Optimality The sum of scores on all CBBA nodes, compared against total 

achievable, provides a measurement of optimality 

CBBA Round An iteration of CBBA, in which all nodes perform CBBA, but 

may not arrive at a solution 

CBBA Score The points value given as an indication of task importance, a 

'reward' for complation 

CBBA Solution The result of 2 or more rounds, where a validation round finds 

that no changes need to be made 

CBBA Task A single action, including position, type and associated costs 

and rewards 

Closed Network A network that does not allow the use of, or interaction with, 

any untrusted nodes, for any reason. Usually enforced using 

hardware 

Cluster A collection of nodes, part of a network, but not itself a 

network. May be subnetted 

Communication 

Complexity 

A measure of transmissions required to communicate to a 

solution, and the costs associated with generating topology to 

facilitate that 

Communication 

Cost 

A general term, used to describe the amount of bytes and 

individual transmisions required to communicate 

Communication 

Link 

An abstract term used to define where a message begins and 

ends, regardless of other factors 

Delegated 

Authentication 

A SUPERMAN process, by which a node may answer on 

behalf of a node it knows to be authentic, to reduce 

communication costs 

Destination Node The node intended to receive end-to-end communication 
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Endpoint The nodes at the beginning and end of an end-to-end 
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End-to-end Communication between two endpoints, regardless of their 

proximity 

Global State The state of the whole network, often an aggregate of all local 

states, but may be defined in more abstract terms 

Hop A point-to-point communication, specifically used to refer to 

movement of data over a route of many nodes 

Intermediary A routing node, on the route between source and destination 

Key Derivation The discovery of elements of a key, by observing multiple 

instances of its use (usually compared against known, repeated 

plain text data) 

Key Generation Any process that takes values from two or more nodes to 

generate a cryptographic key  
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from the network as needed 

Key Reuse Every time a key is used for a unique instance of 
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Link-key A cryptographic key associated with the relationship between 
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Link-wise Any action that draws  on the relationship between two nodes, 

regardless of their proximity 

Local State A node's current state, regardless of the rest of the network 

Mission Area A designated geographic (or simulated) location in which nodes 

operate 

Mutual 

Authentication 

A process that involves nodes authenticating each other, 

regardless of who initiated the request for security credentials 

Network A communicating group of nodes 

Network 

Formation 

The process (variable) by which a network topology is 

generated, and nodes linked with each other for the purpose of 

communication 

Network 

Resources 

Bandwidth and queuing buffers, a measure of how much data a 

link or network can sustain over a given time 

Node A communicating element of a network 
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Node Identity A collection of variables that give a node a unique property. 

Can include address, unique values, capabilities and other 

identifying features 

Node-specific Information pertaining to an individual, unique node 

Offline Attack A malicious action performed on data derived from interaction 

with a network, but away from that network 

Online Attack A malicious action performed against data active in the network 

Open Network A network that may employ security countermeasures, but 

which also allows the integration of untrusted nodes in some 

capacity 

Passive Attack Observation with malicious intent, where an attacker doesn't act 

against the network, but may steal data 

Point-to-point Communication between two neighbouring nodes, often when 

routing between two endpoints 

Private Key A locally stored, non-communicated variable used for 

asymmetric key generation 

Protocol A series of rules defining the steps taken to perform a process 

Public Key A locally stored, communicated variable used for asymmetric 

or symmetric key generation 

Route  The path taken by a packet, between source and destination 

Router A device that forwards packets in a network or between 

networks 

Security 

Association 

A state where two nodes share keys that allow unique end-to-

end encryption 

Source Node The node initiating communication between tow endpoints 

Subnet A collection of addresses within a network, which define a 

visible logical grouping of nodes by address alone 

Task-list  A bundle, usually used to refer to the unmodified, initial bundle 

allocated to all nodes when preparing to perform CBBA 

Trusted Authority A node (usually not present in the mission area) that is 

responsible for giving nodes identifying data and security 

credentials 

Virtual Closed 

Network 

A closed network approach that uses homogenous, strict access 

control policies to prevent involvement of untrusted nodes in 

MANET communication 

Wireless 

Communication 

Communication performed over a medium that does not require 

physical linking of nodes, such as radio 



INVESTIGATION OF AN OPTIMISED SECURITY FRAMEWORK FOR 

AUTONOMOUS MOBILE AD HOC NETWORKS 

 

ix 

 

Wireline 

Communication 

Communication performed between nodes linked by a physical 

medium, such as copper or optical wire 
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1 INTRODUCTION 

 

1.1 Chapter Introduction 

 

This thesis has been compiled to summarise the results of research into security solutions 

suitable for autonomous Mobile Ad hoc Networks (MANETs). The document will begin 

by identifying and discussing existing literature and the current ‘state of the art’. This will 

allow the identification of original contributions for the thesis. 

  

1.1.1 Chapter Layout 

 

 Section 1.2 provides background information on the central topics of the thesis. 

 Section 1.3 outlines research questions that guide the investigation documented in 

this thesis.  

 Section 1.4 outlines broad research objectives based on the research questions, 

which represent strategic elements of the research. 

 Section 1.5 defines the boundary of the research, outlining the point at which the 

research is considered to be complete and defining out of scope work. 

 Section 1.6 states the original contributions encapsulated in the research. 

 Section 1.7 provides an overview of the thesis structure, defining each chapter and 

elaborating briefly on its purpose. 

 Section 1.8 summarises this chapter. 

 

1.2 Background 

 

Mobile Ad hoc Networks (MANETs) have become increasingly popular as a means of 

allowing mobile nodes to communicate and cooperate without the need for traditional 

network infrastructure, instead treating all nodes as routers and end-points. As a result, 

MANET nodes are usually required to not only communicate on their own behalf, but 
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relay messages from other nodes that may be out of range of the target of their 

transmissions. The means by which this is achieved varies, with many routing protocols 

proposed and several standardised to date (Lee et al. 1999).   

A key consideration with MANETs is that they are mobile and possibly long range in 

nature, being located far from infrastructure and possibly beyond direct human control. 

Many unmanned aerial vehicles (UAVs) are remote piloted, either completely or as an 

assistance measure, but an increasing number of UAV platforms are fully autonomous 

(McCune & Madey 2013). Swarms of UAVs may exceed the multitasking capabilities of 

human operators, requiring the development of fully autonomous systems (Karim et al. 

2004).  

Autonomous control provides a potential solution to the issue of human control becoming 

overly complex or resource intensive (in terms of manpower and equipment), with many 

scientific, civil and military fields already employing partially or fully autonomous 

Unmanned Aerial Vehicles (UAV) for search and rescue, disaster recovery and 

reconnaissance operations (Gu et al. 2000). The ability to define a mission as a series of 

tasks, which may then be sent to mobile nodes to be sorted, allocated and acted upon is 

of great benefit when considering ways of increasing the reliability of mobile nodes in 

the absence of human intervention.   

Many mobile platforms, notably quadrotor UAVs, have become popular for use in 

autonomous MANETs despite significant limitations (Ryan et al. 2004). Low power 

reserves, payload limitations and limited computational capabilities are critical resource 

constraints for these platforms. Additional to these limitations are the limitations of the 

MANET itself, with unpredictable change of network topology, open communication 

medium and probabilistic delivery of data packets adding complexity to the issue of 

organising nodes autonomously and completing missions in an optimal manner.   

A critical weakness in autonomous MANETs is their security. Without human oversight, 

such networks are vulnerable to attacks against the wireless medium they use to 

communicate, as well as the inherently trusting nature of MANETs (Zhou & Haas 1999). 

Trust is required to allow nodes to cooperate and form serviceable routes (Jawandhiya 

et al. 2010). It may also be required as a part of any task allocation or cooperation services 

required to complete a given mission. If a network becomes compromised, either in terms 
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of its ability to provide network services (routing), or mission-related services (e.g. task 

allocation, information sharing), then it will fail the assigned mission, with the potential 

for loss or damage to the nodes. In hazardous scenarios such as disaster management, this 

loss may even extend to human lives (Phan & Liu 2008).  

This thesis documents the research undertaken regarding Virtual Closed Networks: 

Optimised Security for Autonomous MANETs. This Chapter will introduce the thesis, 

providing an outline of the research that have been undertaken, including research 

questions, original contributions, and research objectives. 

 

1.3 Research Questions  

 

This research will focus on the vulnerability of wireless MANET communication to 

attack, seeking to identify methods of securing MANET communication and topology 

with minimal impact on required services. 

The following questions will provide a foundation for investigating the existing 

requirements of autonomous MANET communication, and how MANET communication 

may be secured within the constraints identified:  

 

1.3.1 What data, and how much of it, is required to achieve autonomy in a 

MANET? 

 

Knowledge of the type, amount and size of the data that must be communicated across 

the network to allow nodes to operate cooperatively is required to analyse the cost of 

autonomy. The means by which a network allocates tasks and associates nodes with 

objectives in a larger mission framework must be identified to determine what 

communication is required to facilitate autonomous function.  

Autonomous systems may be localised or distributed, with local system requiring little to 

no external communication to carry out their assigned function. However, MANET-based 

systems imply a distributed approach. These use of networking technology to allow 



1 INTRODUCTION 

4 

 

communication between nodes on the network implies that nodes are intended to 

communicate about the problem at hand, and work together to formulate solutions. These 

solutions will then be communicated throughout the network and acted upon.  

Identifying the network requirements of the communication associated with these vital 

control processes is a vital element of the research.  

 

1.3.2 How does the need for autonomy drive resource consumption, such as 

communication complexity and data requirements, in MANETs? 

 

The identification of MANET resource constraints is a parallel inquiry to the one raised 

in Sub-section 1.2.1. The needs of processes with non-optional communication as a part 

of their function will consume network resources. The limits of these resources must be 

identified to determine the maximum level of utilisation that can be supported. 

 

1.3.3 How can a MANET be secured against passive and active attacks? 

 

To explore methods of securing an autonomous MANET, the vulnerabilities associated 

with the communication medium and method(s) must be identified and investigated. 

Attacks on networks take two broad forms, passive attacks that rely on observation and 

information gathering, and active attacks that use the gathered information to perform 

malicious acts against the target network.  

By identifying the particular attacks that may perform these actions against a MANET, 

and mapping them to the communication required by processes needed to provide 

autonomous function to the network, a set of specific vulnerabilities may be derived. This 

informs the proposal of strategies, services and protocols suitable for the identified 

security needs.  
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1.3.4 What are the costs associated with providing security? 

 

Having identified the security requirements of a given network, the costs associated with 

the provision of security may be investigated. Security represents an additional cost, 

stacking with the resource utilisation of underlying (and now secured) communicating 

processes.  

Identifying these costs allows for the total cost of security under a given framework and 

protocol suite to be identified. This information allows the assessment of the viability of 

a given approach to a target network. Over-utilisation of network resources requires that 

security be made more lightweight, potentially compromising the effectiveness of the 

proposed solution, or that underlying services be increased in efficiency (or reduced in 

scope).  

 

1.3.5 How can processes critical to autonomous functionality be made more 

efficient in terms of use of network resource consumption? 

 

The control processes required to drive an autonomous system are usually verbose, 

requiring a great deal of communication to provide network-wide solutions. By 

identifying methods of reducing the overheads associated with this communication, the 

total cost of control communication may be reduced. This frees network resources for 

other activities, which may be control or security related. 

 

1.3.6 By what means can the cost of security be reduced, without impairing the 

provision of security services? 

 

As described in Sub-section 1.2.5, the cost of communication may be reduced by 

investigating the communication requirements of the underlying process. The same can 

be done for security, identifying the minimum criteria for effective provision of security 

under given use-cases. By analysing the cost of security in terms of specific network 
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services, it is possible to identify solutions which reduce the use of network resources. It 

is vital that any reduction in network resource use, relative to a comparable framework or 

protocol, does not compromise the ability of the proposed solution to provide required 

security services. 

 

1.4 Objectives 

 

The objectives of this thesis are: 

 Conduct an investigation of autonomous MANET communication requirements. 

 Conduct an investigation of existing approaches to securing such networks. 

 Propose modifications to existing problem solving algorithms to reduce 

communication requirements. 

 Propose a novel security framework designed to provide a full suite of security 

services, as defined in the International Telecommunication Union 

Telecommunication Standardisation Sector (ITU-T) document Rec X.805, to an 

autonomous MANET at an acceptable cost in additional communication cost and 

complexity. 

 Design, conduct and document the results of experiments, analysing all proposed 

approaches to problem solving and security in autonomous MANETs, comparing 

such proposals against comparable existing solutions. 

 

These objectives are developed further in the Problem Analysis presented in Chapter 3.  

 

1.5 Domain Boundary 

 

The core concepts that provide the foundation for this research are; autonomous function, 

secure communication, and mobile ad hoc networks. These three areas represent the broad 

scope of the research, and their definition into research-specific goals defines the 

boundary of that research.  
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Autonomous functionality requires that systems remain robust and effective without 

human intervention for a duration of time. The boundary of the research lies in the 

analysis of the requirements of task allocation algorithms and similar enablers of 

autonomy, innovation of novel autonomous services is not considered within the scope 

of this research. The analysis and potential improvement of the means by which such 

services communicate between nodes, is the focus of this aspect of the research.  

Secure communication is the primary focus of the research. The boundary may be defined 

as the development of a full security implementation; this research is focused on analysis 

of proposals and the formation of a theoretical security framework for autonomous 

MANETs. The implementation of a full security framework is considered to be outside 

of the scope of this research.  

All elements of the research are focused on MANETs. No other network type is 

considered within the scope of this research, as autonomous MANETs have been selected 

as the primary focus for the research to be undertaken. The very specific needs of each 

type of network, be they infrastructural, cellular or otherwise, would create such a degree 

of variety and complexity that any proposal resulting from the research would fail to 

address the research topic.  

 

1.6 Original Contributions 

 

This thesis documents a number of novel contributions to knowledge that arise from the 

work undertaken. The following bullet points summarise the original contributions 

identified and documented:  

 The proposal and analysis of Cluster Formed CBBA, a method of clustering in 

CBBA to optimise communication and reduce processing complexity. 

 The definition of Virtual Closed Networks, a means of providing VPN-like 

functionality to within a MANETs. 

 Full-suite security for autonomous MANETs, in the form of the Security Using 

Pre-Existing Routing for Mobile Ad hoc Networks (SUPERMAN) framework. 
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 A vouching system (Security Using Pre-Existing Routing for Mobile Ad hoc 

Networks (SUPERMAN) referral mechanism) for key exchange to reduce the 

amount of communication required for multi-hop node authentication. 

 Performance analysis of secure routing, comparing Secure Ad hoc On-demand 

Distance Vector (SAODV), Secure Optimised Link State Routing (SOLSR) and 

SUPERMAN. 

 Performance analysis of security-related control communication, comparing 

Internet Protocol Security (IPsec) and SUPERMAN. 

 

1.7 Thesis Structure 

 

This document follows the structure outlined below: 

 Chapter 2: Literature Review. 

o An extensive body of existing literature is reviewed to provide a 

foundation of knowledge in the field of autonomous MANET security. 

This will provide a foundation for further problem analysis and the 

identification of research gaps that will provide the main avenues of 

progress throughout the research.  

 Chapter 3: Problem Analysis. 

o The research gaps identified in the Literature Review are explored in-

depth, with fundamental issues being analysed to define a clear statement 

of where potential original contribution may be derived. This provides the 

basis for the proposal of solutions to key research questions, themselves 

derived from the gaps identified in Chapter 2.  

o Distributed Task Allocation (DTA), specifically consensus based methods 

of decentralised, are identified as a required vector for investigation. 

o Key security issues arising from the need for autonomy and the 

architecture of MANETs are identified. The need for a framework to 

specifically address these issues is identified. 

 Chapter 4: Optimised Distributed Task Allocation. 
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o Based on the outcomes generated by the Problem Analysis, this chapter 

proposes two approaches to reducing the communication cost and 

complexity of Consensus Based Bundle Algorithm (CBBA). These 

proposals seek to address issues identified relating to the use of multicast 

and broadcast communication. 

o A cluster-based approach to CBBA is identified. It is hypothesised that the 

approach will greatly reduce communication complexity, decreasing data 

and transmission requirements. 

o It is proposed that with the addition of control traffic to provide node 

synchronisation across the network, broadcast communication will further 

reduce communication complexity buy cutting down on redundant 

communication. 

 Chapter 5: Results of Optimised DTA Simulation. 

o Presents the results of simulation for the proposed approaches outlined in 

Chapter 4. This is followed by an analysis of those results, outlining the 

effectiveness of the proposed solutions relative to existing approaches. 

o Cluster Form CBBA (CF-CBBA) is found to reduce communication 

complexity and cost significantly. Issues are identified with the optimality 

of assignments in specific cluster configurations. 

o Broadcast Enabled CF-CBBA (BECF-CBBA) is shown to dramatically 

reduce communication redundancy by allowing nodes to synchronise 

without the unicast mechanisms used in baseline CBBA. 

 Chapter 6: SUPERMAN: A Closed-MANET Security Framework. 

o Building on the problem analysis conducted and hypotheses put forth in 

Chapter 3, this chapter proposes Security Using Pre-Existing Routing for 

MANETs. This is a proposed security framework intended to provide full-

suite security to autonomous MANETs, for all services required by such 

networks. 

o Security Using pre-Existing Routing for MANETs (SUPERMAN) is 

proposed as a full-suite security framework targeted at autonomous 

MANETs. 
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o The Virtual Closed Network (VCN) approach to MANET security is 

proposed and detailed, forming the core philosophy of the SUPERMAN 

framework. 

 Chapter 7: Results of SUPERMAN Simulation. 

o Presents the results of simulation for the proposed approaches outlined in 

Chapter 6. This is followed by an analysis of those results, outlining the 

effectiveness of the proposed solution relative to existing approaches. 

o The SUPERMAN framework is compared with Internet protocol security 

(IPsec) and found to generate less security control overhead during both 

initialisation and security association phases, when forming a secure 

network. 

o The SUPERMAN framework is found to secure routing more cost 

effectively that SAODV and SOLSR, with lower data requirements and 

the preservation of underlying routing protocol functionality without the 

need for secure behaviour. The VCN approach removes the need for 

modified protocol behaviour for network services to be secured. 

o The SUPERMAN framework is found to require less security overhead to 

secure CBBA and CF-CBBA, when compared with IPsec. 

 Chapter 8: Conclusion. 

o Closes the thesis, providing an overview of original contributions, how 

they were achieved and justification of those assertions. Future work is 

proposed, based on the identified areas in which the research touches on 

the domain boundary established in Chapter 1. 

 

1.8 Chapter Summary 

 

This chapter has provided an introduction to the thesis. It outlines the purpose of the 

document, background information, and the original contributions that this research 

provides. The domain boundary of the research and the structure of the thesis has been 

defined, to provide the reader with a clear indication of the scope of the research 

conducted and the format in which it is presented. 
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The next chapter will review existing, published literature relevant to the identification of 

the current state of the research domain. This will allow the identification of research gaps 

mapping to the research questions and original contributions.  
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2 LITERATURE REVIEW 

 

2.1 Chapter Introduction 

 

This chapter will provide a comprehensive review of existing literature related to the 

research undertaken in this dissertation. MANETs, Distributed Task Allocation (DTA) 

communication requirements and protocols relating to the provision of network, control 

and security services in autonomous MANETs are researched.  

A body of existing literature will be assembled and investigated throughout the chapter, 

to illustrate the research domain and identify research gaps. The purpose of this work is 

to identify research gaps that may allow for the production of original research as a result 

of pursuing identified open problems.  

 

2.1.1 Chapter layout 

 

The literature review is organised into the following sections: 

 Section 2.2 reviews research concerning MANET architecture and issues of 

autonomy, to provide an overview of capabilities and limitations in such networks. 

 Section 2.3 focuses on literature concerning the routing mechanisms of MANETs, to 

allow analysis of the capabilities of existing routing protocols. 

 Section 2.4 reviews literature documenting algorithms for autonomous decision 

making, to assist in defining the term ‘autonomous MANET’ in the context of this 

thesis. 

 Section 2.5 reports on current literature in the field of MANET security, including 

routing and communication security. 

 Section 2.6 discusses literature related to the field of security frameworks, outlining 

prominent existing frameworks and proposals. 

 Section 2.7 provides the research gap analysis, which identifies the areas of original 

research that this thesis will focus on. 
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 Section 2.8 summarises the chapter.   

 

2.2 Mobile Ad hoc Networks (MANETs) 

 

Wireless networks have developed to meet the demand for a fully mobile network 

topology without supporting infrastructure.  This has occurred despite the limitations of 

the wireless medium such as high error rate, power restrictions, bandwidth constraints 

and link capacity (Saeed et al. 2012). As nodes may change their position freely, multi-

hop routes are required to enable nodes to contact other nodes within the network without 

needing to be in range of their intended destination node or a base station as in traditional 

wireless networks.  Networks exhibiting the characteristics of free-movement, no 

supporting infrastructure, and wireless communication are called Mobile Ad hoc 

Networks (MANETs) (Reidt & Wolthusen 2008). 

(Reidt & Wolthusen 2008) identify that MANETs can be sub-divided into types based on 

the core requirements of their application domain. Aerial, vehicular (VANET) and 

submarine implementations of MANETs exist, with mobility characteristics dependent 

on their area of application (Sommer & Dressler 2007).     

(Quaritsch et al. 2010) conducted a survey of networked UAVs, identifying that aerial 

MANETs are most commonly used due to the freedom of movement afforded by their 

flight capabilities. Lightweight platforms such as quadrotor drones are a typical choice 

for many applications due to their agility, speed, ability to hover, and three dimensional 

mobility (Ivancic et al. 2012).  A key issue with such platforms are their energy 

constraints and their power demanding propulsion method, namely propeller powered 

hover and flight (with no supporting aerofoil to mitigate energy expenditure).  This varies 

between platforms, but agile, lightweight mobile platforms tend towards short operational 

periods due to power limitations.   

The rate of topology change can vary greatly depending on the mobility of nodes in the 

network. Fast moving nodes may require frequent route updates, as routes that were 

previously viable become invalid due to the network entering a new configuration 

unsuitable for the previously suggested route (Enneya et al. 2009).  (Comparetto et al. 

2003) states that the range of communication may also be affected by the power available 
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for transmission and the effects of the environment in which the network is deployed. To 

address the high degree of variability in the communication constraints and mobility of 

nodes, several approaches have been taken to address the problem of MANET routing.   

(Kiran 2009) analyses MANET protocol architecture, identifying the numerous 

differences between MANETs, wireless and wired networks. Unlike WiFi (IEEE 802.11 

b/g/n) and wireline networks, MANETs lack infrastructure, with nodes performing the 

role of router and end-point as required.  WiFi networks share the weaknesses of the 

wireless medium, but are supported by infrastructure within one hop of end points, 

allowing many of the security services and protocols available to wireline networks to be 

applied reliably (Bakshi et al. 1997). Such is not the case for MANETs, which must 

involve all nodes in network-wide services. 

 

2.2.1 Autonomous MANETs 

 

A key issue identified in the effectiveness of MANET routing protocols is the manner in 

which they respond to changes in network topology. The speed with which new routes 

may be planned and the complexity of the communication required to plan those routes 

are limiting factors when considering the division of network resources between routing 

and other required services.   

(Bellur et al. 2002) identify a key issue in autonomous MANETs in that they must 

maintain frequent communication with one another to avoid collision, repetition of labour 

(performing the same task when only one node needs to service it) and provide routes for 

communication between distant nodes.  This extends to redundant activity, nodes must 

communicate with all other nodes involved in a task allocation process to avoid repetition 

of tasks undertaken by their peers (Vincent et al. 2003). In large networks, this may 

represent a considerable amount of communication. 

(Bethke et al. 2008) expanded on the topic of communication load in MANETs, taking 

into account the health of autonomous system.  Health is defined as the combination of 

all variables related to the operational lifespan of an autonomous system, such as UAVs. 

This attribute can include varying traits of a platform, network performance, energy 
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reserves and platform specific payload performance. The purpose of monitoring the 

health of an autonomous system is to determine the fitness of a node for continued use in 

a mission. Specific to autonomous MANETs is the concept of network performance. 

Should a node become unreliable, failing to communicate for a period of time or suffering 

significant loss or corruption of transmitted packets, it may be deemed unfit for duty and 

retired from the mission. An important observation made by Bethke et al., is that the 

health of a system may be adversely affected by choices made in the type of networking 

technology used.   

The network must therefore provide reliable routing to ensure that nodes may 

communicate in a timely manner, with minimum loss of communicated data.  The high 

mobility of nodes in some scenarios can complicate this, reducing the reliability of the 

MANET routing protocol depending on the type of protocol chosen. 

In recent work, (Gundry et al. 2012) identify that autonomous control and MANET 

topology is closely linked. It has been previously identified that reliable routing is 

required to allow the communication of control data, but the distribution of nodes in a 

network may also have effects on latency and quality of service.  

(Kusyk et al. 2013) reinforces these observations, conducting a quantitative review of an 

autonomous MANET performing a mapping mission. It is proposed that the coverage of 

a network will play a large role in the optimality of mission involving a high-level of 

mobility. By ensuring that nodes form a network that provides maximum connectivity 

while reducing individual movement in the mission-space, energy may be conserved and 

MANET performance improved. Balancing the mobility of nodes with the 

communication requirements of task allocation and control is therefore a vital 

consideration when developing autonomous systems for the MANET paradigm. 

 

2.2.2 Section Summary 

 

MANETs can be considered to be a new type of network, a proposal made in many of the 

publications cited.  MANETs allow nodes complete freedom from the confines of 
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traditional network infrastructure, at the cost of requiring each node to participate in 

routing and network-based services.   

The highly mobile nature of some MANETs means that they have the potential to 

experience rapid changes in their topology.  The mobility of such networks allows them 

to provide useful services in a variety of civil applications.  This desirability is offset by 

the complexity of MANET architecture, specifically the communication complexity of 

ensuring reliable routes between nodes.   

MANETs are a popular emerging network architecture that has proven suitable for a wide 

variety of applications depending on highly mobile, independent nodes. (Gundry et al. 

2012) state that limitations come in two forms:  

 Limitations of architecture (and the wireless medium). 

 Limitations of platforms used as MANET nodes. 

 

The limitations of MANET architecture centre on the wireless medium and the 

organisation of communication in the absence of specialist routing infrastructure. The 

wireless medium is open, in the sense that outside observers may freely capture and 

analyse data packets transmitted by wireless nodes. Without routing infrastructure, each 

node must play a role in topology generation. As a result, the previously discussed 

wireless medium problems may also affect communication required by the routing 

protocol.   

Platform limitations stem partially from the carrying capacity of the target platform. 

Lightweight UAVs, for example, will not be able to carry heavy-weight hardware or 

power supplies. This limits their individual utility, as they may require specialist payloads 

and have short operational lifespans before needing to have their batteries replaced. The 

cooperation requirements of specialised UAVs may also increase the complexity of 

communication and task allocation, as nodes may need to work together to combine their 

limited unique capabilities to address problems unsolvable by individual nodes.  
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2.3 MANET routing protocols 

 

The management of a dynamic topology with many participating nodes is non-trivial, 

routes may become broken due to node movement or changes in local conditions that 

affect the communication medium (Lee et al. 1999). MANET routing protocols have been 

proposed to address this problem and provide reliable routing in changeable networks. 

Three key approaches have been adopted: reactive, proactive and hybrid (Royer & Toh 

1999). These approaches use routing tables to store route information locally on each 

node. Due to the infrastructure-less nature of MANETs, every node is considered to be a 

router, in addition to any other role they might perform in the network.   

Table 2-1 shows the key attributes of proactive and reactive protocols, which will be 

discussed with reference to the reviewed literature in the relevant sub-sections. Hybrid 

routing protocols are not identified, as they vary in which attributes of proactive and 

reactive routing they utilise.   

 

Table 2-1 Table to show the attributes of Proactive and Reactive MANET routing 

protocols (Chandra 2005) 

 

 Proactive  

(Table-driven) 

Reactive  

(On-demand) 

Availability of 

Routing 

Information 

Immediately from route 

table 

After a route discovery 

Route Updates Periodic advertisements When requested 

Routing Overhead Proportional to the size of 

the network regardless of 

network traffic 

Proportional to the number of 

communicating nodes and 

increased with increased node 

mobility 

 

(Daranasi et al. 2012) identify node mobility as a key consideration when selecting an 

appropriate routing protocol. By performing a quantitative analysis of three routing 

protocols and three mobility models using Network Simulator 2 (NS2), Daranasi et al 

identify that AODV, DSR and DSDV respond differently to Manhattan Grid, Gauss 

Markov and random waypoint mobility models, each exhibiting differing packet delivery 

in each scenario. Observations made by (Maan & Mazhar 2011) demonstrate that 
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proactive routing protocols are also affected by node mobility, much in the same way as 

their reactive counterparts. The movement of nodes can therefore be said to have a 

variable effect on the reliability and quality of service of a MANET, and fore-knowledge 

of likely patterns of motion in the field can inform the selection of appropriate routing 

protocols.  

 

2.3.1 Reactive MANET routing protocols 

 

Reactive routing protocols provide on-demand route formation services. This means that 

routes are discovered when necessary, routes are not maintained between all nodes. 

Routes are maintained only as long as is necessary, as determined by a lifetime value set 

within the chosen protocol.  

Figure 2-1 illustrates the communication involved in planning a route between two nodes 

over multiple hops using AODV.   

 

 

Figure 2-1 Diagram showing the generation of a route between nodes S and D using 

AODV [http://flyingdcat4.tistory.com/entry/AODV] 

 

(Perkins & Royer 1999) propose Ad hoc On-demand Distance Vector (AODV) protocol 

as an example of a reactive routing protocol, which is now an IEEE standard (RFC 3561). 

AODV provides the indicated attributes, while also providing lifetime tracking of routes, 
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unicast and multicast routes, and sequence numbering (Chakeres & Belding-Royer 2004).  

These services prevent underutilisation of routes, the formation of redundant routes and 

looping back over nodes that have already participated in route planning respectively. 

These services are vital to ensure that routes are created quickly and efficiently.  

Reactive routing protocols tend to require comparatively complex communication for 

route planning. AODV requires a three-way exchange between nodes along a route to 

plan and verify that a route has been formed between source and destination nodes. In 

networks with a slow rate of topology change, the lifetime of routes that are being utilised 

may be long, and therefore the complexity of routing is mitigated by the duration for 

which those routes persist (Lee et al. 1999). In highly mobile networks, the rate of change 

in topology may be rapid enough that routes frequently break. Under such circumstances, 

reactive protocols may become network-resource intensive (Kuppusamy et al. 2011). 

Recent work regarding reactive routing protocols includes a diverse array of topics; 

tactical communications and energy-saving are prominent examples. (Cheng & Moore 

2012) evaluate the performance of AODV against that of Optimised Link State Routing 

(OLSR) and Open Shortest Path First MANET Designated Routers (OSPF-MDR) for 

tactical communications. Overhead traffic and end-to-end delay are the primary variables 

observed; with AODV being found to provide low-overhead in low mobility scenarios 

when compared to OLSR. The cost of re-routing is cited as the primary driver of cost 

under AODV; the previously identified cost of forming new routes when existing routes 

become invalid or time-out is reinforced in this contemporary analysis.   

 (Bade et al. 2013) investigate the effective use of energy saving measures under AODV. 

The cost of routing under reactive protocols is identified as a critical issue if frequent re-

planning of routes is required. Mitigation of cost through constrained mobility is not 

always a viable option. Bade et al propose an algorithm to alert autonomous systems of 

energy thresholds, affecting their behaviour based on energy consumption, extending the 

lifespan of nodes by manipulating node topology based on node energy demands.  
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2.3.2 Proactive MANET routing protocols 

 

Proactive routing protocols take a different approach to reactive protocols, by generating 

routes between nodes periodically. Instead of requiring that a node identifies a destination 

node and requests a route be formed between itself and its target, routes are planned 

between all nodes in advance (Jacquet et al. 2001). This is performed on a regular basis, 

with nodes polling each other for neighbour information that may be used to gain partial 

or full knowledge of the network topology, depending on the protocol used.   

(Clausen. & Philippe 2003) propose OLSR as a protocol designed with this philosophy 

in mind. OLSR nodes use HELLO messages to discover route information for nodes 

within two hops whenever a network poll is performed (Clausen. & Philippe 2003). OLSR 

differs from many proactive routing protocols by making use of Multi-Point Relays 

(MPRs), elected nodes which have a high number of two hop connections. When planning 

a route between a source and destination, these relays are used as critical points; not all 

nodes are polled regarding the existence of a given route, only MPRs. This reduces the 

amount of communication required to plan a route between two or more nodes.   

A criticism of the proactive method is that it requires a synchronised topology database 

across the network (Kuppusamy et al. 2011). MANETs cannot guarantee synchronisation 

of nodes, making the development of an appropriate algorithm difficult. This issue is 

mitigated by polling frequently enough that even if some polls are not received by all 

nodes, subsequent polls allow the inclusion of those nodes in the routing process. These 

polls are performed by flooding topology data throughout the network, with the frequency 

of flooding set at a rate that ensures the network does not become unsynchronised for a 

significant period of time. Figure 2-2 shows the two phases of routing under OLSR: the 

initial polling phase, where nodes flood routing packets to generate partial topology 

information, and the selection of a route by Node 4, with the dark shaded nodes (MPR 

nodes) relaying messages to the intended destination (Node 9) by the shortest path. 
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Figure 2-2 Diagram showing the flooding and routing mechanism of OLSR [Enneya et 

al. (2009)] 

 

The flooding mechanism may appear to be communication intensive, but packet sizes are 

kept small to reduce the impact this has on network resources (Guo et al. 2010). For low-

mobility scenarios where topology change occurs slowly, reactive protocols may provide 

a more efficient mechanism for routing in terms of utilisation of network resources. 

(Hinds et al. 2013) provides a contemporary review of routing protocols for MANETs. 

Proactive protocols are identified as suitable for high mobility nodes, due to their 

periodic-poll routing mechanisms. This reinforces the observations of Guo et al that the 

selection of a suitable routing protocol is partially dependent on node mobility 

characteristics. 

Proactive protocols are highly responsive to changes in topology, due to their frequent 

polling mechanism. In situations that involve highly mobile nodes, proactive routing 

protocols may generate routes as quickly as the network changes, giving them an 

advantage over reactive protocols in terms of routing latency and network resource 

utilisation. 
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2.3.3 Hybrid MANET routing protocols 

 

Hybrid protocols such as the Zone Routing Protocol (ZRP) attempt to combine the 

positive attributes of proactive and reactive protocols (Haas et al. 2002). Partial 

knowledge of the topology is generated proactively, with a reactive component allowing 

additional routes to be formed on-demand with nodes that are not discovered as part of 

the initial route prospecting service (Chahidi & Ezzati 2012). 

The number of nodes found during the discovery phase has an impact on the effectiveness 

on the proactive element of such protocols. If a low number of routes is discovered this 

way, more demand will be placed on the reactive element. Similarly, the reactive 

component of the protocol has the same disadvantages as purely reactive protocols in 

highly mobile networks experiencing high communication loads.   

Rapid changes in the attributes used to qualify which nodes are reached proactively, such 

as signal strength, adjacency and hop count, can cause the responsiveness and resource 

utilisation of hybrid protocols to vary significantly (Jayakumar & Gopinath 2007). This 

makes it difficult to predict how hybrid protocols will perform in high mobility scenarios, 

as the rate of topology change will have a variable effect based on how many nodes 

qualify as being local to others during the proactive flooding stage, which in turn effects 

how frequently the reactive component of the protocol will be invoked to generate 

additional routes.   

 

2.3.4 Section Summary 

 

MANET routing protocols define the manner in which network topology is generated and 

maintained. A relationship has been identified between the manner in which nodes move 

with respect to one another, and the complexity of routing under reactive, proactive and 

hybrid MANET routing protocols. 

This research establishes the fundamental aspects of MANET routing, identifying 

investigations and analyses of the requirements and constraints of the three key types of 

MANET routing protocol. 
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2.4 Distributed Task Allocation (DTA) 

 

Distributed Task Allocation (DTA) algorithms are a class of algorithms that concern the 

distribution of a set of tasks between a set of nodes. DTAs are used within autonomous 

MANETs for the division of work among nodes. Such algorithms are described as 

centralised or decentralised.   

Centralised DTAs nominate a single node as the controller for the task allocation 

operation. This node requires that other nodes provide it with their state information 

relevant to decision making, and is required to communicate the results of the task 

allocation back to those nodes. Centralised approaches have been shown to require 

significant communication between a single decision making node and the rest of the 

network. Such approaches also require that the central controller node have the processing 

capabilities to generate solutions for the whole problem, with no sub-division of labour 

(Botelho & Alami 1999). They do not require communication whilst undertaking the 

computation, which provides benefits in terms of network resource utilisation. 

Centralised approaches suffer from having a single point of failure. If communication is 

lost with the central controller, the network loses all decision making capabilities. Non-

controller nodes may not have the hardware or software to perform DTA. Even assuming 

that all nodes are capable of DTA, a new controller must be nominated, which is a 

potentially time consuming election process requiring all nodes to communicate and 

nominate the new controller before any further DTA processes can be started.  

Decentralised approaches require partial or full network participation in the decision 

making process (Jin et al. 2003). Instead of relying on a single node to distribute a 

solution, each node in the decision making set will provide a partial solution to all other 

nodes in their set. This requires communication between all decision making nodes to 

reach a solution, which is then communicated to all nodes that did not participate in 

decision making.   

Partially decentralised DTA requires that a set of decision making nodes be nominated. 

The use of multiple decision making nodes reduces the impact of the loss of DTA capable 

nodes, as the remaining members of the set may continue to perform DTA (Saad et al. 

2011). Communication is more complex under such systems, as all members of the 
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decision making set must share information and agree on a final allocation that is deemed 

optimal for the network. The decision making nodes must also agree on their 

responsibilities for processing state information from specific nodes outside of that set.  

This approach reduces computational complexity by requiring that each node only makes 

decisions based on their assigned non-set peers, and comparison of their solutions with 

decision making set peers. This comes at the cost of additional communication 

complexity. 

Fully distributed methods take this a step further, requiring that all nodes participate in 

DTA (Ostergaard et al. 2001). Each node bids for itself, and all other nodes provide 

counter bids where their suitability for a task exceeds that of bids placed by their peers. 

Nodes are responsible for the computation of their local DTA solution and the 

communication of their solution to all other nodes in the network. This further reduces 

the computational complexity of DTA on individual nodes, at the cost of even higher 

communication complexity than partially decentralised methods.   

The manner in which nodes agree on a solution is determined by the approach taken; 

market-based auction or consensus-based DTA. 

 

2.4.1 Market-based Auction Approaches to DTA 

 

(Zlot & Stentz 2006) propose a market-based auction model, inspired by the distribution 

of resources through economic principles.  In their model, tasks are given a cost, which 

is a variable that is an abstraction of the resource consumption likely to be incurred by 

performing the task.  This provides the benefit of node by node calculation of the cost of 

a task, distance from an objective, method of propulsion and other factors may be 

integrated into the cost equation allowing for individual assessment of a task’s value.  A 

second variable, referred to as a score, represents the reward element of completing a 

task.  This is an arbitrary value assigned by the designer of a set of tasks, to represent the 

importance of one task over another.   

Nodes bid on tasks, communicating their fitness to perform a task to either a central 

controller (in centralised implementations) or all other nodes in the network (in 
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decentralised implementations) (Gerkey & Mataric 2003). By subtracting the cost of a 

task from the score, a node is able to determine whether it is worth bidding for that task.  

By comparing the bids of other nodes, the most suitable node for a task may be 

determined.   

(Ducatelle et al. 2009) identify that centralised implementations of market-based models 

require that nodes communicate either their bids, or their current position and state 

information to a central controller. This controller then processes bids to create tasks lists, 

which are then communicated back to all other nodes in the network. Only relevant 

information is communicated, so nodes are only made aware of the tasks for which they 

qualify.   

Decentralised methods require round-robin communication; either between a set of nodes 

identified as decision makers that bid on behalf of associated nodes, or all nodes 

participating equally. (Drucker et al. 2012) demonstrate that the amount of 

communication during the decision making process will be far greater than that of 

centralised methods. There is no single point of failure in a decentralised method, 

meaning that the loss of a node only impacts the resources the network may assign to 

solving a problem.   

(Johnson et al. 2012) address a critical issue in purely score-based market approaches; 

scores given may provide sub-optimal ordering. Nodes may be sent to points in the 

mission area that bypass tasks lower in their task-list.  Non-submodular scoring provides 

a means of ordering tasks in a more efficient manner, but as identified in sub-section 

2.2.3, the communication required to avoid colliding with other nodes may increase as 

the path that a node is following may differ from the task information available to other 

nodes. As a result the order in which tasks are undertaken may be made more optimal, 

but communication requirements may be increased.   

A key constraint with auction algorithms is identified by (Dasgupta 2012) as their 

inherently sequential nature.  Tasks are auctioned one at a time, which results in a large 

amount of wasted communication for nodes which do not win a bid. Although the 

participation of all nodes in the bidding process is required to select the optimal bid, those 

that do not receive the task do not gain anything from that specific exchange. This has 

resulted in many centralised approaches to offset the perceived communication cost, with 
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the previously discussed issue of single-point of failure and communication load on the 

central controller that scales with the size of the network.   

Risk management is considered in contemporary literature. (Ponda, Johnson & How 

2012) state that a risk of centralised and partially distributed systems is sub-optimal task 

allocation at the local level. This is a result of purely market-based models repurposed to 

provide globally optimal solutions, as the burden of sub-optimality is passed to the 

individual nodes, rather than the network as a whole. The need for solutions that focus on 

globally optimal distributed task allocation is noted, with reference to existing algorithms.  

 

2.4.2 Consensus-based Approaches to DTA 

 

(Ren & Beard 2003) introduce the concept of consensus seeking in distributed task 

allocation problems, investigating the issue of multi-robot control. Purely market-based 

models tend towards single-robot single-task allocation, where one task is given to one 

robot and the network uses information from all nodes to determine the recipient of the 

task. Consensus-based methods seek to reduce wasted communication by allowing 

multiple robots and multiple tasks to be processed simultaneously.  

Consensus-based task allocation uses auction or market-based allocation as a foundation, 

following the same principles of bidding, scoring and perceived cost. In single task 

implementations, such algorithms required the agreement of all nodes that a given node 

is the most suited to a task, but this has the same issue of inherently sequential processing 

discussed in sub-section 2.3.1.   

(Brunet et al. 2008) propose Consensus-Based Bundle Algorithm (CBBA), an algorithm 

that allows nodes to submit a collection of tasks for review by their peers, instead of only 

handling one task at a time. This allows nodes to perform calculations on the whole 

problem domain, determining which they are able to bid on and submitting the results of 

those bids to all other nodes in the network. By performing rounds of bidding and counter-

bidding, the network will arrive at a state where no modifications are made to bundles in 

a round. This state is referred to as consensus, and the resulting bundles are then 

committed as task allocations to the participating nodes.   
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The allocation mechanism can be further refined through the use of non-submodular 

scoring, and task restriction based on node capabilities (Hunt et al. 2012). It must be stated 

that refining the allocation of tasks does not address communication issues. Although 

CBBA and equivalent algorithms mitigate wasted communication by allowing nodes to 

communicate a large number of tasks for processing in one round, communication is still 

inherently sequential.  

CBBA uses round-robin communication to allow all nodes to transmit their bundles to all 

other nodes. This communication can be assumed to be sequential due to the need for 

coherent state information at each stage of the DTA process on each node. This leads to 

a steep rise in communication complexity with each node added to the network.  

Early implementations assumed unicast communication, to address the issues 

encountered when networks were not arranged with all nodes as immediate neighbours 

(Johnson et al. 2010). (Johnson et al. 2011) proposed Asynchronous Consensus Based 

Bundle Algorithm (ACBBA) to address the asynchronous channel problem, improving 

the efficiency of communication by allowing multicast communication and an event-

driven initialisation of bundle sharing instead of the synchronised sequential method 

formerly used. Full utilisation of the broadcast capabilities of wireless communication 

has thus far been avoided due to the communication cost associated with control of 

network flooding mechanisms as a means of state information propagation (Ponda, 

Johnson, Kopeikin, Choi & How 2012).   

Large networks will encounter significant communication load, with significant wait 

times between the start of a round and its completion, as identified by (Argyle et al. 2011). 

In time limited missions, or on energy constrained platforms, waiting for solutions for 

long periods of time may not be feasible.  

Figure 3 shows how tasks are allocated to nodes using CBBA. The task allocation planner 

element is present on all participating nodes; for every resulting task list, a node has 

processed its bids and transmitted a bundle. This reinforces the previous observations 

made by Hunt and Johnson regarding the inherently sequential nature of CBBA, even 

when task allocation itself is performed on groups of tasks.   
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DTA algorithms, including CBBA, tend towards intolerance of network disruption 

(Olfati-Saber & Murray 2004). In the case of CBBA, partial rounds are unacceptable, 

requiring a retry of the entire round (Choi et al. 2009). When considering the critical 

requirement of network stability, the nature of wireless communication may itself cause 

issues. Implementations seeking to mitigate this issue have been proposed, but unreliable 

communication may add a significant delay to the completion of a DTA process (Pi 2011). 

As previously discussed, the time taken to allocate tasks and the use of network resources 

during that time are critical factors when considering the constraints of DTA applied to 

autonomous MANETs. 

 

Figure 2-3 Diagram showing the allocation of tasks to ground-based and aerial nodes 

using CBBA [Choi et al. (2009)] 

 

Contemporary work by (Colistra et al. 2014) maps the problem of task allocation in the 

context of the consensus-based approach to the Internet of Things. Massively distributed 

networks with very high numbers of nodes are identified as desirable and an imminent 

area of focus for consumer goods. The management of task allocation in such networks 

is a problem, due to the costs associated with routing and the utilisation of the 

communication channel between related nodes.  
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The extension of these considerations to logistical networks, such as those used in 

shipping and commercial distribution, highlights an additional area of application. (Kim 

& Choi 2014) identify that not only is the number of nodes involved in task allocation 

important, but the dynamic mobility of those nodes must be considered. The allocation of 

tasks in networks of considerable size (many thousands of nodes) with highly variable 

mobility is being addressed by proposed algorithms such as Consensus Based Auction 

Algorithm (CBAA) and CBBA (alongside application-specific derivatives), but remains 

an open problem at present. 

 

2.4.3 Section Summary 

 

DTA is required to allow autonomous task allocation. It allows nodes to share their state 

information relevant to the problem at hand and bid on tasks that represent simple 

elements of the whole problem. However, many approaches require a highly reliable 

network with significant computation and communication resources.   

The sequential nature of assignments in non-bundle algorithms make them ill-suited to 

networks with limited network resources, as there is a high degree of wasted 

communication due to only one node being able to be allocated a given task in each round.  

CBBA solves the problem of being limited to single task allocations, but still suffers from 

being inherently sequential and reliant on round-robin communication between all nodes.   

The mobile nature of nodes and inherently probabilistic nature of wireless 

communications encourages the use of decentralised methods due to the communication 

and computational costs associated with losing contact with the controlling node in 

centralised approaches. However, decentralising the DTA process increases 

communication complexity. This complexity increases exponentially as the network 

grows in size, making current methods unsuited to large scale deployment on MANETs. 

The underutilisation of wireless communication capabilities is common in currently 

proposed DTA algorithms. CBBA and ACBBA both require that nodes send their bundles 

in a sequential or event driven manner, leading to repetitive communication and a lack of 

parallelism in the information sharing stage of an allocation round. This represents an 
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open problem, as the broadcast nature of the wireless medium may be used to allow for 

broadcast or multicast communication of task bundles to the rest of the network, reducing 

duplicate communication.   

DTA algorithms represent the means by which an autonomous MANET may operate 

independently of human control. Current approaches provide a means by which small 

networks of autonomous nodes may share information and arrive at optimal solutions for 

a variety of simple tasks. Investigation into the means by which communication 

complexity and time taken to arrive at a solution in large networks may be reduced is 

identified as a key point of interest. 

 

2.5 MANET Security 

 

Wireless networks suffer from utilising an insecure medium.  Wireless transmissions are 

inherently broadcast, this means that communication may be intercepted as long as the 

intercepting node is within transmission range.   

MANETs rely on routing to determine the topology of the network and ensure the 

provision of network-related services to all nodes. Disruption, subversion or denial of 

routing services will have a significant impact on the ability of the network to deliver 

those services. It is therefore critical that routing services are secured, to guarantee the 

validity of routes within the network.   

As discussed in sub-section 1.3, autonomous networks require control communication to 

derive solutions to problems and allocate tasks appropriately. Theft, manipulation or 

destruction of data related to task allocation can have significant consequences. Nodes 

may be misinformed of which tasks they are expected to perform, or a form of Denial of 

Service (DoS) attack may be caused by destroying vital control data in transit.   
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2.5.1 Security Threats 

 

(McGee et al. 2004) investigate the use of ITU-T X.805 as a means of planning secure 

networks. They identify security and reliability as the key concerns of service providers 

and enterprise networks, with an emphasis on cost effectiveness. The potential for high-

value loss (in terms of finance, reputation or possibly the risk of hazard to human well-

being as a result of compromise) should a network be compromised for even a short 

amount of time is deemed to be unacceptable. These concepts are equally applicable to 

the domain of autonomous MANETs, as the costs (in terms of time and resources) of 

having an insecure network are high. Debilitation or outright loss of network and control 

services is unacceptable, especially as autonomous MANETs may be beyond the reach 

of potential human intervention. 

 

Table 2-2 Table of Security Dimensions mapped to Security Threats (Richard et al. 

2010) 

 

 

 

Security Dimensions 

 

Security Threats (effects on data/information) 

Destruction Corruption 

Modification 

Theft 

Loss 

Removal 

Disclosure Interruption  

of services 

Access control      

Authentication      

Non-repudiation      

Data confidentiality      

Communication security      

Data integrity      

Availability      

Privacy      

 

The X.805 document details a security architecture that separates networks into three 

planes; client, control and network. The client plane includes services extended to users, 

the control plane details any administrative or process control services required by 
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autonomous elements of the network and the network plane is described as all topology 

generation and maintenance processes. Table 2-2 details the five key threats to a network 

and the eight dimensions of security that may be applied to mitigate them.   

(Richard et al. 2010) evaluate the IEEE 802.15.4 standard using X.805 as a benchmark 

for security standards. They find that this framework adequately described the threats that 

wireless networks face, stressing the need for a full security solution for wireless 

communications that do not make use of infrastructure. It is also stated that low-power 

wireless networks have severe limitations on the bandwidth that they can spare for 

security services, although this is a technological constraint rather than an issue with the 

medium itself. The evaluation provided is application specific and only concerns itself 

with end-to-end security. This is an issue when considering the multi-hop nature of 

MANETs.   

It cannot be guaranteed that a network will maintain direct connections between all nodes, 

due to the probabilistic nature of wireless communication leading to the potential for 

periodic disconnects when link quality is poor. This may lead to issues in situations where 

an intermediate node on a route has been subverted, allowing for a variety of attacks. 

Point-to-point security must also be considered when nodes themselves form the basis of 

network topology maintenance.   

(Chandra 2005) classify MANET security threats as active and passive.  Active threats 

include denial of service, jamming, masquerade, fabrication and modification. All of 

these threats require the active participation of malicious nodes within the network. To 

launch active attacks, such nodes must usually engage in passive attacks to gather 

information about the target network.  Passive threats include data packet and traffic 

analysis. Such attacks may allow security information to be derived, for example any 

released plain text may allow attacks on cryptographic systems. They conclude that the 

mitigation of passive threats decreases the likelihood and effectiveness of active threats.   

(Garg & Mahapatra 2009) identify security threats specific to MANETs.  The key 

weaknesses of MANETs are reported to be:  

 Dynamic topology has been discussed previously, but in terms of security, 

unpredictable changes in network topology may allow for the injection of 
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malicious nodes.  The directionality of links may also vary, presenting multiple 

avenues through which to perform session-oriented attacks. 

 Bandwidth constraints put a hard limit on the complexity of security that may be 

applied.  The complexity of cryptographic algorithms and the size of packet 

security fields are two examples of bandwidth consumption by security services.  

Complex key exchange mechanisms may also run into issues with bandwidth 

constraints. 

 Energy limitations are most noticeable in MANETs designed for energy 

optimisation.  As the energy capacity of mobile nodes are finite, attacks that 

prevent communication or promote wastage of resources are particularly 

effective. 

 Limited physical security concerns the safety of the device itself.  It is possible 

that a mobile node may be stolen, allowing an attacker direct access to security 

information and other relevant data.  The implementation of persistent network 

wide keys is therefore inadvisable. 

 

(Bhatia & Shah 2013) provide a contemporary review of security approaches to vehicular 

ad hoc networks (VANETs). These are essentially long-lived MANET nodes with a wide 

range of motion, possibly constrained by transport infrastructure. The need for novel 

security approaches in resource limited networks is identified, due to the proliferation of 

MANETs as a means for communication exceeding the provision of standardised, 

resource-aware and efficient security systems.  

 

2.5.2 Secure Routing 

 

(Burmester & de Medeiros 2009) discuss the issue of security related to route discovery. 

They stress the importance of route discovery as the foundation element of network 

topology maintenance in MANETs. Securing route discovery is identified as a critical 

consideration when discussing MANET security, as any manipulation or disruption of 

routing services will affect the entire network.   
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(Deng et al. 2002) analyse the security threats that afflict MANET routing protocols, 

identifying the black hole attack as an attack of particular note. The open nature of the 

wireless medium and its reliant on cooperation between nodes are identified as key 

weaknesses to a variety of attacks. The black hole attack sinks routing packets, preventing 

them from being used to generate routes between nodes. A method to address the black 

hole attack is proposed for AODV, but does not address other attacks.   

(Zapata 2002) proposes Secure Ad hoc On-demand Distance Vector (SOADV) protocol. 

SAODV extends AODV, providing security services to the routing process.  Two 

mechanisms are used:  digital signatures to ensure the integrity of non-mutable fields in 

routing packets, and hash chains to secure hop count information, which changes with 

each hop. Route error messages are protected by digital signatures, which may only be 

propagated over a single hop due to the large amount of mutable information they contain. 

The purpose of this extension is to provide secure routing; only services related to 

MANET routing are protected. No additional protection is extended to data sent over a 

route once it has been established.   

(Papadimitratos & Haas 2003) state that just because a route is secure and up to date, it 

cannot be assumed that the route remains secure. They go on to posit that an intelligent 

attacker can pretend to behave in accordance with the secure protocol, while injecting 

malicious packets into the network. This reinforces the previous observation that secure 

routing does not extend its services beyond the network plane.   

(Hafslund et al. 2004) propose a secure extension to OLSR, using digital signatures to 

provide guarantees of routing packet integrity. Timestamps are also used to prevent 

packet replay attacks. They note that the addition of digital signatures places additional 

overhead on the routing packets, an observation that is alluded to in the previously 

discussed publications, but not explicitly identified as a key feature.  

A common feature of both proactive and reactive secure routing protocols is a focus on 

integrity over confidentiality. Digital signatures are used to ensure that non-mutable field 

have not been tampered with, but the previously discussed protocols do not encrypt 

packets. The rationale for this is that information about the network topology may be 

derived by collecting route requests and observing the addresses, in the case of reactive 

protocols.  
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Trust-mechanisms are another method of providing security services. Generally, trust-

based protocols give a numeric value to every node in the network that represents a level 

of trust. Misbehaviour causes neighbouring nodes to reduce this value. If a threshold value 

is reached, nodes inform other members of the network of the misbehaving node and 

cease communication with the offending node.   

(Thanigaivel et al. 2012) proposed Trust based Routing Mechanism Using Non-

cooperative Movement in MANETs (TRUNCMAN). The purpose of this protocol is to 

isolate and cease cooperating with nodes that abuse the implicit trust inherent in routing 

operations. This is a purely trust-based system, which does not provide integrity or 

confidentiality services explicitly. TRUNCMAN can extend a measure of protection to 

data packets by detecting misbehaviour in the use of routes, but like SAODV and SOLSR, 

it does not specifically address the security of packets that do not belong to the network 

plane. 

Trust mechanisms allow the identification of misbehaving nodes. (Dhanalakshmi & 

Rajaram 2008) propose that the detection and isolation of misbehaving nodes will prevent 

their interaction with legitimate nodes, extending protection to the uncompromised 

elements of the network. It is possible that by identifying and then blacklisting such 

nodes, the network may protect itself against attacks that use the identities of formerly 

legitimate nodes to further compromise the network (Sen 2010).  

Risk-awareness is a prominent topic in recent literature. (Zhao et al. 2012) analyses the 

issue of risk-awareness in MANETs. The risk of attack may be used as a measure of how 

likely an attack will be, allowing a balance to be stuck between the cost of security and 

the needs of other network services in resource constrained networks. This highlights the 

need for flexibility when resource constraints demand a choice be made between a certain 

degree of protection and the availability of resources for critical network services.   

 

2.5.3 Data Security 

 

Routing ensures that nodes may communicate with one another, over intermediate nodes 

should it be required. Communication itself is a complex element of any network, 
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representing not only the data sent over the network, but the manner in which it is sent. 

The control and client planes of a network require reliable communication to provide 

services to the network and allow nodes to participate in cooperative processes such as 

DTA.   

(Yang et al. 2004) analyse the security requirements of MANETs, focusing on routing 

but discussing issues related to data security. The implementation of existing security 

services is discussed, concluding that the direct application of services developed for 

wireline services frequently exceeds the limited bandwidth available to many MANETs. 

This is an observation made in many of the previously cited publications that address 

MANET security. 

Confidentiality services are provided by cryptography, obfuscating the contents of a 

packet so that if it is intercepted, it is not immediately readable. Secure MANET routing 

is generally assumed to use pre-shared keys to digitally sign packets for the purpose of 

integrity, not confidentiality. However, such keys may also be used for cryptographic 

purposes. It is not safe to assume that keys are pre-shared, as (Liu et al. 2013) state in 

their paper regarding a framework for distributed key management in MANETs.   

(Papadimitratos & Haas 2006) propose an end-to-end security protocol that provides 

confidentiality and integrity services to data transmissions in MANETs.  By providing 

security between a source and destination, the inherently unreliable and insecure nature 

of MANET routes can be mitigated. This is achieved by using pairwise keys between 

nodes to encrypt the contents of packets and sign packets to provide confidentiality and 

integrity respectively. The approach taken in this publication does not account for the 

integrity of the route, though it is proposed that the services discussed be applied 

alongside the routing security protocol proposed by (Papadimitratos & Haas 2003).  Even 

assuming the integration of such security services, point-to-point security is not observed. 

It is possible that secure packets are intercepted or rerouted, as there is no security applied 

to the packet between intermediately nodes.   

(Liu et al. 2013) stress the need for lightweight, reliable, flexible security that is aimed 

specifically at the needs of MANETs. Adopting methods that have proven effective on 

wireline networks may not be possible in many cases due to bandwidth constraints, and 

may not address vulnerabilities specific to MANETs. Elliptic curve cryptography is 
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suggested as a lightweight method of forming pairwise keys. Diffie-Hellman key 

exchange algorithm is also suggested as a viable means of sharing keys between nodes 

and forming pairwise secure links.   

(Maity & Ghosh 2012) focus on the open medium issue of wireless network, suggesting 

that the solution is to close access to the network. The mobility of nodes in a MANET 

prevents the use of traditional means of closing a network, such as a firewall. The network 

must be closed at the node level, with authentication policies enforced to prevent the entry 

of malicious nodes to the network. Achieving the degree of network closure possible in 

wireline networks is stated as being beyond the reasonable scope of a closed MANET. 

 

2.6 Security Frameworks 

 

2.6.1 Internet Protocol Security (IPsec) 

 

The IPsec working group created the IPsec security framework, a collection of protocols 

for wireline networks that provides end-to-end security services. As an open standard, 

IPsec provides a solid foundation for further work regarding end-to-end communication, 

as stated by (Doraswamy & Harkins 2003). IPsec has been used to secure internet, intranet 

and virtual private network (VPN) communication. Unlike the previously discussed 

secure routing protocols (e.g. SAODV, SOLSR), IPsec seeks to secure data and does not 

take into account routes. It forms end-to-end security associations that ignore the role of 

routing in the delivery of packets. This is because of the highly changeable nature of the 

connection between end-points and the dependable nature of the medium (wired or 

wireless).  The medium and supporting infrastructure provide delivery guarantees, so 

IPsec only has to account for the integrity and confidentiality of end-to-end 

communication.   

The rationale for using IPsec is often stated as being because of one or more of the 

following traits: 

 IPsec is an open standard and therefore has no immediate cost associated with 

using it for further development. 
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 Its modular design allows the implementation of new encryption and 

authentication algorithms. 

 IP-based addressing integrates directly with IPsec, though should alternative 

addressing schemes be used, IPsec becomes undesirable due to this dependency. 

 Higher-level operations, such as those operating at the application layer, do not 

need to be modified to accommodate IPsec. 

 IPsec is forwards compatible with IPv6, allowing it to operate in extremely large 

networks. 

(Ghosh et al. 2005) propose that ad hoc networks may be secured using IPsec. Referring 

to the ITU-T X.509 document regarding the use of certificates for access control and 

authentication as a basis for a lightweight authentication and certificate revocation 

method, Ghosh reports that IPsec may be implemented in ad hoc networks with tolerable 

impact on packet latency. It is shown that IPsec can be made to work in a hop-by-hop 

manner, securing neighbours in a MANET, but this is argued to have a significant impact 

on network performance due to packets being de-encapsulated and re-encapsulated at 

each node. It is suggested that end-to-end services should be the focus of MANET 

implementations of IPsec, assuming that intermediate hops cannot be trusted. It is not 

mentioned which routing protocol is used to generate network topology, nor is it 

suggested that IPsec-like frameworks can be extended to protect routing data.   

(Ali et al. 2010) suggest that modelling whole-network MANET security on existing 

frameworks is possible, but only if extensions to such frameworks are developed to 

account for the unique attributes of MANETs. MANIPsec is proposed as such a 

framework, providing a closed-network with authentication and access control services.  

As with (Papadimitratos & Haas 2006) proposal, this framework only accounts for end-

to-end communication.  

A key issue raised by both Ali and Ghosh is the concept of dynamic key generation. It 

cannot be safely assumed that a network will have pre-shared keys, or that a network wide 

key will remain secure should a node be physically compromised. (Puttini et al. 2003) 

focus on the concept of certificates as a means of providing authentication services, 

suggesting that despite the additional overhead that certificates cause when nodes 

authenticate with each other, the dynamic key generation services that they offer are 
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valuable. They extend this statement by suggesting that by closing the network at the node 

level, issues caused by the open medium of the network may be mitigated. Like Ghosh 

and Ali, Puttini focuses on end-to-end communication security.  (Puttini et al. 2004) does 

expand the concept of MANET security to the network plane, specifically highlighting 

the need for routing protocol security and communication security to provide protection 

to the whole network. They do conclude, however, that although observed overheads were 

small, the proposed framework was only applied to small MANETs with low hop counts.    

(Lacey et al. 2012) propose Reputation-Based Internet Security Protocol (RIPSEC). This 

framework is an alternative approach, in which the behaviour of nodes during the routing 

process is used to inform the IPsec component of the trust-levels assigned to a given node. 

This trust-level can be shared among other members of the network, to identify and 

counter-act malicious behaviour. However, this only provides security countermeasures 

to non-routing communication, routing is used to inform end-to-end communication 

using IPsec-like security, but is not protected.  

(Kang & Balitanas 2009) highlight security vulnerabilities in the IPsec approach. They 

identify issues with the remote-access approach of IPsec, stating that it is possible for 

unauthorised devices local to an authorised device to access the IPsec connection through 

the authorised device. It is possible that an associated home computer, infected with a 

worm, may be able to propagate that worm to shared network drives through the local 

authorised machine’s IPsec connection. The critical vulnerability highlighted here is the 

trust placed on end-points to have robust access control policies, despite IPsec enforcing 

no such policy itself. IPsec, despite providing secure communication over an untrusted 

medium, is vulnerable to any weak access control policy at end points and does not 

provide in-built solutions to this problem.  

It has been observed, as recently as 2014, that some of the security algorithms used by 

IPsec have expired (been cracked or left the period of reasonable assumption of security) 

(Dadhich et al. 2014). IPsec is configurable, users can select from a variety of encryption 

and hashing algorithms. However, IPsec still includes Message-Digest 5 (MD5) and Data 

Encryption Standard (DES), in this suite of algorithms. Both of these security algorithms 

have been demonstrably cracked on contemporary computer hardware in a timely manner 

(22 hours to crack a 56-bit symmetric DES key), demonstrating their weakness. That these 
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continue to be included in the IPsec standard leaves end-user organisations reliant on local 

expertise to ensure the security of their IPsec implementation. There have also been 

security issues identified with IPv6 implementations of IPsec, relating to link-local 

Neighbour Discovery Protocol (NDP) (Supriyanto et al. 2013). This further supports 

assertions that IPsec is reliant on existing layer 3 network architecture, and may require 

substantial revision in the near future.  

The combination of IPsec and secure routing protocols has been proposed in previous 

literature. Analysis of these approaches has frequently found issues in the sharing of 

secrets between nodes. (Patil & Sidnal 2013) discuss secure routing and IPsec 

independently and in combination as a part of their survey of secure MANET routing. 

IPsec is found unsuitable for the protection of MANET routing, due to its need for either 

pre-shared secrets to generate keys, or the presence of an online trusted third party (which 

is not a safe assumption for an ad hoc network). Secure routing protocols tend towards an 

assumption of trust, any transmission that meets the protocol standards used (and uses 

appropriate keys) is assumed to come from a trustworthy source. They conclude that 

secure routing protocols, and IPsec used to secure routing, both share issues related to the 

assumption of trust inside the network, and dynamic incorporation of new nodes in the 

field.  

Combined approaches, in which IPsec secures non-routing communication and secure 

routing ensures that the network topology generation process is protected, cannot 

guarantee full communication security. If these protocols use separate tables to store 

credentials, attackers can compromise services individually. (Wallgren et al. 2013) 

identify that this does increase the workload for an attacker trying to fully compromise 

the network, but they do not need to fully compromise security to disrupt the network.  

Compromising routing would allow for the destruction or theft of IPsec protected data 

regardless of if the IPsec service itself had been compromised (Von Mulert et al. 2012). 

Likewise, due to the open-medium problem, compromised IPsec would allow for the theft 

of encrypted data between end-point without any need to interact with secure routing 

protocols. Using the two approaches in tandem does not provide a full-security solution, 

it has been reported that mitigation of threats is possible, but full network security cannot 

be guaranteed by combined approaches (Kumar et al. 2012). It has been proposed that 
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hybrid, integrated approaches may provide such security, but no such proposals have been 

identified (to the authors knowledge) at this time.  

 

2.6.2 MANET Focused Approaches 

 

Frameworks have been proposed for MANET security independently of IPsec. (Wang & 

Teng 2013) propose an efficient authentication scheme for secure MANET 

communication, proposing a sliding scale of security services that may be implemented 

depending on the perceive threats to the network. An issue identified with such a 

framework is that although it is able to reduce the security overhead when the network is 

not perceived to be under threat, threat analysis and response represent significant control 

challenges in distributed systems. (Jang & Agha 2006) propose a framework describing 

the means by which communication overhead may be reduced, providing resources that 

may be used for threat-analysis by reducing the cost of other network services. 

It is possible that attacks could be made against the threat analysis portion of the network. 

Increased latency and reduced bandwidth result from the most secure states of the 

proposed framework, allowing attackers to potentially manipulate the network security 

service by increasing or decreasing the perceived security threat to a node in a calculated 

manner.  To mitigate these issues a cluster-based topology is proposed, similar to that of 

(Rachedi & Benslimane 2006). This is essentially a requirement for the reliable operation 

of the proposed framework in large MANETs.   

(Lu et al. 2013) report on their secure distributed authentication scheme based on Chinese 

Remainder Theorem – Verifiable Secret Sharing (CRT-VSS) and trusted computing, 

combining the concepts of closed-network and trust-based routing. The need for 

protection of the key generation and exchange mechanisms in MANET is identified, with 

misbehaviour during the authentication of nodes being identified as a potential point of 

ingress for malicious nodes possessing partial network information (locations of nodes 

and known plain-text). It is argued that by establishing trust between nodes, in addition 

to providing authentication services, the authenticity of nodes may be re-evaluated as 
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required by the network to protect against identity-based attacks which aim to abuse the 

established trust between authenticated node-pairs.  

This is similar to the peer-evaluation mechanism of TRUNCMAN with regards to how 

trust is computed by neighbouring nodes, not the network as a whole. Communication 

complexity is reduced, decreasing the control overhead of routinely checking for 

misbehaviour when nodes attempt to authenticate with each other. As identified in 

previous work by (Glynos et al. 2005) regarding the prevention of impersonation attacks, 

the proposed framework only protects the authentication of nodes. It does not extend 

security services to routing or communication security directly, instead assuming that a 

closed-network will provide a degree of protection to those services. 

 

2.6.3 Section Summary 

 

IPsec provides an open, robust and standardised framework for security, but is restricted 

to infrastructural networks, for the most part. Proposals for the integration of IPsec into 

MANETs have been made; finding that although the impact on communication overhead 

is tolerable, the networks tested have been relatively small. Attempts to implement IPsec 

directly in larger networks have found that it does not scale well with large numbers of 

nodes and high hop counts.   

Bespoke security solutions have been proposed, but tend to focus on specific MANET 

attributes, such as protection of routing information. These approaches tend towards end-

to-end security rather than accounting for the lack of security between source and 

destination nodes in multi-hop scenarios.   

This research has identified current approaches to developing and deploying MANET 

security frameworks. IPsec remains popular as a foundation for continuing work, but 

many methods still focus on end-to-end security implementations that ignore the unique 

attributes of MANETs. Current solutions have not proven themselves scalable, being 

tested on MANETs consisting of no more than twenty nodes.  
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2.7 Research Gap Analysis 

 

The literature review has outlined a distinct area of research that may be sub-divided into 

two main areas: DTA and MANETs. Publications regarding DTA generally reference a 

communication method, with the majority specifying that due to the mobile nature of 

nodes in the mission area, wireless communication over a MANET is desirable. Research 

into MANETs has suggested their utility in autonomous systems, due to their ability to 

allow communication in highly changeable environments, such as those likely to be 

encountered by UAV systems. In both cases, the suitability of DTA over MANETs has 

not been investigated. The communication requirements of autonomous decision making 

over MANETs is an open problem and a suitable area for additional investigation. 

The security of MANETs relates directly to the subject of autonomy. If a system is to 

operate without human intervention, it must have some means of security to protect 

against attacks which seek to compromise it. MANET routing security has been analysed 

and many solutions proposed in contemporary literature, with behavioural and 

cryptographic defences specific to the needs of MANET architecture having been 

identified. There is, however, a trend to focus on network and control communication as 

entirely separate. This represents another avenue of investigation, as data security in 

MANETs is an area of great interest, but MANET security tends to be viewed as routing 

specific.  

The following gaps have been identified in the research reviewed in this chapter: 

 DTA’s demands on MANET resources may be high, due to the communication 

complexity of fully decentralised task allocation algorithms. MANET constraints 

and the attributes of wireless communication over radio will have an effect on the 

timeliness and optimality of DTA assignments.  There is a research gap that has 

been identified in Sub-sections 2.2 and 2.4 regarding the impact of 

communication constraints on DTA processes. 

 Security has been identified throughout sub-sections 2.3 and 2.5 as a critical issue.  

MANET routing security has been identified as an issue in the logistics of 

information exchange: insufficient security in this area can result in the subversion 

of the routing protocol by malicious nodes, preventing the reliable delivery of 
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messages in the network.  A gap has been identified relating to the open-medium 

problem of wireless communication; investigating and proposing a means of 

preventing trivial access to network-related information. 

 Sub-section 2.5 reviews literature related to the issue of dynamic key generation.  

Tolerating the arrival and departure of nodes in a MANET has been identified as 

vital for missions with durations exceeding the operational lifetime of the selected 

platform.  Investigating a means of providing security, while allowing nodes to 

join the network after initialisation, is an open problem and research gap when 

presented in the context of autonomous MANETs. 

The above points identify the research gaps which the thesis will continue to analyse and 

identify solutions for.   

 

2.8 Chapter Summary 

 

This literature review has collected a wide-range of publications from a broad base of 

research. Key attributes, requirements and issues related to MANETs have been 

identified, with state of the art proposals and solutions identified for autonomous control 

(DTA), routing, communication and security. Existing research that can provide a 

foundation for understanding the interactions between MANETs, autonomous control and 

security has been identified. Furthermore, existing security frameworks have been 

identified, which can assist in identifying the requirements of security and provide a basis 

of comparative analysis for the research outcomes of the thesis.   
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3 PROBLEM ANALYSIS 

 

3.1 Chapter Introduction 

 

The literature review has provided an overview of the research domain and a foundation 

of existing literature from which original contributions have been identified. This section 

will analyse the research questions posed in Sub-section 1.2; identifying key areas of 

investigation, approaches and tools of potential benefit to the research, and defining the 

scope of the research to be undertaken. 

By the end of this chapter, the problem domain will be defined by a set of hypotheses.  

These hypotheses will be formulated from an analysis of the existing literature, the setting 

of an appropriate research methodology and areas for investigation. This will provide a 

framework for the research to be undertaken, defining clear goals and the general 

requirements that must be met to achieve those research goals.   

 

3.1.1 Chapter Layout 

 

This chapter is broken down into the following sections: 

 Section 3.2 analyses the issue of autonomous control, specifically the 

communication requirements of DTA algorithms.  

 Section 3.3 looks at the problem of providing security in highly verbose networks, 

such as those performing DTA to support autonomous activity in a MANET. 

 Section 3.4 discusses the fundamental assumptions made when planning the 

research.  

 Section 3.5 consolidates the findings, defining the research scope and proposing 

hypotheses that will guide the research reported in this thesis. 

 Section 3.6 summarises the chapter.  
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3.2 Distributed Task Allocation (DTA) 

 

As discussed in sub-section 2.4, DTA algorithms provide a means by which a network of 

nodes may cooperate to solve complex problems.  It has been identified, however, that 

these algorithms have several limitations that are especially apparent in the context of 

MANETs, namely the complex communication required to arrive at a network-wide 

solution, and the time taken to arrive at that solution.   

DTA, as discussed in the literature review, may be centralised or decentralised in nature. 

Due to the dynamic mobility of MANETs, however, centralised approaches can restrict 

the movement of nodes within the mission area, as hop counts are constrained to preserve 

quality of service and nodes are required to be within a given range of the central authority 

for task allocation. Centralised approaches also have a single point of failure, making 

them undesirable in MANETs with energy limitations, or a possibility of node loss.  

Consensus-based approaches in particular present a variety of algorithms that allow nodes 

to move freely within the mission area, while allowing nodes to participate in task 

allocation with fewer constraints on mobility when compared with centralised 

approaches. Such approaches also allow the computation of solutions with limited 

computational resources by only requiring that nodes compute locally optimal solutions 

until a compromise is reached between all such local optimised solutions and a global 

solution is formed.  

Decentralised approaches to DTA avoid the single-point of failure issue by only losing 

the resources of a given node, when a node is removed from the network, instead of losing 

the ability to control the DTA process entirely. This makes such algorithms attractive for 

use in scenarios in which node loss is a possibility, such as hazardous materials inspection 

or search and rescue.  

Consensus-based bundle algorithm (CBBA) has been identified as a means by which a 

collection of nodes may compute globally optimal solutions in an optimal manner.  

Although it allows solutions to be computed taking into account the whole network, it 

suffers from complex communication that is ill-suited to the network architecture in 

which it is more frequently employed.  CBBA requires that nodes communicate in a 

highly sequential manner, which is at odds with the parallelism offered by MANETs.   
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Sequential communication in a MANET can be described in terms of a series of unicast 

transmissions.  Though these transmissions are addressed to specific nodes, they are still 

inherently broadcast due to the nature of wireless communication.  Assuming that the 

medium for communication is wireless, all (even addressed) communication will 

propagate outwards in all directions from the point of transmission.  Many nodes may be 

within range of such a transmission, but if the communication is addressed to a specific 

node, the other nodes in range will ignore it.  This may represent a significant amount of 

wasted communication over the course of a task allocation process.   

 

3.2.1 Defining Communication Cost 

 

Cost must be quantified to accurately represent its impact on a system.  In the case of 

communication cost, two key factors play a role; the number of communication events 

and time taken to communicate.  Communication events represent individual 

transmissions regardless of the number of packets involved, representing the 

communication required to share a bundle in the case of CBBA.  The time taken to 

communicate is a direct measurement of the amount of time that elapses between the 

beginning of DTA related communication and the end of that round of task allocation.  

The sum of all such measurements leading up to achieving consensus is the total 

communication cost of a CBBA process.   

When referring to waste, it must be noted that communication perceived to be redundant 

is classified as waste.  Costs are not inherently wasteful, but the repetition of 

communication that may have been transmitted more efficiently is described as a waste 

cost in the context of this research.   

 

3.2.2 Communication Complexity 

 

The sequential nature of communication under CBBA is a major issue when considering 

its use in wireless networks, but the complexity of that communication is another key 

factor to consider.  Equation 3-1 (Johnson et al. 2010) demonstrates the growth in 
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communication complexity as a network grows, when performing CBBA.  x, being the 

number of communication events required to reach consensus, is dependent on the 

number of nodes, n, in the network and the function of the number of CBBA rounds 

required to reach consensus, r.   

 

𝒙 = 𝒇(𝒓). (𝒏. (𝒏 − 𝟏)) (Equation 3-1) 

 

As a result, communication complexity increases rapidly as the number of nodes involved 

increases.  This limits the scalability of CBBA, making it unsuited to large networks.  

 

   

Figure 3-1 Graph showing the effects of network size and number of rounds on the 

required number of communication events 

 

 Figure 3-1 shows the effect of the number of nodes on the number of communication 

events required to complete a variable number of CBBA rounds.  It is assumed that 

bundles do not exceed the Maximum Transmission Unit (MTU) of the network interface.  

It becomes apparent that when solving complex problems, CBBA will place a significant 

demand on network resources to achieve consensus.  This is primarily due to the 

sequential nature of communication between nodes under CBBA. 
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CBBA requires that each bundle transmission is synchronised across the network. Early 

implementations of the algorithm used sequential communication to ensure that nodes 

would have all received bundles from the current source node and performed CBBA on 

them (Brunet et al. 2008). This was achieved by ensuring that the next node to 

communicate its bundle was the last in the sequence of unicast transmissions by the 

source node. Current implementations of CBBA have not reported on the communication 

used to facilitate MANET functionality, though multicast and broadcast communication 

have been identified as possible and potentially beneficial with the addition of control 

traffic to allow synchronisation of nodes receiving broadcast bundle updates (Colistra 

et al. 2014).  

The number of tasks increases the computational complexity of problem solving in a 

linear fashion, but unless the size of packets required to communicate bundles exceeds 

the network interface MTU, this will have no effect on the communication complexity of 

the assignment problem. 

Due to the sequential nature of the communication, strain may also be placed on reactive 

routing protocols if the time taken to communicate with all other nodes in the network 

exceeds the lifetime of a route. Such an occurrence would force the network to plan a 

route for every unique communication, unless routes were consistently utilised within 

their lifespan and nodes did not move in such a way that such routes become invalid (in 

the case of reactive protocols such as AODV). Similarly, a network undergoing rapid 

topological change due to high mobility would suffer under reactive routing protocols, as 

well as proactive protocols with an insufficient polling rate.   

This combination of factors suggests that timely communication is required, and the 

means by which communication may be made timely is the reduction of complexity.  By 

harnessing the inherent attributes of MANETs, such as broadcast communication and 

node-based routing, it is possible to reduce communication complexity.  Broadcast 

communication allows multiple nodes to be addressed with a single transmission, while 

the node-based routing of a MANET can allow reconfiguration of the network into 

clusters as needed.  By reducing communication redundancy and sub-dividing the task 

allocation problem, the complexity of both the CBBA process and the communication 

required to reach consensus may be reduced.   



3 PROBLEM ANALYSIS 

50 

 

3.2.3 Section Summary 

 

Key issues have been identified in terms of CBBA’s communication complexity. It is 

possible that communication related to CBBA task allocation may take a significant 

length of time in large networks due to the sequential nature of its communication.  If no 

other activities are being undertaken during this time, it is possible that some nodes, such 

as UAVs, will be expending resources to remain mobile without actively pursuing 

mission objectives while waiting for the results of a CBBA process. 

The result of this analysis is the observation that the problems associated with CBBA may 

be categorised as follows: 

 Task allocation: The task allocation problem may be divided and allocated to 

clusters of nodes.  This is possible due to the high-degree of control MANETs 

have over the description of their topology, allowing nodes to be given varying 

privileges and responsibilities when performing DTA (such as becoming a cluster 

head). This may be done with little impact on network services and topology; 

initial control communication required to designate node roles being the only 

additional required communication. 

 Efficient use of the communication medium: Harnessing the inherently broadcast 

nature of wireless communication will cut down on the waste inherent to 

sequential, largely redundant transmission of bundles between nodes.  By 

allowing multiple nodes to be addressed in a single transmission, the number of 

repeated messages will be reduced, in turn reducing the complexity of 

communication and the time spent communicating. 

 

To address these two issues, a performance analysis of CBBA would need to be 

undertaken.  This would inform the proposal and development of a MANET optimised 

version of CBBA including the previously discussed modifications to cut down on 

communication complexity and the time taken to reach consensus in MANETs of varying 

size.    
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3.3 Network Security 

 

Security should be considered in terms of authenticity, integrity and confidentiality.  The 

inherently trusting nature of MANET nodes leads to issues with authenticity, as without 

a means of identifying legitimate and malicious nodes the network is vulnerable to attacks 

that abuse the implicit trust between nodes. The integrity of packets sent through the 

network is an important consideration, as packets lacking integrity assurance measures 

may be modified in-transit to their intended destination. Confidentiality mitigates the 

likelihood of an outside observer being able to derive valuable information from captured 

packets, at least in a timely manner.   

Existing proposals for MANET security focus on security as a routing problem or control 

problem, providing protection to routes or data. Such approaches view the integrity of 

routes and the confidentiality and integrity of control data independently, with proposals 

such as SAODV and SOLSR addressing MANET routing security and MANIPSEC 

focusing on end-to-end data security. An extensive literature review did not identify 

approaches that address whole network security. To better understand the need for 

security that can be applied to the data communicated through a MANET, the types of 

attacks commonly used against MANETs must be analysed. The open-medium problem 

must then be analysed to identify the steps that must be taken to address the issue of 

inherently broadcast communication.   

 

3.3.1 MANET Vulnerabilities 

 

MANETs are vulnerable to a variety of attacks, primarily due to the following reasons: 

 Nodes may become isolated, allowing malicious nodes to exploit reputation 

mechanisms or the lack thereof to communicate with such nodes. 

 Wireless communication occurs on an open-medium, allowing trivial interception 

of messages, which if not encrypted, are easily read. If messages are not 

authenticated and integrity checked, modification of packet contents is possible, 
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leading to potentially unreliable or harmful communication which appear 

legitimate. 

 MANET nodes implicitly trust each other, leading to potential abuse if malicious 

nodes appear to be legitimate (or if the MANET nodes do not categorise 

participating nodes). 

Figure 3-2 shows an instance of communication between two end-points via an 

intermediate node in a MANET. A route has been formed between the two nodes, 

requiring an intermediary to relay messages between source and destination.  

 

 

Figure 3-2 Data flow between two MANET end-points via an intermediate MANET 

node (OSI model) 
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End-to-end communication, in this thesis, is the transmission of information between two 

nodes regardless of route taken or number of hops. It can be seen that end-to-end 

communication is focused on outcomes; and application or service on the source node 

communicates information to the destination node to inform or drive an application there. 

However, to facilitate this process, data must be passed down the network stack, through 

the network layer (which provides the route to be taken and next node to send the packet 

to) and data link layer (which provides an appropriate addressing protocol). At the 

physical layer, the packet is transmitted, starting the first instance of point-to-point 

communication. It is at this point that the network becomes vulnerable. 

Again, the packet becomes vulnerable, as a node between the intermediate node and 

destination may listen in on the packet. Real time modification of the packet is non-trivial, 

but observation of packets can still provide an attacker with information about the 

network and services running on it. As the destination node is within transmission range 

of the intermediate, it is extremely unlikely that any manipulation of the packet can occur 

prior to receiving the legitimate transmission, though replay attacks may still be possible. 

This demonstrates that the intent, meaning and effects of end-to-end communication can 

be manipulated or destroyed by an outside attacker by attacks that target point-to-point 

transmission of information throughout the network. As end-to-end communication is 

vital for distributed control and the provision of services across the network as a whole 

(instead of only among local neighbours), it is vital that the types of attacks that may be 

launched against the network be identified, so that appropriate countermeasures may be 

proposed.  

 

3.3.2 External Attacks 

 

(Chandra 2005) categorises external attacks against MANETs as follows: 

 Passive attacks, such as packet sniffing, data collection and observation of nodes. 

 

 Active attacks, such as manipulation of data and destruction of packets being sent 

out of the MANET in question. 
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Passive attacks are extremely difficult to detect, as they do not require malicious nodes 

to make themselves known or participate in the network in any way. Precautionary 

measures must be taken to hide vital information from passive observers, as it is 

impossible to prevent the potential capture of packets due to the open-medium problem.   

Active attacks will make the malicious node known to the network, but only if nodes can 

be identified and authenticated. An active attacker may capture and replay packets, or 

modify data that is being sent back towards a controlling authority, such as a base station.  

It is possible that a MANET may have to periodically transmit data back to a base. Search 

and rescue operations are an example of such a scenario, where a MANET in the field is 

used to gather data autonomously and provide information to human observers at a remote 

base. The modification of data between a base and MANET is unacceptable, as mission 

critical information may be modified or destroyed. Such attacks are collectively referred 

to as man in the middle attacks. These attacks are of concern to MANETs, due to the fact 

that each node must operate as a router as well as an end-point. As a result, malicious 

nodes may attempt to insert themselves into the network by capturing and retransmitting 

communication between distant nodes, via unsecure routes.  

 

3.3.2.1 Man in the Middle 

 

Man in the middle attacks are a class of attack that does not require direct participation in 

unsecured communication. They may be used to gather intelligence, abusing the inherent 

trust between MANET nodes to insert themselves into the area of operations, recording 

and relaying packets between legitimate nodes. These attacks can operate in two modes; 

active eavesdropping, in which messages are intercepted and relayed (without 

modification) to their intended destination, and malicious modification of packets before 

forwarding them to their intended destination.   

This attack exploits the inherent trust between nodes in a MANET, trust based on 

assumptions of cooperative behaviour and legitimacy in networks that do not have 

security mechanisms in place to provide node authentication. In MANETs that do not 
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provide integrity and confidentiality services to packets, capture and modification of 

communication is trivial. A common goal for such attacks is the bypassing of network 

defences via weak points in network security to lay the foundations for internal attacks 

with a wider scope. 

 

3.3.3 Internal Attacks 

 

Internal attacks can occur only when network perimeter defences, such as access control 

and authentication, have been compromised or simply not been implemented at all. In the 

case of MANETs, access control and authentication services are not provided as standard 

and many security protocols only seek to secure one aspect of the network, be it routing, 

control or other data.   

These attacks can have a considerable impact on the network, as they have access to key 

network services due to their direct participation in the network. Two key attacks relevant 

to MANETs are analysed in this thesis; masquerade and packet spoofing. 

 

3.3.3.1 Masquerading 

 

Masquerading can be considered to be a two-stage attack; a malicious node adopts the 

identity of one or more legitimate nodes and then abuses its apparent legitimacy to further 

whatever goals the attacker may have for disruption or destruction of the network.   

Due to their ability to act as if they are legitimate nodes, masquerading nodes may also 

abuse certain trust-based security systems, such as those implemented in TRUNCMAN 

(Thanigaivel et al. 2012) routing protocols. By broadcasting false reports of neighbouring 

node misbehaviour, the attacker can cause legitimate nodes to be flagged as potentially 

hostile, reducing the effectiveness of the network by triggering resource intensive defence 

mechanisms or causing nodes to be dropped from the network. This is commonly used as 

a means of allowing more malicious nodes to enter the network, as the malicious node 

may vouch for these additional attackers. The more malicious nodes that enter the 
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network, the greater the control of the attacking party, especially in autonomous systems 

that rely on cooperation.   

The Sybil attack is an example of a masquerade attack based on identity spoofing, first 

identified by (Douceur 2002). The objective of this attack is to obtain as many node 

identities as possible to abuse data redundancy features and stored information, such as 

routing tables, to inform an attacker of network characteristics and allow direct 

intervention in the network under the guise of stolen legitimate identities. It specifically 

targets peer-to-peer networks and subverts reputation systems to undermine security and 

ensure its inclusion in network activities. 

 

 

Figure 3-3 Graph showing the rate at which nodes become untrusted due to malicious 

activity (Bulygin 2007) 

 

Figure 3-3 provides a visualisation of the impact of identity spoofing on a MANET, using 

the Susceptible Infected (SI) model as applied to random scanning attacks against 

networks as described by (Bulygin 2007). Assuming no security countermeasures and an 

open-network, a malicious node masquerading as one or more legitimate nodes may 

quickly cause those nodes to become untrustworthy. If the network has a means of 

blacklisting nodes, this will merely remove them from the network, depriving the 

MANET of resources as nodes are ignored. In networks without trust systems that track 

the reputation of a node for misbehaviour, the line in the graph can instead show the 
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number of nodes which may no longer be trusted to act in a legitimate manner, though an 

autonomous MANET will be unable to identify misbehaviour in such cases. 

 

3.3.3.2 Packet Spoofing 

 

Packet spoofing involves the creation of packets designed to be accepted as legitimate by 

the network. This may be due to the perceived legitimacy of the transmitting node, but 

may also be injected into the network on an individual basis, not requiring a persistent 

malicious presence in the network.   

In networks without integrity checking and authentication services, packet spoofing 

represents a significant threat to all network services, as false data may be introduced to 

the network and treated as if it were from a legitimate source. This can lead to abuse of 

routing protocols or provide a means of entry for nodes intending to perform identity-

based attacks such as the Sybil attack.   

Simpler attacks such as Denial of Service (DoS) attacks are also possible, as packets that 

appear legitimate will not be discarded as quickly as those perceived as malicious. The 

longer a packet persists in the network, the more network and processing resources are 

consumed. It is possible to severely reduce the performance of a network or shut it down 

completely by saturating the communication medium with packets, but if those packets 

appear to be legitimate, far less effort is required on the part of the attacker.   

Equation 3-2 (Baskett et al. 1975) mathematically models an M/M/1 queuing system, 

which can accurately represent the queuing systems at work in a MANET, in this case a 

line topology of nodes relaying packets to each other. E(q) is the total expected response 

time of a node, 𝛾 is the arrival rate of packets at a node, and 𝜌 is the result of arrival rate 

divided by service rate.   

 

𝑬(𝒒) =  
𝝆

𝜸(𝟏 − 𝝆)
 

(Equation 3-2) 
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Figure 3-4 provides an example of the effects of increased arrival rate on the ability of a 

node to process packets. Malicious packets can increase the rate of arrival, forcing a node 

to process them as if they were legitimate, increasing the response time of the node. 

 

 

Figure 3-4 Graph showing the effects of arrival rate on the expected response time of a 

node 

 

Increases in response time reflect a degradation of the networks ability to handle traffic. 

As the arrival rate gets closer to the capacity of a node, the likelihood of needing to use a 

sub-optimal route increases. This effectively increases the number of retransmissions 

required to communicate a single packet, adding more load to the network globally as a 

result of all local additional transmissions required to maintain service provision.  

Furthermore, all traffic that does not directly contribute to network or control services 

wastes the finite resources available to nodes. If security measures that allow the 

expedient removal of malicious or wasteful packets from the network are not enforced, 

an attacker may impact quality or service or possibly the ability for the network to provide 

vital services at all. If an attacker is able to generate more traffic than strategically vital 

nodes (those with many links which form a nexus for communication across the network) 

are able to process, a race condition may be generated, in which the affected nodes 

continually process wasteful packets or deliver unacceptable wait times for the processing 

of legitimate traffic.  
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3.3.4 The Open-Medium Problem 

 

The previously discussed attacks are a particular problem for MANETs due to a 

vulnerability referred to as the open-medium problem. MANETs commonly use wireless 

communication to provide a medium for the network. Wireless communication is 

broadcast, a term which has multiple meanings depending on the context in which it is 

used. In the case of wireless communication, control of directionality and the range to 

which communication may propagate is difficult to control. As a result, control of the 

medium itself is non-trivial and it may be resource and hardware intensive to attempt to 

control.  

A packet may be transmitted in unicast, multicast or broadcast mode, but the transmission 

itself propagates outwards from a transmitting node in all directions unless specific 

hardware is used. Even if directional antennae are used, these must be angled at the correct 

nodes to ensure they receive transmissions, leading to further control complications as 

nodes must be aware of each other’s positions and directional communication may 

increase the need for sequential communication in services that leverage the broadcast 

nature of wireless communication, such as MANET routing protocols.   

This is referred to as the open-medium problem, the propagation of the transmission itself 

cannot be controlled without the use of specialist hardware or by changing the 

transmission power of the node. When considering lightweight UAVs and similar 

platforms commonly used as MANET nodes, specialised hardware may not be feasible 

due to payload weight or the mechanical and electronic complexity of such devices.   

Figure 3-5 compares the effectiveness of three different approaches to the issue of identity 

attacks in an autonomous MANET. With no counter measures, an identity attack 

randomly assuming identities until it obtains information allowing it to fully assume the 

identity of a legitimate node will propagate through the network as shown. This reflects 

it being able to reach more nodes by assuming the identities of their neighbours, or 

gaining greater control of network and control services. 
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Figure 3-5 Graph comparing the effects of countermeasures on the rate at which nodes 

become compromised or infected by an attacker (Zou et al. 2003) 

 

Trust-based countermeasures that allow the blacklisting of misbehaving nodes may slow 

the rate at which identities are subverted, possibly even preventing it if nodes are 

identified fast enough. However, abuse of trust mechanisms is possible, and the behaviour 

observed by a passive attacker while a MANET attempts to fend off a masquerade attack 

can inform the active attacker of alternative strategies to abuse or circumvent security 

measures.   

 

3.3.5 Section Summary 

 

Analysis of MANET vulnerabilities has identified the following issues: 

 Wireless communication, using non-specialist radio as a medium, is open and may 

be freely observed by nodes outside of the network. 

 The ability to gather data passively, avoiding detection or direct intervention in 

the MANET can allow attackers to profile the vulnerabilities of any security 

implementation. 
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 The inherent trust and cooperation requirement of MANET routing protocols 

leaves them vulnerable to attacks that abuse the implicit trust that nodes place on 

planned routes. 

 Secure routing does not extend security to data transmitted over those routes. 

 

An autonomous MANET is therefore vulnerable to attacks against its routing mechanisms 

and task allocation algorithms. Disruption of either service may compromise the 

network’s ability to perform the assigned mission, incurring additional costs in time and 

resources.  Should a network be terminally compromised, the mission will automatically 

fail. 

The need for security that is applied to each node in the network, instead of relying on 

infrastructure like firewalls and secure gateways, has been identified, as the topology of 

a MANET is subject to rapid change. Each individual node is a router as well as an end-

point in a MANET and so must provide security services similar to those expected of 

infrastructural networks. This applies to all nodes, due to the open-medium used for 

communication preventing the effective use of heterogeneous security that varies between 

nodes. 

 

3.4 Assumptions 

 

3.4.1 All nodes have identical specifications 

 

All nodes are assumed to be light-weight, aerial platforms with identical hardware. 

Communication, computation and mobility are uniform across the swarm and no 

additional payload hardware is considered in the scope of this research. The research 

focuses on the cost of communication between nodes, not on the intricacies of 

heterogeneous-network task allocation, making the consideration of such networks 

outside the scope of the research.  
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3.4.2 DTA is performed while nodes are immobile, and derives a single solution 

 

It is assumed that nodes are static when cooperating to find a solution to a DTA problem. 

This assumption extends to key negotiation and authentication of nodes. The rationale for 

this assumption is that:  

 During DTA, as position is vital to the bids placed, movement will naturally 

degrade the accuracy of a round of allocation (Ren & Beard 2005). This is because 

nodes may have moved since the previous iteration of that round. This could lead 

to scope-creep and acceleration away from convergence. As a result, DTA is 

simulated with static nodes. 

 Key exchange or generation, may in some cases be location-aware (Yang et al. 

2012), which would lead to the same rationale for assuming static nodes, as the 

point above.  

 Assuming location independent key exchange/generation, the process can be 

assumed to occur so quickly (in the order of milliseconds including radio 

propagation and processing at both ends), that displacement of nodes relative to 

one-another is minimal. As such, it is safe to assume that nodes are immobile. 

 

3.4.3 Communication occurs with no loss of packets or disruption 

 

Communication between nodes is assumed to be performed on a perfect channel. There 

is no wasted bandwidth or loss of data on the air. As the research will focus on a 

comparative analysis of existing and novel approaches to DTA and MANET security, 

comparing communication cost (bandwidth use and number of transmissions), the use of 

a loss probability variable is considered unnecessary.  

Such a variable would affect existing and novel approaches identically, as communication 

range and route lengths would remain constant in an iteration of simulation (Ren & Beard 

2003). This would result in equivalent loss of data under each approach, resulting in the 

same percentage difference in cost between existing and novel approaches. This is 
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because none of the security and DTA approaches documented in this thesis modify 

underlying routing protocols, data-link layer or physical layer protocols.  

 

3.4.4 Nodes are equipped with non-directional wireless transmitters 

 

It is assumed that the radio transmitters used by nodes in this research are omnidirectional, 

with symmetrical propagation in all dimensions. A simple radio propagation model is 

used in simulation, drawing an absolute maximum transmission distance from a node. 

Nodes within this sphere are in range, those that are not are out of range. The rationale 

for the assumption that communication occurs on a perfect channel (Sub-section 3.4.3), 

holds for this assumption.  

 

3.4.5 Constants, such as security credentials and task lists, are communicated 

prior to deployment 

 

Where an authority is required to provide security constants, be they data for key 

generation or cryptographic keys, it is assumed that such data is provided prior to 

deployment. As a result, the initialisation of nodes with identities and task lists is not 

simulated, as this is assumed to occur in a secure, likely wireline environment.  

It has been identified that a critical vulnerability in many security approaches is the 

initialisation phase (Kumar et al. 2012), and as a result it is assumed that direct human 

oversight of the initialisation phase is required. (Garg & Mahapatra 2009) suggest that an 

offline approach to initialisation would offer the greatest level of protection (assuming 

ownership of all hardware present during node set up), it is assumed that initial set up of 

nodes occurs outside of the mission area.  

This does not mean that nodes begin the mission with full knowledge of the other 

members of the network. Multiple waves of nodes, or individually initialised nodes from 

different trusted authorities may be present when the network forms. The constants 

assumed to be provided prior to mission deployment are:  
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 A node identity, including network address and capabilities. 

 In the case of secure routing protocols, appropriate symmetric keys. 

 In the case of existing and novel security frameworks, data required for key 

generation (or keys if pre-generated). 

 Certificates, tokens or other security data. 

 For DTA, a task list containing all tasks for a mission (one list for one solution). 

 

3.5 Research Scope 

 

Having analysed the requirements of autonomous MANET control and security, and 

established the assumptions inherent in the thesis, the scope of the research can be 

defined.   

 

3.5.1 Problem Domain Boundary 

 

The scope of this research lies in two critical areas; the optimisation of DTA to meet the 

network constraints of an autonomous MANET, and the investigation and proposal of a 

security framework that will allow the network to operate independently, reliably and 

securely with limited network resources.   

 

3.5.1.1 Optimising Distributed Task Allocation 

 

Optimising DTA in MANETs is considered to be critical to the research for two reasons; 

expedient communication of a solution can save resources across a variety of MANET 

node systems, and the network constraints of MANETs make the side-by-side 

implementation of DTA and security difficult.   

Therefore, the scope of the research with regards to DTA optimisation for MANETs can 

be described by the following objectives: 
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 An investigation of the network resource requirements of CBBA will be 

conducted. 

 A method utilising the unique properties of MANET architecture and self-

organisation will be proposed and analysed. 

 An extension of this method focusing on the properties of wireless communication 

will be proposed and analysed. 

 

3.5.1.2 Investigating MANET Privacy and Communication Security 

 

The required network security services to provide a closed MANET have been identified 

and analysed. The research will focus on the proposal and analysis of an optimal security 

framework for autonomous MANETs, protecting all data communicated over the 

network. The primary areas of investigation for this aspect of the research have been 

identified: 

 Methods for closing the network on a node-by-node basis will be proposed and 

analysed. 

o A means of protecting the network against outside observation must be 

identified, to prevent the collection of data that may prove useful to an 

attacker. This may be achieved by implementing confidentiality measures. 

 

 A security framework will be proposed and analysed, with the aim of 

demonstrating that a closed MANET approach to security will provide adequate 

protection to independent, autonomous MANETs. 

o Integrity checking in a point-to-point manner is required to prevent the 

propagation of malicious packets through the network. End-to-end 

integrity checking is not sufficient, as this may still allow malicious nodes 

to propagate along the intermediate nodes in a route, wasting network 

resources and degrading quality of service between source and destination. 

o The robust and reliable implementation of confidentiality and integrity 

requires that the network be treated as a closed network. Methods of 

achieving this in an inherently open-medium must be identified and 
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analysed. Access control and authentication services will form the 

foundation of a closed MANET, and therefore appropriate 

implementations must be identified. 

 The impact of security on network resources will be investigated, to ensure that 

the proposed framework considers the limitations of MANET resources and 

reliability. 

 

3.5.2 Hypotheses 

 

The focal points of the research can be expressed as a series of hypotheses.  These 

hypotheses relate to the four objectives identified in Chapter 1 of this thesis, and are 

contextualised by the analyses undertaken in this chapter.   

 CBBA’s cost in number of transmissions and bytes communicated can be lowered 

by dividing the MANET into clusters. 

 Multicast communication, with additional communication to facilitate CBBA’s 

synchronisation over the network, will reduce the number of transmissions and 

bytes required by DTA. 

 Enforcing rigorous access control policies on all nodes in a MANET will mitigate 

the open-medium problem. 

 Allowing authenticated nodes to service authentication requests on behalf of their 

peers (if they share a route), will reduce the effective length of the route between 

the requesting node and the target node. 

 

3.5.3 Section Summary 

 

The scope of the research has been established, based on the analyses conducted 

throughout this chapter. Hypotheses have been proposed, which direct the investigations 

that must be undertaken to address the areas of original contribution identified in Chapter 

1 of this thesis, and the four component elements of the research related to these 

contributions.   
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3.6 Chapter Summary 

 

This chapter has analysed the communication complexity of DTA and the security 

requirements and unique architectural attributes of MANETs. These analyses have 

allowed the identification of areas of interest that will form the foundation of the research 

in the following chapters.   

It has been identified that consensus-based DTA is globally-optimal, but highly sequential 

when considering its means of communication. By reducing the communication 

complexity of DTA, the demands of consensus-based algorithms on network resources 

may be reduced. The resources freed may be reassigned to other network services, such 

as security.   

MANETs using wireless communication suffer from the identified open-medium 

problem. By addressing security at the node level, a MANET may become a closed-

network using an open-medium. By providing confidentiality and integrity services to all 

data, passive attacks against the network may be mitigated. This in turn reduces the 

likelihood of an active attack against the network being successful.   

This chapter has identified that a whole network security solution, including optimised 

control communication and MANET-specific security services, is required to ensure that 

an autonomous MANET is capable of operating independently and securely. 
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4 OPTIMAL DISTRIBUTED TASK 

ALLOCATION FOR MANETs 

 

4.1 Chapter Introduction 

 

Having identified the communication requirements and limitations of CBBA in Chapter 

3, potential solutions may be discussed. Autonomy requires that DTA be performed, and 

CBBA has been identified as an effective solution to that particular problem. The need 

for CBBA to allocate tasks places additional demand on network resources, which needs 

to be quantified to account for or mitigate this additional communication requirement. 

This chapter defines the methodology used to identify potential solutions, and the 

proposals resulting from analysis of the following: 

 The communication cost of DTA, defined as transmissions and bytes transmitted. 

 The need for synchronisation of the global network state under CBBA, after each 

bundle exchange. 

By addressing these issues, methods of performing CBBA in compliance with the 

limitations of lightweight MANET platforms can be defined. In turn, the reduction of 

communication cost will allow for the addition of more network services without 

exceeding network limitations, including the implementation of security measures.  

 

4.1.1 Chapter Layout 

 

This chapter is presented as follows: 

 Section 4.2 defines terminology used throughout the chapter. 

 Section 4.3 outlines the research methodology used to conduct the analysis of 

CBBA, proposing two novel algorithms to address the communication complexity 

of consensus-based DTA on MANETs. 
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 Section 4.4 identifies specific process modifications and variables to allow 

quantitative observations of CBBA and the proposed algorithms. 

 Section 4.5 introduces Cluster Form CBBA (CF-CBBA), a novel algorithm that 

aims to reduce communication complexity by dividing the network into clusters 

while still arriving at a global solution to task allocation problems. 

 Section 4.6 introduces Broadcast Enabled CF-CBBA (BECF-CBBA), a novel 

modification of the way in which bundles and state information are communicated 

during task allocation. 

 Section 4.7 summarises the chapter. 

  

4.2 Terminology 

 

Several terms form the core of this investigation, describing vital attributes and 

phenomena which have been deemed vital for the research in this chapter.  These terms 

are: 

 Communication event; a one-way exchange of data between a source and 

destination node.  Assumed to be a single packet unless otherwise stated. 

 Network resources; the number of bytes required to communicate during DTA, to 

provide a solution to the initial problem. 

 Solution; a full CBBA task allocation process. This may involve multiple rounds. 

 Round; one full exchange of bundles between all member nodes. 

 Bundle; data representing the current state of a node. A bundle includes tasks, 

current bids and a list of which tasks the source node has selected in order of 

optimality. 

 

4.3 Methodology 

 

To address the issue of control overhead in autonomous MANETs, brought about by the 

use of CBBA, this chapter discusses the communication and computation requirements 
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of CBBA and proposes two approaches to optimising the communication required to 

reach consensus.  

Control overhead is a term used to describe the number of transmissions and the size of 

the packets that comprise those transmissions. It represents the sum cost of 

communication for control functions. It differs from network overhead, but being derived 

from application layer processes that require communication but play no part in the 

management of the network itself. Network overheads include routing and security 

services, whereas control overhead relates to communication required by CBBA, VoIP 

and other application layer programs and protocols. A preliminary investigation of the 

communication requirements of CBBA will be conducted. This analysis informs the 

proposal process by providing quantitative data regarding the complexity of 

communication under CBBA using currently proposed methods of task allocation over 

wireless networks. The primary areas of investigation are: 

1. The effects of problem domain and network size on the optimality of an 

assignment. 

2. The number of communication events required to achieve a solution. 

3.  The number of bytes transmitted during DTA. 

 

These areas of investigation are derived from two hypotheses outlined in Chapter 3, Sub-

section 3.4.2: 

 Consensus-Based Bundle Algorithm’s cost in number of transmissions and bytes 

communicated can be lowered by dividing the MANET into clusters. 

 Multicast communication, with additional communication to facilitate CBBA’s 

synchronisation over the network, will reduce the number of transmissions and 

bytes required by DTA. 

Reviewed literature has shown that DTA can be communication intensive, either in raw 

communication requirements or in the amount of relayed traffic. Investigation 1 is 

required to analyse the root of this communication complexity; identifying the effects of 

increasingly complex missions and network sizes on both the optimality of the 
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assignment. This will allow the means by which optimal mission scores may be achieved 

to be identified and quantified in terms of a ratio of nodes and tasks.  

Similarly, Investigation 2 will allow the quantification of communication events, the 

number of transmissions and retransmissions required to achieve a convergent state in the 

network. The effects of increased network size and mission complexity will be analysed 

to provide information regarding what attributes of the problem domain and network 

contribute to communication complexity. This will allow identification of potential 

methods by which communication complexity may be reduced. 

Chapter 3, Section 3.2, identifies issues regarding the utilisation of network resources for 

the completion of DTA processes. Nodes that are required to repeatedly send large 

bundles of tasks represent a significant network resource cost. Such expenditure of 

resources is wasteful in the context of this research, and may represent a significant 

problem for resource constrained mobile networks. Investigation 3 will allow the number 

of bytes required to communicate a solution to be identified, providing a quantitative 

means of analysing the problem. Such analysis will be used to identify mitigation 

measures that may reduce the network resource cost of performing DTA, reducing 

incidental waste of network resources.  

The deconstruction of the two hypotheses into testable elements based on three key areas 

of investigation leads to the following proposed simulations:  

 Communication events over different network and problem sizes. 

 Network resources to complete DTA over different network and problem sizes. 

 Mission score over different network and problem sizes. 

These simulations will be performed in MATLAB, using CBBA as a basis for comparison 

with any proposed methods. In the preliminary analysis undertaken in this chapter, CBBA 

will be simulated under the conditions outlined in Table 4-1 to identify trends on the 

baseline algorithm that may provide a foundation for the proposal of solutions to mitigate 

the cost of DTA on network resources. 

 

 

 



4 OPTIMAL DISTRIBUTED TASK ALLOCATION FOR MANETs 

72 

 

Table 4-1 Table showing the critical variables for preliminary analysis of CBBA 

 

Attribute Value 

Number of nodes: 6, 9 and 12 

Number of tasks: 1 to 50 

Size of Mission area: 100m by 100m 

Random number generator: MATLAB “rand” 

Seed value: 11 

Number of Iterations: 100 

 

A range of network sizes are to be investigated. The smallest network will contain 6 

nodes. Initial investigations showed that 3 node networks had very simple 

communication, but would achieve very low mission scores due to the low number of 

nodes to tasks in more complex missions. As a result, 3 node networks were found to be 

unsuitable for missions with more than 15 tasks. Networks of 6 nodes provided more 

complex communication, but were able to arrive at solutions with above 40% optimality, 

making them the smallest networks selected for comparison.  

The maximum size of network tested contains 12 nodes. This is a conservative limit set 

by the size of the mission area to avoid node collision, as outlined in the CAP 722 

(Haddon & Whittaker 2003). This document outlines that UAVs may not pass within 30 

meters of unaffiliated infrastructure, objects or people. The Global Positioning System 

(GPS) provides an approximately 8 meter range accuracy with 95% confidence. Up to 18 

nodes may occupy such an area while observing this limitation, but for the purposes of 

this initial analysis, the three network sizes chosen are considered sufficient to highlight 

the effects of network size on communication events and assignment optimality, based 

on previous research conducted by (Brunet et al. 2008).  

To ensure that nodes have sufficient room to navigate the mission area with contravening 

the hard limit set by the CAP 722, and to avoid collision with member nodes of the 

network (relying only on GPS data for anti-collision measures), a maximum of 12 nodes 

is allowed in a 100 square meter mission area. These factors have been taken into account 

to reflect a likely and realistic set of parameters that must be met in real world UAV 
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deployment scenarios. 9 node networks have been selected to provide a mid-point 

between these minimum and maximum sizes.  

A range of problem domain sizes, ranging from 1 to 50 tasks, has been selected. The 

smallest problem domain sizes will result in redundancy of nodes, due to fewer tasks than 

nodes being present, but will still facilitate the identification of the communication 

complexity, bytes transmitted by the whole network, and optimality of such assignments. 

Larger problem domains, up to 50 tasks, may begin to over-subscribe individual nodes 

with tasks. DMG and the cost of travelling to tasks will greatly depreciate the value of 

tasks placed 5th or lower in bundles held by individual nodes, potentially reducing mission 

score (and thus optimality of the assignment) substantially. As a result, 50 task problems 

are the largest selected for simulation when analysing CBBA.  

A mission area of 100 square meters has been selected, to provide a simple space within 

which tasks and nodes may be randomly placed to facilitate the simulation of DTA. Nodes 

remain stationary during the task allocation process, so as to preserve their initial 

positions and thus the validity of bids between rounds of communication. The MATLAB 

rand function, using a seed value of 11, is used to randomise each iteration of the 

experiment.  

The experiment is run for 100 iterations, to provide trends with a high confidence value, 

mitigating the irregularities that may occur in instance where the network or tasks may 

be distributed poorly (clumped in one area). Task scores are set to a default value of 100 

per task before associated costs and DMG.  

The outcomes of these simulations will be used to provide an initial analysis of CBBA, 

and provide a foundation for discussing potential mitigation measures. These include 

potential modifications to the means by which nodes distribute and communicate tasks, 

as outlined in the introduction of this chapter.  

The platform-specific constraints and capabilities of a node will affect some outcomes of 

these experiments. The cost of remaining airborne, for example, is platform specific. The 

next sub-section will discuss platform specific considerations to provide a description of 

the target platform considered when analysing the preliminary experiments that will be 

undertaken in this chapter.    



4 OPTIMAL DISTRIBUTED TASK ALLOCATION FOR MANETs 

74 

 

4.3.1 Platform-specific Constraints 

 

Mobile nodes take a wide range of forms, each with unique characteristics.  The most 

common fundamental costs of a mobile node, common to all such nodes, are: 

 Propulsion. 

o The energy cost of movement and in the case of UAVs a constant cost 

associated with remaining airborne. 

 Payload. 

o Computer hardware and sensory equipment will use energy. The rate of 

use is variable, but there is a baseline cost associated with such items. 

 Communication. 

o The hardware that enables wireless communication also requires power, 

with baseline costs and transmission costs. 

This research considers lightweight, resource constrained UAVs, such as quadrotors as 

an example of platform-related cost. Propulsion is the most demanding aspect of a UAV, 

especially in the case of quadrotors. To remain airborne, such platforms must continually 

spin their propellers, drawing power from the battery constantly. The rate of consumption 

will vary based on the altitude desired and any corrections to course required, as the spin 

rate of the motors will be adjusted to provide the required movement, but a baseline rate 

of power consumption can be calculated based on a node hovering at a fixed altitude.   

Payloads also draw power constantly, but at a much lower rate than propulsion. The rate 

of consumption will vary on the type and amount of computational hardware installed on 

the platform, but will generally remain low when compared with the costs associated with 

propulsion.  

Communication also requires power, but even less than the hardware installed on the 

platform. The baseline cost of keeping a radio on is usually associated with the hardware 

cost of the platform, with transmission being an independent cost associated with every 

packet sent by the network interface through the transmitter. This cost will increase as 

communication becomes more frequent, but will remain low compared to the cost of 

hardware over the course of a mission. 
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Propulsion being the highest cost in a quadrotor UAV has some serious implications for 

the way in which DTA is performed. The closing paragraph of Sub-section 4.3.3 states 

that CBBA requires that nodes remain stationary or assume their initial position is 

constant to prevent race conditions when assigning tasks. If nodes are required to remain 

stationary, the cost of communication as time taken to communicate may also incur a high 

cost in energy as constant power must be supplied to keep the platform in the air. It cannot 

be assumed that the platform can land to save power, as it is important to limit the 

possibility of physical access to the node for security purposes, and it may not always be 

feasible to do so. Landing reduces the effective range of wireless communication and 

terrain may be unsuitable for a landing (sea rescue operations being an example of such 

an environment). The measurement of this cost is considered to be outside of the scope 

of this research, but as a means of highlighting the potential real world costs of overly 

complex communication on the ability of a network to complete tasks effectively with 

limited energy resources, it is a useful idea to consider. 

Timely communication will provide benefits in terms of the rate at which tasks may be 

undertaken and missions completed, which will reduce wasted power when considering 

the energy cost of keeping a platform active in the mission area. Timely communication, 

in the context of this research, may be described as communication that falls within the 

network resource constraints of the target network, with a minimum of communication 

redundancy and a high resultant optimality of the DTA procedure. 

 

4.4 Preliminary Analysis 

 

Chapter 3 provided an overview of the attributes and constraints of CBBA. This sub-

section focusses on MANET-specific implementations of CBBA to provide a baseline for 

further investigation of methods to reduce communication complexity and the network 

resources required to solve task allocation problems. The focus of this sub-section is the 

communication cost of problem solving using CBBA. The algorithm itself is not modified 

in this chapter, the focus being on investigating methods of implementing the baseline 

algorithm in novel ways which provide benefits to MANETs comprised of lightweight, 

limited-resource nodes. Platform-specific constraints play a role in the ability of nodes to 
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participate in CBBA, and these constraints are analysed to contextualise observations 

made regarding the requirements of CBBA and the ability of a MANET to meet them. 

 

4.4.1 Operational Characteristics 

 

CBBA is essentially a means of allocating resources to simple elements of complex 

problems, thereby solving the larger problem by addressing it piece by piece. A simple 

scoring mechanism is used to determine the fitness of a node for a given task, calculating 

the cost of a task and placing a node specific value (bid) if the value is positive.   

Preliminary analysis of CBBA found that the optimality of an assignment will decrease 

as the number of tasks becomes too large for nodes to service in a reasonable timeframe.  

An artificial value, Diminishing Marginal Gain (DMG), is applied by CBBA to ensure 

that tasks lower in a bundle are never worth more than those placed higher, and this causes 

an incremental drop off in reward the lower a task is rated on one node.   

 

Figure 4-1 Graph comparing the effects of different sized networks on assignment 

optimality 

 

Figure 4-1 shows that to maintain the optimality of an assignment, the number of nodes 

must be sufficient to ensure that bundles do not become overlong. In small networks 
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required to assign many tasks, bundles become large and the effects of DMG become 

apparent quickly. The characteristics of the simulation used to conduct this preliminary 

analysis are detailed in Section 4.3. 

Optimality is calculated by comparing the achieved score to the total potential score. Two 

associated costs reduce mission score; the energy spent to get to the task (usually an 

abstraction, such as -1 point per meter – this is always implementation specific), and 

DMG. DMG is applied to tasks when they are not the first task in that bundle. For every 

place lower than first, a small subtraction is made, to enforce and order of execution on 

tasks that are close in terms of potential score.  

This ensures that bids and score lists reflect a basic concept of opportunity cost; if a node 

takes on two similarly scored tasks, and another node puts in an equal bid on the second 

of those tasks with no other active tasks in its bundle, the contesting node will win due to 

DMG reducing the value of the first nodes bid. As a result, both tasks are executed in 

parallel when the nodes are sent to execute their tasks lists, instead of one node executing 

two similarly scored tasks sequentially.  

With minimum cost of travel between nodes and tasks (provided by globally optimal 

solutions to tasks), six node networks only achieve scores of 3500 out of 5000 (70% 

optimality) compared to 4612 out of 5000 (92% optimality) for twelve node networks 

when performing DTA on 50 tasks in each network configuration. This is reflective of 

DMG deprecating the value of tasks allocated to the bottom of the bundles held by over-

allocated nodes, as well as the costs associated with servicing so many tasks (some of 

which may cause their executing nodes to move away from other bundled tasks, raising 

the cost to execute them at run time and after allocation). With more nodes, more tasks 

may be allocated to nodes with only a small number of existing tasks in their bundles, 

spreading the workload and increasing efficiency.  

As network size affects the complexity of communication during task assignment, this 

represents a constraint of CBBA when considering potentially large problem domains.   
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4.4.2 Communication Complexity 

 

CBBA requires that all nodes communicate their bundles in rounds, with all other nodes 

to arrive at a globally optimal solution after a number of such rounds. It has been 

identified that communication stability, Quality of Service (QoS) and speed have not been 

investigated in depth, as they are outside the scope of this research. CBBA and its 

extensions are control algorithms and much of the research related to them is focused on 

the topics of control and computational complexity. 

Communication complexity in CBBA is represented by the total number of 

communication events required to drive a network to consensus. The higher the number 

of events, the higher the complexity of communication. This may be directly mapped to 

the network resources required to communicate a solution; increasing communication 

complexity will require more bytes to be sent. Contributors to communication complexity 

under CBBA are: 

 The number of participating nodes. 

o This is generally assumed to involve the whole network, but this is not 

always the case. CBBA extensions such as Team CBBA, proposed by 

(Hunt et al. 2012), support the compartmentalisation of a network into 

individual groups for the purpose of task allocation. 

 The number of tasks. 

o In exceedingly large problems, the task list may require multiple packets 

to be shared between nodes. However, in missions with less than 200 tasks 

with tasks having X, Y, Z coordinates, a unique ID, a winning bid ID and 

value as attributes, it is unlikely that the MTU of the interface will be 

exceeded. This means that only one packet will be sent to transfer a bundle, 

limiting the impact of the number of tasks on the number of transmissions 

required to reach convergence, in scenarios requiring less than 200 simple 

tasks. 

 Granularity of bundle sharing. 

o Bundle sharing in CBBA is sequential, as nodes may not update their 

bundles until they have state information from other nodes to compare 
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against their local assignments. To prevent data collision on the network, 

nodes take turns to communicate with each other. The manner in which 

this is done (unicast, multicast or broadcast) will have an effect on the 

number of communication events required. 

 Number of rounds. 

o The number of rounds required to complete a CBBA allocation is 

determined by the number of participating nodes and tasks. CBBA 

requires at least two rounds to complete, as a verification round in which 

bundles do not undergo modification is required in addition to the number 

of rounds required to arrive at a solution. 

The number of rounds is highly variable and difficult to predict, though preliminary 

analysis of CBBA has found that it does not exceed 5 rounds on networks up to 20 nodes 

in size and in problem domains of up to 100 tasks. The number of rounds does not increase 

with the size of the problem and the network, instead increasing when the division of 

tasks among nodes becomes contentious, with several nodes having closely matching or 

tied bids on a small number of tasks. Additional tie-breaker rounds are required to resolve 

such issues. 

Unicast transmission is used, for the purpose of this analysis. CBBA is connection-

oriented, it requires that nodes receive bundles cleanly, without collision on the channel. 

To ensure that the channel is clear, nodes take turns to communicate and each node 

addresses every other node in the network sequentially, so that acknowledgements do not 

collide.   

Figure 4-2 demonstrates the output of a preliminary simulation of CBBA under the 

conditions outlined in Section 4.3, showing that the number of nodes in a network has a 

clear impact on the communication complexity of the network. Networks comprised of 

twelve nodes require 9.5 times more communication events to reach consensus than six 

node networks.  The irregularity of the lines is caused by the variable number of rounds 

required to reach consensus.   
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Figure 4-2 Graph comparing the effects of three sizes of network on communication 

complexity 

 

To successfully arrive at a solution, nodes undergoing CBBA must remain stationary or 

assume that their initial starting point is used for the entire DTA process. If nodes 

recalculated their bids based on their updated position each round, the results would 

change and the process might enter a race condition, in which the mobility of the nodes 

drives them away from consensus due to changing conditions.   

 

4.4.3 Section Summary 

 

CBBA’s communication complexity has been analysed and found to be highly dependent 

on the number of nodes in a network. The number of tasks has a lesser effect, by 

increasing the chances of more rounds being required when allocating large numbers of 

tasks.  

Due to the probabilistic nature of wireless communication, the more individual 

communication events occur, the more likely it is that one will become corrupted or lost. 

Lost data must be retransmitted, increasing the complexity of communication further. The 

dynamic topology of MANETs can further complicate matters, requiring event-driven or 

periodic updates of the routes between nodes depending on the routing protocol. Routing 
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services and security also make use of the communication channel, so knowing the 

communication requirements of DTA allows the utilisation of the channel to be predicted. 

This can assist in determining if a given approach is suitable for the network resources 

available to a given MANET.  

Two core issues have been identified that will be addressed by the proposals in this 

chapter: the need to reduce communication complexity (to reduce the chance of data loss 

and reduce utilisation of the channel to avoid impairing other network services), and the 

need for efficient DTA communication to reduce wastage of network resources. 

 

4.5 CF-CBBA: Topology Inspired Optimisation of CBBA 

 

Communication complexity under CBBA increases with the number of nodes involved 

in task assignment and the number of rounds required to reach convergence. The size of 

the network has an effect on the number of rounds, as previously identified, further 

increasing the effect of the number of nodes on the amount of communication required to 

achieve consensus.    

By reducing the number of nodes involved in task allocation, the complexity of 

communication may be reduced. However, it has also been identified that to retain 

optimality in larger problem domains, the network must be of sufficient size to allocate 

all tasks in a manner that reduces the impact of DMG scoring on the resulting assignment 

for each node. 

The conflicting requirements of optimality and reduced communication complexity may 

be addressed by forming temporary clusters of nodes. Due to the node-based nature of 

MANETs, wherein all nodes form both the network infrastructure and end-points for 

communication, it is possible to dynamically assign nodes to clusters based on a variety 

of factors. Route length between nodes may be used to determine groupings that require 

less communication over intermediate nodes, reducing additional traffic generated when 

intermediate nodes relay bundles during task allocation. Physical positioning may be used 

to determine nodes that are likely to share a set of tasks which the rest of the network are 

unlikely to be found suitable for.   
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Regardless of the selected method of clustering, it is possible to sub-divide the network 

into smaller groups of nodes, reducing the communication complexity of the task 

assignment process on each cluster. 

 

4.5.1 Forming a Clustered MANET for DTA 

 

The objective of CBBA is to provide a globally optimal solution for the network.  If a 

number of clusters are operating independently, this condition cannot be met reliably, due 

to the lack of communication between clusters. It is therefore not possible to retain the 

task allocation functionality of CBBA in a network that arbitrarily divides a list of tasks 

between clusters.   

The network clustering process must adhere to the following requirements: 

 The resulting allocation must be globally optimal. 

 Clusters must have a means of cross-cluster communication. 

 Division of the problem domain cannot be arbitrary, an initial assignment stage is 

required to provide task lists suitable for individual clusters. 

To ensure that the result of convergence is a globally optimal solution, cross-cluster 

communication and non-arbitrary division of labour must be observed. Cross-cluster 

communication and the initial division of labour may be viewed as a single problem; there 

must be a control element that was not previously required by CBBA that determines 

which clusters will work on what tasks. This can be achieved by the division of nodes 

into two sub-classes; cluster heads and member-nodes.   

Figure 4-3 shows an unclustered network. The clustering process has not begun, and task 

allocation cannot yet be undertaken. Single lines represent logical links, or direct lines of 

communication, between nodes. 
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Figure 4-3 Unclustered MANET (single lines represent logical links between nodes) 

 

Figure 4-4 shows the network after cluster-heads have been selected. The red nodes have 

been selected as cluster-heads due to their combination of high connectivity with other 

nodes and the proportion of routes which are no more than one hop in length.  

 

 

Figure 4-4 Cluster-heads selected, MANET still unclustered 

 

Cluster-heads are assigned control of the initial task allocation process, performing 

CBBA to produce bundles for each cluster-head in the network. Only cluster-heads 

participate in this stage of the allocation process. Member-nodes perform network-related 

services during this stage of task allocation, relaying messages between cluster-heads and 

participating in routing operations. 

Figure 4-5 displays the final result of the clustering process. These clusters are DTA-

specific, they do not dictate the normal behaviour of routing protocols. Only task 

allocation processes are affected by the designation of clusters, forming a list of cluster-
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members at the application layer to inform nodes as to who their neighbours are when 

performing CBBA.  

 

 

Figure 4-5 Clustered MANET (single lines represent logical links between nodes) 

 

Member-nodes perform task allocation within their local cluster. The initial allocation 

process provides each cluster with a sub-set of tasks derived from the initial task list, 

providing the basis for further sub-division of the problem domain between all members 

of the cluster. The cluster-head is considered to be a member-node at this stage, having 

no special status but to be the first node to communicate its bundle to other members of 

the cluster.  

 

4.5.2 Assigning Tasks to Clustered Nodes 

 

Having defined the means by which clusters are formed, the task allocation process must 

be defined. The process must utilise all nodes in the network and provide a globally 

optimal solution.  

CBBA provides the baseline algorithm for CF-CBBA (Smith et al. 2014). When 

considering the individual task allocation process, CF-CBBA does not algorithmically 

differ from CBBA.  
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An initial task allocation process is required to divide the problem domain between all 

cluster-heads. Figure 4-6 shows the nodes involved in an example cluster-head allocation 

process.  

 

 

Figure 4-6 Diagram showing cluster-head communication of task bundles 

 

The red nodes are cluster-heads and participate directly in this stage of task allocation. 

Greyed-out nodes are non-participants with no responsibility for routing under the current 

topology. The white node (6) is a member-node that is acting as a router between one or 

more cluster-heads, while not participating directly in DTA communication. 

The network must retain the ability to route over non-participating nodes, as cluster-heads 

may not be in range. The lines, representing logical links between nodes, show that node 

6, a member-node, may route communication between nodes 3 and 5 to node 10. This 

reinforces the earlier assertion that CF-CBBA only partitions the higher-layers of the 

network to preserve the routing capabilities of the whole MANET. 

CBBA is performed between the cluster-heads until consensus is reached regarding the 

initial division of the problem domain into three local bundles.  

Cluster-heads could use the average of the positions of all nodes in their cluster to submit 

bids, to represent the fitness of the cluster for a given task, instead of the cluster-head 

itself. This is a measure intended to reduce the potential for sub-optimal allocation of 

tasks, should the position of nodes in the cluster differ greatly from that of the cluster-

head. It is the implementation that determines if this method of cluster allocation is used, 

though. Different implementations may have different requirements, depending on the 
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heterogeneity of nodes and the attributes required of individual cluster (such as clustering 

by capability, or location). As such, it is most often the implementation that will determine 

the means by which a cluster head will perform bids on behalf of their cluster. 

A second phase of task allocation is required to distribute the resulting cluster-head 

bundles between the member-nodes of the clusters. Figure 4-7 shows the three previously 

defined clusters, with cluster-heads assuming the role of member-nodes for the purposes 

of DTA.  

 

 

Figure 4-7 Diagram showing cluster-member communication of task bundles 

 

Each cluster performs task allocation in isolation from the others. The task bundles 

computed by cluster-heads are distributed among members of that head’s cluster. CBBA 

is then performed at the cluster-level with no cross-cluster communication of tasks 

between clusters, until a solution is found for each cluster. It remains possible for nodes 

to route over other clusters during this phase of CF-CBBA and all non-DTA network 

services are provided across the whole network. 

Figure 4-8 provides a flowchart of the task-allocation process. In addition to the division 

of the network into clusters shown above, the flowchart demonstrates the DTA process. 

DTA is described as a two-loop process under CF-CBBA. The outer-loop, or cluster-head 

allocation stage, performs the role of problem domain partitioning. Its initial task list is 

communicated to all cluster-heads, who proceed to perform CBBA until convergence is 

reached.  
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Figure 4-8 Flowchart showing the CF-CBBA task allocation process 

 

The resulting bundles are not committed to an active list of tasks to be executed by the 

node, but are stored as a new task allocation problem. This problem will be further sub-

divided among the members of the cluster in the inner-loop of the process.  

The inner-loop is a parallel process, with each cluster performing its own CBBA process 

independently. The clusters use the results of the outer-loop allocation phase, shared with 

them by their cluster-head, as a new task list. Upon reaching consensus, the resulting task 
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bundles are then committed as the local executable task list for each node, which may be 

acted upon immediately, independent of any clusters which may take longer to complete 

the DTA process. 

As previously discussed, the communication events required to reach consensus under 

CBBA are proportional to the number of rounds and the number of participating nodes. 

CF-CBBA’s use of a two-stage allocation process requires that two instances of CBBA 

are run sequentially, the initial cluster-head allocation and a parallel allocation phase 

across all clusters. 

Due to the unicast communication model used for this simulation, each node must 

communicate with every other node. This leads to the complexity of a single rounds worth 

of communication being expressed as n.(n-1). Equation 3-1 on page 46 provides the full 

expression allowing the calculation of the total number of transmissions required in a 

fully connected network to complete a full CBBA process. The maximum observed 

number of rounds required for a 12 node network undertaking a problem of 50 tasks, is 5 

rounds. This includes 4 allocation phases and 1 validation phase.  

Equation 4-1 demonstrates the communication complexity of CF-CBBA (Smith et al. 

2014). This equation is a means of calculating the total transmissions required using 

unicast communication, with Ti and P representing instances of Equation 3-1, originally 

defined by (Johnson et al. 2010).  

 

𝑬 = ( ∑ 𝑻𝒊

𝟏≤𝒊≤𝑪

) + 𝑷 
 

(Equation 4-1) 

 

T represents an instance of cluster-level (inner-loop) task allocation, with i providing the 

instance identifier. The sum of all cluster-level communication events, plus the result of 

the initial cluster-head allocation represented by P, results in the variable E that represents 

the total number of communication events required by CF-CBBA. Ti and P are calculated 

using Equation 3-1, and are equivalent to the result, x, where all other variables match the 

conditions of the instance of task allocation being modelled. 
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CF-CBBA is designed to reduce the number of nodes involved in a given stage of task 

allocation, thereby reducing the total number of communication events compared to 

baseline CBBA for an equivalent number of nodes. P, being a non-parallel task allocation 

process, is added to the sum of all T. Each instance (i) of T represents the total 

communication events required to reach consensus within a cluster. This means that each 

P and i value is calculated using Equation 3-1 when considering unicast communication.  

The number of bytes sent is proportional to the number of communication events and the 

size of the bundles being transmitted. A reduction in either variable will reduce the 

network resource requirements of the DTA process. By clustering the number of 

communication events may be reduced as discussed with relation to Equation 4-1. An 

additional benefit may be observed in the division of the problem domain into smaller 

chunks for processing at the cluster level. As the cluster heads submit their bundle 

assignments as new problems for their clusters, these new problems are smaller than the 

original list of tasks. This reduces the number of tasks in each bundle at this stage of 

allocation, further reducing the network resource requirements at the cluster level. These 

benefits will not be seen at the cluster head level, as they must allocate the entire problem 

domain between themselves, gaining no benefit of problem sub-division until the cluster 

stage.  

The validity of the above statements will be proven in Chapter 5, which will provide a 

test plan and investigation of the communication characteristics and optimality of CF-

CBBA compared to baseline CBBA. There are some communication methods, considered 

out of scope for this research, which allow the avoidance of data collision between 

clusters using different channels for each cluster. It is assumed during simulation that 

there is a zero probability of collision due to such methods existing, but their analysis is 

considered to be outside the scope of this research.  
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4.5.3 Variable Cluster Sizes 

 

The previous sub-sections in this chapter assume that clusters are comprised of equally 

sized clusters. This assumption is carried forwards into the simulation stage, but should 

be discussed further to highlight key issues and potential solutions.  

At the cluster-head allocation stage, the assumption that all clusters are of equal size will 

have no effect, as a network of 3 clusters of 3 nodes each, and a network of 3 clusters 

with 2, 4 and 3 sized clusters will both have three cluster heads. However, when the tasks 

are allocated at the cluster level, there may be issues caused by potentially equal division 

of labour.  

The cluster head CBBA stage may result in similar sized task-lists on clusters that are not 

equal in size. This will be affected by the relative positions of the clusters within the 

mission area, but assuming that all variables are equal across clusters, except for cluster 

size, the issue of node over/under subscription remains. The potential result of task 

allocation in such circumstances includes a loss of optimality due to nodes taking on more 

tasks than would be optimal, incurring the cost of DMG as discussed in Chapter 3. Nodes 

in larger clusters may end up taking on far fewer tasks than they otherwise would be able 

to.  

A potential solution to this would be the implementation of a fitting function that accounts 

not only for the relative position of the cluster within the mission area, but the number of 

nodes in each cluster. Such a function could also be extended to provide contextual 

filtering of available nodes, for example nodes with a payload suitable for a given task 

will be given preference over those able to perform the task, but not specifically equipped 

for it.  

The implementation of such a fitting function is considered to be outside of the scope of 

the research, but could be an item of future work. Nodes incapable of performing tasks 

are already filtered out of CBBA, CF-CBBA and BECF-CBBA by using task-type flags 

in the node description to highlight tasks which the node is capable of performing.  
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4.5.4 Section Summary 

 

A novel method of reducing the communication complexity of CBBA has been proposed. 

This algorithm, CF-CBBA, requires that the network be divided into clusters to reduce 

the number of nodes in each allocation phase. The number of tasks at the cluster-level 

parallel allocation phase is reduced due to the initial cluster-head allocation phase having 

divided with initial task list into a number of bundles equal to the number of cluster-heads.   

As the number of communication events required by CBBA is proportional to the number 

of nodes multiplied by the number of rounds required to converge to a solution, reducing 

the number of nodes at each allocation stage is proposed as a means of reduction of that 

complexity. Further reduction of communication complexity may be achieved through 

the reduction of the total number of rounds required, which is itself driven by the 

combination of the number of nodes and tasks. It is proposed that by reducing the number 

of tasks and nodes, the number of rounds required for an allocation may also be reduced, 

further reducing communication complexity.  

 

4.6 BECF-CBBA: Investigating Wireless Communication 

 

Wireless networks commonly use omnidirectional radio transmitters to send messages. 

The propagation of the transmission in all directions makes it an inherently broadcast 

medium; one cannot control the spread of the transmission, only its range. While 

presenting security risks when considering ease of observation and derivation of network-

related information, the inherently broadcast nature of wireless communication may be 

of benefit when considering methods of reducing the communication complexity of 

CBBA and CF-CBBA. 
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4.6.1 Preliminary Analysis of Wireless Communication for CBBA 

 

Consensus-based DTA algorithms, such as CBBA, require that all participating nodes are 

able to share bundles, updating the network with local state information from each node 

in every round of allocation. Wireless communication can take one of three forms: 

unicast, broadcast and multicast. The control of communication is defined by which of 

these methods is used. 

 

4.6.1.1 Unicast Communication of Bundles 

 

Unicast transmission involves end-to-end communication of messages. This method 

allows a great deal of control over where bundles are sent during task allocation, allowing 

individual nodes to be addressed.  

The unicast communication of task bundles can provide: 

 Targeted communication. 

o As nodes communicate to a single destination per bundle-transmission, 

messages may be node-specific.  

o This is of benefit in heterogeneous networks where nodes may have 

unique characteristics that make them more suitable for some tasks and 

completely unsuitable for others.  

o By addressing nodes individually, the source node may have more control 

over what is sent, cutting down on redundant communication. 

 Guarantees of delivery through acknowledgement of packet reception from the 

destination node on a one-to-one basis. 

o By acknowledging that a bundle has been received, control of 

communication flow in the network may be enforced.  

o It has been shown that communication under CBBA is complex and that 

orchestration of communication is required to prevent packet collision or 

nodes falling out of sync and communicating over each other.  
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o By acknowledging successful delivery in an inherently probabilistic 

medium, reliability may be improved. 

 Synchronisation of node and network state information. 

o State updates are the core of CBBA functionality.  

o By using unicast communication, the change in state information can be 

controlled by targeting nodes for updates in a selective or ordered manner.  

o This can reduce duplication of node-specific data. 

Unicast communication is a verbose form of communication. It requires that a unique 

packet be sent for each node-to-node communication event. The communication cost of 

unicast, in terms of communication events, is expressed by Equation 3-1 when 

considering CBBA communication requirements. The additional control of information 

flow offered by unicast communication comes at a significant cost in communication 

complexity. 

 

4.6.1.2 Broadcast Communication of Bundles 

 

As radio transmissions are inherently broadcast, it seems logical to utilise this 

characteristic to reduce repetition of communication. Unicast communication of CBBA 

incurs a high-degree of packet redundancy, as a single node in a homogenous network 

will send the same bundle to every destination node in the network. By broadcasting such 

information, redundancy may be reduced by only requiring a number of transmissions 

required to reach all nodes in the network.  

In fully connected networks, in which all nodes are in range of all other nodes, a single 

broadcast may be sufficient. However, it is unlikely that a MANET will remain in such a 

configuration for the whole mission, requiring a means of ensuring that broadcast bundles 

are propagated throughout the network.  

Network flooding is an expensive, but effective, means of propagating data throughout 

the network. CBBA with Relays also provides a method of designating nodes as relay 

nodes, which ensure that bundles are propagated throughout the network. The following 

must be considered when implementing a broadcast bundle-sharing mechanism: 
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 Adequate channel-control must be maintained. 

o Collision of acknowledgements or relayed packets must be prevented; 

Carrier-Sense Multiple Access (CSMA) is an example of a means by 

which nodes may time communication so as not to overlap on the channel. 

 The synchronisation of nodes becomes explicit, due to the lack of communication-

driven synchronisation. 

o The order in which nodes transmit bundles will have to be explicitly 

communicated so that the sequential element of CBBA, the update of 

global state information, may function correctly.  

o The order itself is not important, only that nodes do not simultaneously 

attempt to send bundles.  

o Unicast communication circumvents this issue by addressing nodes 

individually, allowing control of the order of transmission by ensuring that 

one destination will always be the first to compute its local bundle (as it is 

the first to receive the previous node’s bundle).  

o Control communication that reinforces this order will be required under 

broadcast communication.  

 Under CF-CBBA, broadcast packets may represent redundant communication 

when received by neighbouring but unrelated clusters of nodes. 

o CF-CBBA inner-loop task allocation requires that clusters work on nodes 

independently, while retaining all network services unrelated to DTA.  

o Sub-netting the network is not a viable solution, as this would require the 

use of gateways to allow communication across clusters, adding further 

complexity to communication in the form of control traffic.  

o As the purpose of broadcast communication of bundles is to reduce 

communication redundancy, the reception of out-of-cluster bundles is 

deemed undesirable.  
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4.6.1.3 Multicast Communication of Bundles 

 

Multicast communication lies between the fine control of unicast and the far-reaching 

single transmissions of broadcast communication. By designating a sub-set of nodes, 

communication may occur selectively, but across a number of nodes instead of being 

locked to a single address. 

This may be of benefit to CF-CBBA, as clustered nodes have knowledge of the address-

space of their cluster, allowing controlled transmission of information between nodes 

without wasteful reception and processing by other clusters. This may also allow cluster-

heads to communicate more efficiently.  

Multicast communication provides the control benefits of unicast, while reducing the 

number of redundant transmissions by allowing a limited form of broadcast within the 

range of addresses described. It does, however, encounter the same issue as broadcast 

when considering the control of information flow over routes longer than one hop. Should 

a cluster become dispersed throughout the network, the retransmission of multicast 

messages is a vital consideration.  

 

4.6.2 BECF-CBBA: Multicast and Broadcast communication for Clustered DTA 

 

BECF-CBBA is proposed as a means of providing the control required to relay multicast 

and broadcast communication through a MANET. The aim of this proposal is to address 

the issues of redundant communication while maintaining the complexity reduction 

measures of CF-CBBA.  

Communication is divided into two categories; global and incremental state updates. 

Global updates represent communication that must reach all nodes in the network, or 

which benefits from local broadcasts. Incremental updates require the use of multicast 

communication to control the flow of information and communicate it only to those nodes 

that need to be involved in that communication. 
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Table 4-2 shows the mapping of BECF-CBBA communication types to these categories. 

Bundle sharing is the most common form of communication under a consensus-based 

algorithm, as the sharing of information between nodes is vital for the convergence to a 

state of consensus in the network. Under BECF-CBBA this is an incremental update, 

occurring first at between cluster-heads, then the members of clusters. Due to the 

multicast nature of incremental updates; node selection, round and allocation completion 

messages are required to ensure that nodes are informed of the current stage of task 

allocation.  

 

Table 4-2 CF-CBBA message types mapped to Global/Incremental categories 

 

 

BECF-CBBA Messages 

 

Global 

 

Incremental 

Bundle sharing   

Cluster-head nomination   

Cluster-forming   

Allocation completion flags   

Round completion flags   

Next node selection   

 

Network control communication required to divide the MANET into cluster-heads and 

clusters is global.  These updates require that all nodes are made aware of their 

designations, any change in their role within the network and what groups they will 

perform inner-loop CF-CBBA with.  

To ensure that all nodes in the network receive broadcast messages, it would be 

appropriate to use network flooding. The impact of flooding on the number of 

communication events is controlled by only broadcasting global updates, reducing the 

amount of flooding and ensuring that only simple messages are flooded to prevent 

saturation of the communication channel. 

Multicast communication is more common under BECF-CBBA. Incremental updates 

occur frequently, but require no special handling of out of range nodes. MANET routing 
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protocols such as OLSR and AODV handle multi-hop multicast by forming routes for 

each individual destination node, allowing the propagation of transmissions from source 

to multiple destinations without special considerations above the network layer.  

 

4.6.3 Section Summary 

 

BECF-CBBA is proposed as a means of reducing the amount of communication required 

to perform consensus-based task allocation. It aims to achieve this by cutting out 

redundant bundle-sharing and allowing global state updates such as the configuration of 

DTA-related aspects of the network to be broadcast.  

Additional control information is required to ensure that nodes synchronise at the end of 

rounds and allocation phases, to allow the clean transition from one state to another. This 

is provided by node selection, round completion and allocation completion messages, 

which inform the affected nodes of a state change requiring group synchronisation. Due 

to the division of the network by CF-CBBA, as described in section 4.5, global state 

updates are not required for DTA directly, only for the adoption of specific cluster-head 

nominations and cluster-configurations.  

 

4.7 Chapter Summary 

 

Preliminary analysis of CBBA’s communication characteristics has been undertaken to 

better inform the areas in which communication complexity and redundant messages may 

be reduced. The purpose of this analysis has been to provide a means of understanding 

the data requirements of a DTA algorithm operating on a MANET, allowing prediction 

of the communication and processing costs associated with DTA and the effects of the 

size of the network and complexity of the task assignment problem on those costs.  

Building on the problem analysis in Chapter 3, this research identifies that the division of 

the network into clusters may reduce the number of communication events required to 

achieve consensus. By utilising the multicast and broadcast capabilities of wireless 
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communication message redundancy may be reduced. This may decrease usage of 

network resources, further reducing the cost of task allocation on the network. 

CF-CBBA has been proposed as a means of dividing workload between clusters instead 

of performing CBBA on the whole network at once. It is proposed that by performing an 

initial task allocation process between cluster-heads, the problem domain may be reduced 

in size. By reducing the number of nodes involved in this process, it is also theorised that 

the number of communication events required to reach consensus will be reduced.  

The resulting bundles created by this initial allocation phase are then treated like task lists 

by the clusters belonging to the designated cluster-head. This allows further division of 

the problem into bundles on each node in the network while maintaining a low number 

of nodes involved in each parallel instance of task allocation. As a result, a global solution 

is computed as a result of each cluster forming a unique task list for each member node 

with no duplication of work.  

BECF-CBBA is proposed as a means of making use of the broadcast and multicast 

capabilities of wireless communication to reduce communication redundancy. Unicast 

communication of bundles requires that nodes repeatedly communicate the same bundle 

in homogenous networks in which all nodes may participate in the task allocation process. 

This holds true for CF-CBBA, where clusters will still repeat bundle transmissions if 

communicating in a unicast manner. By defining state updates as global or incremental, 

the appropriate mode of communication may be utilised, allowing a variable level of 

control and redundancy reduction as it is required.  

Chapter 5 will detail a test plan to evaluate the effectiveness of each proposal. The results 

of these tests are presented and analysed to quantitatively evaluate the effect of CF-CBBA 

on communication events. BECF-CBBA is analysed in terms of communication 

complexity (number of messages required to reach consensus), including the addition of 

control messages as defined in Section 4.6. 
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5 TESTING & RESULTS: OPTIMISED DTA 

 

5.1 Chapter Introduction 

 

Chapter 4 presented two novel strategies for reducing the communication overhead and 

complexity of CBBA. Preliminary analysis of CBBA’s performance under a variable 

number of nodes highlighted a cubic rise in the communication events required to achieve 

a state of consensus. The attributes of unicast, multicast and broadcast communication 

were also analysed. The need for additional control communication when broadcasting 

was identified, highlighting the need for additional control communication.  

CF-CBBA is proposed as a means of reducing complexity by limiting the number of 

nodes involved in any one assignment process. BECF-CBBA is proposed as a method of 

reducing communication complexity by allowing controlled use of multicast and 

broadcast communication to distribute state information throughout the network during 

task allocation.  

Both proposed algorithms are tested, analysed and discussed in this chapter. Simulation 

is used to provide quantitative assessment of their performance in terms of 

communication events and time to convergence. CF-CBBA’s task allocation optimality 

is also analysed to provide a basis for comparison with baseline CBBA.  

The quantitative results of these investigations will provide a basis for analysis and the 

assessment of each algorithms attributes in terms of communication cost and potential 

impact on related network resources. This will allow the suitability of the proposed 

algorithms for use in resource constrained autonomous MANETs to be determined.  

 

5.1.1 Chapter Layout 

 

This chapter is laid out as follows: 



5 TESTING & RESULTS: OPTIMISED DTA 

100 

 

 Section 5.2 discusses the experimental methodology, identifying testable 

elements of CF-CBBA, providing experiment plans and a defined rationale for 

testing and analysis. 

 Section 5.3 shows experimental results for CF-CBBA compared with CBBA. 

 Section 5.4 provides the experimental methodology for BECF-CBBA, compared 

against CF-CBBA and CBBA.  

 Section 5.5 reports on test results for BECF-CBBA, providing a basis for further 

analysis and discussion regarding the communication event and time requirements 

of the proposed algorithm. 

 Section 5.6 provides discussion and analysis of the results. 

 Section 5.7 summarises the chapter. 

 

5.2 Experimental Methodology: CF-CBBA 

 

To test CF-CBBA, the rationale for testing, testable elements and resulting variables must 

be identified. Chapter 3 Section 3.4 identifies a series of hypotheses, of which the 

following applies specifically to the experiments outlined in this section:  

The competing demands of control and security services may exceed the capabilities of 

the limited network resources available to MANETs. By reducing the complexity of 

communication required by DTA, the network resource requirements of control traffic 

for this service may be reduced, allowing greater tolerance of loss and other adverse 

network conditions. 

The identified purpose of CF-CBBA is to reduce communication complexity. Therefore, 

all testing will be performed under the rationale that communication complexity must be 

observed under CBBA and CF-CBBA to determine if the matter algorithm fulfils this 

objective. 
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5.2.1 Test Environment and Testable Elements 

 

To perform experiments that allow the effects of CF-CBBA on communication 

complexity to be observed, a simulation will be created to represent a mission area, a 

network of nodes and a selection of tasks scattered in the mission area. This will allow 

for the simulation of task allocation prior to task execution, recording the communication 

phase required to drive the network to consensus through bundle sharing between nodes.  

MATLAB is used to provide an environment for the simulation and quantitative analysis 

of CBBA and CF-CBBA. A MATLAB implementation of baseline CBBA, designed by 

Ponda et al, is available from the MIT Aerospace control laboratory. This implementation 

has been modified with regards to its presentation, removing the node position in 3d space 

output and instead reporting on the time to solve a given problem and the number of 

communication events required to achieve consensus. Additional statistics tracking has 

been added for CBBA rounds and mission score.  

A simulation environment has been created in MATLAB to provide a means of analysing 

the effects of the following variables on the optimality, time and communication 

requirements of consensus-based task allocation: 

 Number of nodes. 

 Number of tasks. 

 Network topology. 

o Clustering. 

o Number of hops between nodes. 

These attributes have been identified as the key effectors in CBBA task allocation. 

Equation 3-1 in Chapter 3, Section 3.2, and Equation 4-1 in Chapter 4, Section 4.5, 

highlight the importance of the number of nodes in determining the number of 

communication events required to achieve consensus. In that same section, the effect of 

a reduced task list is also discussed, highlighting the potential benefits of problem sub-

division between clusters when considering the number of bytes sent. As a result, the 

number of nodes and number of tasks are both considered critical variables when 

analysing the communication cost, assignment optimality and network resource 
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utilisation of a given network performing a CBBA-like process. As such, they have been 

selected as the primary variables for the investigation.  

The basic configuration of the simulation is as follows: 

 

Table 5-1 Table showing the basic configuration of the MATLAB simulation for CF-

CBBA 

 

Attribute Value 

Mission Area 100m x 100m 

Number of Tasks 1-50 

Number of Nodes 18 

Task Score 100 

Node communication range 50m 

Maximum hop count 5 

Number of iterations 100 

Seed 11 

 

A mission area of 100 by 100 meters has been selected to provide a clear boundary to the 

area in which nodes and tasks are spawned at the beginning of the simulation. This 

provides a space in which tasks and nodes are placed randomly. The size of the chosen 

space provides a wide variety of different sets of initial conditions across the multiple 

iterations of the simulation. This same mission area is used by Brunet and Choi in their 

respective publications (Brunet et al. 2008) and (Choi et al. 2009). 

A range of 1 to 50 tasks provides a sample over which the characteristics of the network 

can be observed. A limit of 50 tasks has been set so as to not over saturate the mission 

area with tasks. This limit has also been chosen to provide a set of tasks which does not 

by sheer number of tasks, force nodes to have to become oversubscribed (that is possess 

more than five tasks in a bundle in the final allocation). Brunet, Choi and Ponda use task 

counts up to 40 in their simulations and experiments. A slightly larger problem has been 

selected here to allow the observation of reduced optimality in larger networks, as the 40 

task problem domains did not offer as much in the way of comparative analysis of 

different network sizes during preliminary modelling of CBBA across different network 

sizes.  

The total number of nodes has been set to 18 for all experiments. This is number has been 

chosen based on preliminary experiments using varying numbers of nodes to determine 
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the minimum effective set of nodes required to complete task allocation without 

guarantees of over-allocation. The minimum identified set of nodes, outlined in Section 

4.3, was 6 nodes for 50 task allocation, before optimality dropped below 45%.  

CF-CBBA is compared with CBBA using networks of 18 nodes, to maintain comparable 

network sizes between the two DTA approaches to ensure the validity of observations 

made as a result of the simulations performed on both algorithms. This provides a sample 

that adheres to the guidelines identified above, and that is divisible into clusters of 3 or 6 

nodes. This will allow the effects of different sizes and numbers of clusters to be 

compared, as well as allowing comparison of CF-CBBA and CBBA. A variable number 

of tasks between 1 and 50 are used to determine the effects of increasing problem 

complexity on the network.  

Additionally, there are minimum-distance considerations to take into account if 

attempting to model real world scenarios. The CAP 722 outlines the accuracy of GPS 

modules, determining that a minimum 7.8 meter distance is required to reliably avoid 

collision when using GPS-only collision avoidance techniques in micro-UAVs. In 

networks with 20 or more nodes, the distribution of nodes throughout the mission area 

without a high probability of two nodes being placed within this safe-zone. As a result, 

18 nodes was selected as the sample size to allow multiple clusters of nodes to be reliably 

formed, while avoiding over-crowding of the mission area.  

To maintain parity with existing publications regarding CBBA, task scores are set to 100. 

This score is subject to the costs associated with traveling between tasks and DMG as 

previously outlined in Chapter 4, Section 4.3.  

To analyse the effects of multi-hop communication, a 50 metre communication range has 

been allocated to all nodes. This will leave the network largely connected, but with some 

multi-hops routes to provide variability between iterations and demonstrate the additional 

communication cost of retransmission. This range has been chosen to limit the length of 

routes and ensure that scenarios in which nodes are disconnected from the network 

entirely at initialisation are very unlikely. A maximum hop count of 5 has been chosen to 

ensure that nodes do not relay messages more than four times. Due to the combination of 

mission area and communication range, it is unlikely that hop counts will exceed a value 
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of 2, but this cap has been implemented to prevent continuous looping of communication, 

which is possible when no bounding value is added to the routing process. 

In the case of such networks being generated, the network is regenerated to ensure 

communication is possible across the whole network. It is considered vital that nodes are 

connected to the network by at least one other neighbouring node to allow their inclusion 

in the DTA process.  

All experiments are run 100 times, from 1 to 50 tasks. The average of all iterations is 

taken to provide data points for all output generated during these experiments. Data points 

are generated for all 50 task values that are used to provide a point of reference for 

comparative analysis. The common seed value is used as the basis for generating the 

vector of random values, which will be used for all experiments to provide a consistent 

set of scenarios between all networks. This ensures that task and node placement remains 

consistent in all scenarios.    

These attributes remain constant throughout the testing process. This also provides a 

means of describing network topology, as the range characteristic of each node provides 

an indication of connectivity. To calculate the graph of the network, Dijkstra’s shortest 

path algorithm is used. All experiments are performed on fully networked groups of 

nodes. Any node that can connect to all others via routes no longer than the hop count of 

five are considered to be networked.   

As a cluster-based extension of CBBA, CF-CBBA requires not only comparative analysis 

against baseline CBBA, but analysis of the effects of varying cluster sizes. This is 

required as the optimality of CBBA task allocation has been shown to decrease with a 

larger node to task ratio. It is therefore important that the effect of the number of cluster-

heads and member nodes involved in an assignment is analysed. 

Two cluster-sizes have been selected to allow for a comparative analysis of the effects of 

different cluster arrangements on network and DTA characteristics (such as 

communication events, bytes transmitted and assignment optimality): 

 Three clusters of six agents. 

 Six clusters of three agents. 
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These clusters have been selected to allow the sub-division of the 18 node network into 

even clusters. By choosing two different cluster distributions, the effects of clustering can 

be analysed in addition to the comparison of CF-CBBA with CBBA. This is useful, as it 

is possible that the division of the network into clusters may affect communication events, 

time to complete and the optimality of the assignment.  

In each case the number of cluster-heads is always equal to the number of clusters. 

Cluster-head selection is performed a priori, the method of selection is not analysed as it 

has no bearing on the role of the cluster-head in task allocation. Although such methods 

are out of the scope of this research, it is possible to designate cluster heads based on node 

energy levels, location relativity to other members of the network, or other differentiating 

features such as higher computational capability or node connectivity.  

It is also possible that CBBA may be used to treat nodes as resources to be allocated, 

using the previously mentioned attributes to score nodes to rate their fitness to fulfil the 

user-defined requirements of a cluster head. So long as cluster heads are able to 

effectively complete an initial round of task allocation, and pass it down to their cluster 

in a timely manner, they meet the minimum requirements of this role.  

For the purpose of simulation, the common centre of the cluster is used to place bids. This 

is the average of all X and Y values in the cluster. As previously identified in Section 4.5, 

this is done to reduce the effects of node distribution throughout the mission area on the 

suitability of tasks. By using the centre of the cluster as a common variable for bids, the 

cluster-head avoids biasing the task allocation process towards itself or specific nodes in 

the cluster. Outlier nodes may still be disadvantaged by their position.  

Each experiment is performed 100 times, over 1-50 tasks to ensure a wide-range of 

potential node and task placements are observed within the simulation-space. This 

provides a large sample of different network configurations, allowing general trends 

based on the variables to be observed. 
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5.2.2 Expected Output for Analysis 

 

Results relating to communication complexity can be defined as the number of 

communication events required to achieve consensus, the network resources required to 

facilitate the communication of the DTA process, and the optimality of the resulting 

assignment. 

Communication events are recorded every time a network exchange or global control 

message is required, incrementing a global communication event counter with every such 

instance. This provides a running total of communication events throughout each 

experiment, cleared for every increment of task set size to ensure that values are 

representative.  All values for communication events are shown as integers, rounded up 

to the nearest whole number after averaging all iterations. This reflects the need for 

complete communication events; it is not possible to have a partial communication event.  

Network resource utilisation is measured by tracking the number of bytes sent when 

communicating bundles. The number of bytes sent gives a direct measurement of the 

network resources required by the DTA process. This is affected by the number of nodes 

and the number of tasks in a given problem domain. As the size of the problem domain 

affects the total number of bytes sent per communication event, the effects of cluster 

heads dividing the problem domain prior to passing their bundles down to their clusters 

as a new problem may reduce the number of bytes required by each communication event.  

Each task is broken down into three integer values when communicated; task ID, current 

winning bid ID, and current winning bid value. The X, Y and Z coordinates of each tasks 

are held locally on a task list provided at initialisation to each node, so do not require 

communication. Each task is therefore 12 bytes in length when sent in its short form as 

described above. The total payload length of a packet will therefore be 12 bytes multiplied 

by the number of tasks.  Each packet includes a 32 byte 802.11 header and an 8 byte UDP 

header for each communication event. For example, a 50 task problem is 640 bytes in 

length, resulting in all packets falling within the standard Maximum Transmission Unit 

(MTU) of 1500 bytes common to most network interfaces. This means that multiple 

packets are not required to transmit any bundle in the network.  
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Mission optimality is computed using the built in mission score feature of the CBBA 

MATLAB implementation. Each task is assigned a base score of 100, with the cost of 

moving to that task (1 point per metre) being subtracted from the score to calculate each 

bid placed on a task by each node. The winning node, assuming it completes the task, 

scores points equal to the value of its bids. DMG is applied in all cases, meaning that 

tasks lower in a bundle will be reduced in value to enforce the ordering of tasks in each 

bundle. The sum of all node scores represents the network score for the mission, which is 

used to determine the optimality of the assignment. Higher values are more optimal, as 

they come closer to the initial value of all tasks. The highest possible score is 5,000 for 

50 task problems, as each task is worth 100 points in perfect conditions (no cost to travel, 

no DMG). 

The hardware used to conduct these experiments has the following specifications: 

 Intel i7 3.4GHz processor. 

 64 GB DDR3 1333MHz RAM. 

 250 GB Solid State Hard Drive. 

Software specifications are: 

 Windows 7 64-bit Operating System. 

 MATLAB R2013a. 

These specifications remain constant throughout all experiments to ensure that no 

underlying characteristics affect the outcome of one simulation differently to another.  

Experimental results are provided for CF-CBBA and BECF-CBBA. Both algorithms are 

analysed to identify their performance characteristics and these are compared against 

those of CBBA in the following sections. 

 

5.3 Results: CF-CBBA 

 

The following results compare CBBA against two different configurations of CF-CBBA. 

The compared algorithms are, as outlined in Section 5.2:  
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 CBBA. 

 CF-CBBA: three clusters of six nodes. 

 CF-CBBA: six clusters of three nodes. 

The comparison of CBBA to CF-CBBA requires that CF-CBBA divides the network into 

clusters, to break down the number of agents involved in any given instance of task 

allocation. The intention of this approach is to reduce the time taken to achieve consensus 

and reduce the total number of communication events required to facilitate the DTA 

process.  

Two cluster formations have been selected to allow each configuration to be compared 

against CBBA, and provide data for a comparative analysis of different network 

configurations using CF-CBBA. This will, in turn, provide information on how the CF-

CBBA algorithm responds to the size of the problem domain in different configurations. 

In all cases, a network size of 18 nodes is maintained.  

In all cases the number of cluster-heads is equal to the number of clusters. Results are 

shown for the following: 

 The total number of communication events required to achieve consensus. 

 The total number of bytes transmitted during the DTA communication phase. 

 The total mission score of the network. 

All clusters are formed prior to task allocation in these experiments. 

 

5.3.1 Number of communication events to reach consensus 

 

The number of communication events required to achieve consensus is shown in Figure 

5-1. Baseline CBBA requires 306 events for 18 nodes attempting to assign a single task 

amongst themselves. This rises to 1224 events for 50 tasks.  

CF-CBBA in a three cluster configuration requires a total of 36 events to allocate one 

task, reaching a peak of 216 events for 32 tasks. 202 events are required for 50 tasks. The 

initial drop from 306 events for one task under CBBA, to 36 events in this configuration 
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of CF-CBBA appears to be abnormally large, but the underlying way in which 

communication is managed by CF-CBBA provides an explanation.  

Under CBBA, all nodes are required to participate in the single task allocation, even if 

they have no chance of actually receiving it. However, under CF-CBBA, only cluster 

heads are forced to participate in this manner, with the winning cluster head then 

performing another round of allocation within its cluster. Any nodes in clusters that did 

not receive any tasks do not perform CBBA, and therefore do not contribute to the total 

communication event count.  

 

Figure 5-1 Graph comparing the number of communication events required by CBBA 

and two cluster-formations of CF-CBBA over an increasing number of tasks 

 

This is broadly comparable to the six cluster configuration, which requires 36 events 

initially, reaching a high of 196 events for 50 tasks. The six cluster configuration follows 

a trend of requiring less communication than the three cluster configuration, but with 

broadly similar characteristics. Both configurations of CF-CBBA require substantially 

less communication than CBBA. 
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5.3.2 Network resource utilisation 

 

Figure 5-2 shows the number of bytes transmitted by CBBA and CF-CBBA over the 

course of task allocation. Two key variables affect the total number of bytes sent; the 

number of communication events and the length of bundles transmitted. Bundles are a list 

of tasks the length of all tasks available for bidding, minus those that have a higher bid 

submitted by another drone. This means that as the network reaches convergence, the 

number of tasks in transmitted bundles will decrease, as nodes will stop being able to 

outbid for tasks that have been claimed by the globally optimal node for that task. 

Furthermore, in clustered scenarios, the problem domain is reduced is size for the cluster 

phase of allocation due to the initial division of labour between cluster heads. 

CBBA performed on 18 unclustered nodes requires 88 kilobytes of data to be sent to 

achieve consensus for a single task. This is largely due to the size of the 802.11 packet, 

as the single task is only 12 bytes long. A brief spike in data transmitted is seen at 4 tasks, 

with a rise to 26 kilobytes. This is caused by a larger number of CBBA rounds being 

required to achieve consensus. A maximum data send of 2.1 megabytes is reached for 50 

tasks, by CBBA. 

CF-CBBA in a 3 cluster configuration with 6 nodes per cluster requires 3.6 kilobytes to 

converge to a solution for 1 task. This is a significant drop, caused by the smaller number 

of nodes contributing communication events at each phase of allocation, and by the fact 

that only one cluster will perform cluster-level CBBA, resulting in a much lower amount 

of data being sent in total. When assigning 50 tasks, CF-CBBA in this configuration 

requires 56 kilobytes to achieve consensus, markedly lower than CBBA. 
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Figure 5-2 Number of bytes transmitted during DTA by CBBA, and CF-CBBA in two 

cluster configurations 

 

CF-CBBA has also been tested in a 6 cluster configuration with 3 nodes per cluster. 

Notably, the results for this configuration closely match those for the 3 cluster 

configuration. Initially, this configuration requires more data to be transmitted, needing 

4.3 kilobytes to achieve consensus for a single task. This is due to the larger cluster head 

size, 6 nodes participating in the initial allocation phase means a higher number of 

communication events. Between 4 and 28 tasks, 6 cluster CF-CBBA outperforms 3 

cluster CF-CBBA marginally, before rising to 77.3 kilobytes to allocate 50 tasks.  

This configuration is still a significant improvement over CBBA, with comparable data 

requirements to 3 cluster CF-CBBA for the majority of problem domain sizes. Larger 

problem domains begin to show the additional data requirement of 6 cluster CF-CBBA 

driven by the more complex cluster head allocation stage when compared with 3 cluster 

CF-CBBA. Both configurations send notably less data than CBBA. 
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5.3.3 Optimality of the resulting assignment 

 

Figure 5-3 shows the effects of clustering on the optimality of an allocation. CBBA sets 

the baseline trend by representing a completely unclustered network of 18 nodes. Initially 

scoring 195 points for 2 tasks, CBBA achieves 97.5% optimality. At 50 tasks, it achieves 

a score of 4812.25 points, which is 96.2% optimal. Minor deviation from a linear trend is 

visible, but the optimality of assignments does not significantly degrade over the course 

of this experiment.  

CF-CBBA in a six cluster configuration shows signs of assignment degradation after 30 

tasks. An optimality of 97.5% is achieved with 2 tasks and this is maintained up to 30 

tasks. At this point, the optimality of the assignment becomes variable, with a low of 

86.2% at 40 tasks and an optimality of 92.3% at 50 tasks. 

 

 

Figure 5-3 Graph comparing the optimality of task allocation under CBBA and two 

cluster-formations of CF-CBBA over an increasing number of tasks 
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The three cluster configuration loses optimality after 15 tasks. As with the other two 

configurations, the three cluster test initially achieved an optimality of 97.5% for 2 tasks. 

At 17 tasks this drops to 84.4%, beginning the variable trend shared by the six cluster 

configuration. At 50 tasks, the three cluster configuration is only 62% optimal and appears 

to be in rapid decline in terms of its ability to service the task set. 

 

5.4 Experimental Methodology: BECF-CBBA 

 

To test BECF-CBBA, the rationale for testing, testable elements and resulting variables 

must be identified. Chapter 3 Section 3.4 identifies a series of hypotheses, of which the 

following applies specifically to the experiments outlined in this section:  

DTA algorithms require a large amount of communication to reach a global solution.  By 

using consensus-based methods and adapting them to make use of the unique 

communication and topological properties of MANETs, it will be possible to reduce the 

communication overhead of DTA in autonomous MANETs. 

The rationale for testing is therefore focused on identifying the effects of broadcast 

communication on communication complexity. This requires a similar set of testable 

elements to those discussed in Section 5.2.  

 

5.4.1 Test Environment and Testable Elements 

 

BECF-CBBA is compared against CF-CBBA and CBBA in networks of 18 nodes, to 

maintain continuity and allow for comparison with the experiments conducted in Section 

5.3. The smaller number of nodes is used to allow observation of trends where the number 

of tasks is low.  

Section 5.3 shows that networks configured in a 6 cluster, 3 nodes per cluster, manner 

provided the best return in terms of optimality, network resource utilisation and 

communication events. As a result, this cluster formation has been selected to represent 

the network configuration for CF-CBBA and BECF-CBBA in these simulations. BECF-
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CBBA will also be tested in an unclustered configuration to allow direct comparison with 

CBBA, effectively providing a broadcast CBBA implementation with no network 

configuration changes.  

CF-CBBA provides a foundation for analysis of the effects of cluster size of assignment 

optimality, but the analysis of BECF-CBBA focuses on communication. The optimality 

of an assignment is driven by the number of nodes and tasks in a given task allocation 

process under CBBA. As a result, the manner in which bundles are communicated has no 

effect on the optimality of the assignment, though it may have an effect on the number of 

communication events to converge to a solution.  

 

5.4.2 Expected Output for Analysis 

 

The outcomes to be analysed as a result of simulation can be collectively referred to as 

measurements of communication complexity (or the cost of communication). 

Communication complexity can be broken down into communication events and network 

resource utilisation. Mission optimality is not a focus for these experiments as preliminary 

research showed that differing communication strategies (unicast, multicast and 

broadcast) had no effect on optimality, which was a result of the size of the network 

compared to the size of the problem domain at each stage of task allocation.   

The number of communication events observed under BECF-CBBA is comprised of two 

types of communication: bundle exchange and message relaying. The latter type of 

communication represents the routing of packets between nodes that are out of local 

communication range and thus require intermediate nodes to relay communication. 

Relaying messages is a network service, and all network nodes may relay messages on 

behalf of any cluster.  

As defined in Section 5.2, network resource utilisation is measured as the number of bytes 

required to achieve consensus during the communication phase of CBBA or an equivalent 

algorithm.  BECF-CBBA will be compared against CBBA and CF-CBBA in unclustered 

and clustered networks to analyse the effects of multicast and broadcast communication 

on the total network utilisation under BECF-CBBA.  
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It should be noted that routing packets are not considered in the context of this 

investigation, as it is assumed that routes have been generated prior to the task allocation 

process. Routing cost, outside of the relaying of data packets during task allocation, is 

considered to be outside of the scope of this research as such costs are highly dependent 

on the routing algorithm in use.  

 

5.5  Results: BECF-CBBA 

 

The results of simulation, as defined in Section 5.4, are presented and discussed in this 

section. A more thorough analysis of the results is undertaken in Sub-section 5.6.2. 

Results are shown for the following: 

 Number of communication events required to achieve consensus. 

 Number of bytes transmitted during the communication phase of the DTA 

algorithm being simulated. 

Mission optimality is not affected by the communication being unicast, multicast or 

broadcast and so has not been analysed here.  

 

5.5.1 Number of communication events to reach consensus 

 

CBBA requires 306 communication events to allocate 1 task in this experiment. Figure 

5-4 shows a peak of 1224 events is seen at 39 tasks, with 918 events required to allocate 

50 tasks. As previously observed, the number of events varies greatly depending on the 

number of rounds required to reach a convergent state.  
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Figure 5-4 Graph comparing the number of communication events required to achieve 

consensus in an 18 node network using CBBA, CF-CBBA and BECF-CBBA 

 

The influence of CBBA rounds on the number of communication events required is most 

notable for 3, 6, 26 and 44 tasks, all of which fall substantially below the average 

communication event count relative to their neighbouring task number values. As 

reported in section 5.3, this phenomenon is a result of the nodes in the network performing 

multiple rounds of CBBA to resolve conflicts between nodes, where many nodes have a 

similar bid for a task or set of tasks.  

CF-CBBA requires 36 communication events to converge to a solution for 1 tasks in a 6 

cluster, 3 node per cluster, configuration. This rises to a high of 216 events for 50 tasks. 

The effects of CBBA rounds is also evident here, though the smaller number of nodes 

involved in each phase of allocation reduces the visibility of such irregularities. 

BECF-CBBA uses multicast communication to address all members of a cluster. BECF-

CBBA is used in two configurations; to operate in 6 clusters of 3 nodes, identical to the 

CF-CBBA configuration, and an 18 node unclustered version used to allow a direct 

comparison with CBBA.  
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Including relayed messages to ensure that nodes receive multicast messages in cases 

where they may be out of range of the source node, 12 events are required to achieve a 

solution for 1 task in clustered BECF-CBBA. The effects of CBBA rounds can be seen 

as low level noise in the plotted line for BECF-CBBA, but at a much reduced impact 

when compared to CF-CBBA and CBBA. A high of 62 events is reached for 50 tasks.  

Unclustered BECF-CBBA takes a similar amount of communication events, when 

compared to clustered BECF-CBBA, to achieve consensus. 23 events are required to 

achieve consensus for 1 task. A high of 121 events is seen at 49 tasks, dropping to 70 

events for 50 tasks. This demonstrates that the use of broadcast communication (or 

multicast when using clusters), can greatly reduce the communication requirements of 

CBBA and CF-CBBA by reducing sequential communication. This in turn results in 

fewer network resources being consumed by the DTA operation, potentially making the 

network more tolerant of packet loss (and subsequent retries when sending bundles).  

These results demonstrate that BECF-CBBA requires substantially fewer communication 

events than CBBA and CF-CBBA, due to reducing the amount of redundant 

communication required to transmit bundles to each other node in a cluster. This includes 

the additional communication required to relay bundles over intermediate nodes (routing 

data between non-local node-pairs), showing that even with additional overheads, BECF-

CBBA out performs CBBA and CF-CBBA in this context.  

 

5.5.2 Network resource utilisation required to reach consensus 

 

Figure 5-5 shows the total number of bytes transmitted during task allocation by CBBA, 

CF-CBBA and BECF-CBBA. Two network configurations have been chosen, as outlined 

in Section 5.4; an 18 node unclustered network and a 6 cluster 3 node per cluster 

configuration. The latter configuration has been chosen as a result of observations made 

in Sub-section 5.3.1.3, where the optimality on configurations with 3 cluster heads was 

highlighted as being far below than of 6 cluster networks.  
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Figure 5-5 Number of bytes required to achieve consensus, under CBBA, CF-CBBA 

and BECF-CBBA 

 

CBBA and CF-CBBA perform as they did in Sub-section 5.3.1.2, with CF-CBBA sending 

much less data than CBBA for the same number of tasks throughout all problem domain 

sizes. This demonstrates the effects of differing network configurations on the DTA 

process, but nodes not demonstrate the effects of broadcast and multicast communication 

on the amount of data sent.  

BECF-CBBA, in both clustered and unclustered networks, significantly reduces the 

amount of data sent by removing redundant communication. In unicast networks, CBBA 

must repeatedly contact nodes and send the same information to each node, to allow the 

network to cooperate and move towards a convergent state. BECF-CBBA allows a single 

transmission to be sent to all target nodes (multicast) or to the entire network (broadcast) 

with that information, removing the need to send the same information repeatedly in a 

serial manner.  

Unclustered BECF-CBBA requires only 912 bytes be sent for a 1 task allocation problem, 

with a maximum of 1.6 kilobytes for 50 task problems. Clustered BECF-CBBA, in a 6 

cluster configuration with 3 nodes per cluster, requires 432 bytes to converge on a 
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solution. A maximum value of 1.2 kilobytes is observed for 50 tasks, with a flat trend 

from 18 tasks. This flat trend is caused by the distribution of tasks among nodes reducing 

the size of bundles rapidly. The smaller problem domains passed down to the cluster level 

result in a rapid decrease in the size of the bundles transmitted by each node during the 

cluster allocation phase of BECF-CBBA and CBBA. This results in smaller packets, the 

required number of which is decreased to a minimum by the use of broadcast 

communication 

 

5.6 Discussion 

 

The characteristics of CF-CBBA and BECF-CBBA will be discussed relative to the 

hypotheses that led to their proposal and preliminary analysis undertaken in Sections 4.3 

and 4.4. The effectiveness of these algorithms will be analysed in terms of their ability to 

deliver optimal solutions to task allocation problems with a minimum of communication 

events.  

 

5.6.1 Analysis of CF-CBBA 

 

5.6.1.1 Number of Communication Events 

 

Figure 5-6 provides a comparison of CBBA with the two cluster configurations of CF-

CBBA, showing the percentage of CBBA events required to achieve consensus under 

each configuration, when compared against CBBA networks comprised of 18 nodes. This 

allows the identification of the relative number of communication events required to drive 

the network to consensus. By identifying this attribute of each CF-CBBA cluster 

formation, the effects of clustering on the network when performing DTA can be 

observed and analysed.  
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Figure 5-6 Chart comparing the difference in communication events between CBBA 

and CF-CBBA 

 

In all cases, CF-CBBA requires significantly less communication events to achieve 

consensus than CBBA. There are, however, notable findings when comparing the trends 

of the two CF-CBBA configurations. 

Both configurations show seemingly anomalous decreases in communication events at 

25 and 40 tasks. It has been observed previously that the number of rounds required by 

CBBA varies with the number of nodes and tasks. In this case, fewer rounds are required 

as allocation is able to be completed within a very small number of rounds, due to the 

ease of division of the problem domain between all members of the network.  

The division of tasks between nodes can also lead to tie-breaker situations, wherein two 

or more nodes place similar bid values on a task. This can be observed for networks of 3 

clusters comprised of 6 nodes at 15 tasks, and for networks of 6 clusters of 3 nodes at 20 

tasks.  

These anomalies are driven by contention and the need for additional rounds in which the 

tie is broken by comparing the value of existing tasks in the competing node bundles to 
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determine the highest potential score achievable by the allocation of the task to one of 

those nodes. This leads to additional communication to facilitate this sorting process, as 

seen in Figure 5-7. 

Figure 5-7 compares the two configurations of CF-CBBA more closely, focusing on the 

difference between the communication events required by each network.  

 

Figure 5-7 Chart showing the number of communication events required by CF-CBBA 

using 6 clusters of 3 nodes compared against a 3 clusters of 6 nodes network 

 

The effects of cluster configuration on the number of CBBA rounds required to converge 

is seen here for 15 tasks. The difference is pronounced here, with 6 cluster CF-CBBA 

requiring 75% of the communication events required by CF-CBBA 3. The largest 

difference is seen in the allocation of a single task, with 6 cluster CF-CBBA requiring 

only 69% of the communication needed by 3 cluster CF-CBBA.  

Due to the higher number of cluster-heads in the 6 clusters of 3 nodes configuration, the 

initial communication requirement of that configuration is generally higher than that of 

the 3 clusters of 6 nodes network. This is driven primarily by the need to process the 

entire task list at the cluster-head stage; the 6 clusters of 3 nodes network will break the 

problem down into smaller lists for the cluster allocation process, but must first process 

the entire problem among 6 cluster heads. However, this cluster head level complexity 
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does not appear to propagate to the cluster level allocation, as shown by the lower 

communication event counts shown above.  

The trend observed in Figure 5-7 shows that 6 clusters of 3 nodes networks require less 

communication than 3 clusters. Although communication is more complex at the cluster-

head level for 6 clusters, the smaller problems on each cluster when performing inner-

loop allocation, and the smaller cluster sizes, reduce cluster level communication 

significantly. As the number of nodes is more significant than the number of tasks when 

determining the potential communication requirements of CBBA, this has a pronounced 

effect, especially when considering allocations in which many rounds may be required.  

The observed difference in communication events between CF-CBBA on networks 

comprising 6 clusters of 3 nodes and 3 clusters of 6 nodes is generally not large, due to 

the need for both networks to compute a solution at both the cluster-head and member 

level. The higher cost of communication at the cluster-head level for 6 clusters of 3 nodes 

networks is comparable to the more complex cluster level communication of 3 clusters of 

6 nodes networks, leading to generally similar communication requirements in large 

problem domains. It is only when the number of rounds is positively affected by the 

combination of nodes and tasks that gains of over 15% are observed in CF-CBBA 

network with 6 clusters of 3 nodes. Four such cases can be observed in problem domains 

comprised of 5, 10, 15, and 45 tasks. 

 

5.6.1.2 Number of Bytes Transmitted 

 

Figure 5-8 compares the number of bytes transmitted by CF-CBBA in a 6 cluster, 3 node 

configuration and a 3 cluster, 6 node configuration. This graph allows for a close 

inspection of the respective data requirements of both algorithms under unicast 

communication, allowing for a more in-depth analysis of the different network 

configurations than the results shown in Sub-section 5.3.1.2 provide. 
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Figure 5-8 Graph showing the number of bytes transmitted while performing CF-CBBA 

on network of 3 cluster of 6 nodes and 6 clusters of 3 nodes 

 

The difference between 6 clusters of 3 nodes and 3 clusters of 6 can be clearly identified 

at 5 tasks. 6 clusters of 3 nodes require less than 10 kilobytes of data to converge for this 

number of tasks, compared to the 13,512 bytes required by 3 clusters of 6 nodes. This is 

driven by the involvement of clusters, at this stage. In the 6 cluster network, not all nodes 

will be involved in the cluster level allocation stage, due to there being only 5 tasks to go 

around. However, the 3 cluster network is likely to involve all clusters, as there will be a 

high likelihood of each cluster qualifying for at least one task to be passed to the cluster 

level.  

This trend of 6 cluster networks requiring less data drops off at 18 tasks, the point at 

which all clusters in the 6 clusters of 3 node networks begin to receive tasks t process at 

the lower level. It is at this point the more complex communication requirements of the 

cluster head allocation phase become apparent for such networks.  

CF-CBBA performed on 3 clusters of 6 nodes begins to require less data to converge to 

a solution after 25 tasks. At this stage the simpler cluster-head allocation phase starts to 

become apparent, as problems are sub-divided with a minimum of communication events 

due to the low number of nodes involved. At 50 tasks, 3 clusters of 6 node networks 

require only 56 kilobytes compared to the 77.3 kilobytes required by networks comprised 

of 6 clusters of 3 nodes.  
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5.6.1.3 Optimality of the Assignment 

 

Figure 5-9 visualises the optimality of task assignment under CBBA, and two 

configurations of CF-CBBA. CBBA follows a general trend of delivering solutions of 

approximately 98% optimality, accounting for the cost of travel to each task and the 

effects of DMG on score as bundles become large on individual nodes.  

CF-CBBA, in a network made of 6 clusters of 3 nodes, maintains an approximately 98% 

assignment optimality until 30 tasks. A low of 91.28% is reached at 50 tasks, after a steady 

decline in optimality from 98.3% at 30 tasks. An anomalous result is seen at 45 tasks, 

with the optimality of assignment rising to 96%. This is due to the distribution of tasks 

among nodes having more often than not resulted in as even a distribution as possible, 

minimising the effects of DMG on the assignment while maximising the local optimality 

of each task assignment.  

CF-CBBA, in a network made of 6 clusters of 3 nodes, rapidly declines in optimality after 

15 tasks. A drop from 98.3% to 62.9% is observed between 15 and 50 tasks. This drop is 

caused by the over-allocation of tasks to individual nodes at the cluster-head level. In 

Section 3.2, the optimality of assignment was shown to be directly linked with the number 

of nodes involved, leading to a conflict between optimality and cost of communication. 

This is visible here, as the 3 node cluster-head allocation can result in one node being 

allocated significantly more tasks than the other two due to an advantageous position from 

the point of view of bidding. The resulting allocation is then passed down to the cluster 

level, where it may again result in over-allocation to specific nodes.  
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Figure 5-9 Chart comparing the optimality of solutions derived using CBBA, 3 cluster 

and 6 cluster CF-CBBA 

 

 

5.6.1.4 Section Summary 

 

CF-CBBA has been compared with CBBA and analysed to determine its characteristics 

in terms of required communication events, and assignment optimality. 

CF-CBBA has been found to require less communication to achieve consensus. This is 

due to the reduction of the number of nodes involved in each stage of allocation. Despite 

the need to run CBBA twice, once in an outer loop for cluster-head allocation and again 

in an inner loop for cluster member allocation.  

The grouping of nodes into clusters was shown to have an effect on the number of events 

with a larger number of cluster-heads reducing the total number of events. This has been 

analysed and found to stem from the increased communication complexity in networks 

with a larger number of nodes, as routing between cluster-heads is vital to ensure reliable 

communication of bundles.  

Similarly, the division of the network into clusters was shown to have an impact on the 

data transmission required to achieve a state of consensus. Two key contributors to the 
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reduction of transmitted data have been identified; the complexity of communication at 

the cluster head and cluster level of allocation, and the size of the problem domain at the 

cluster level. During the allocation process, the bundles sent by nodes will decrease in 

size due to nodes not communicating tasks that they do not update (only tasks that they 

can win bids for are updated at each pass). This will cause a progressive drop off in bundle 

size as the network approaches consensus.  

The complexity of communication can be expressed as a number of communication 

events required to achieve consensus. In networks comprised of a small number of nodes, 

communication is less complex, even for large numbers of tasks (assuming task lists 

remain short enough to stay within network interface MTU values). In CF-CBBA, this 

applies prominently to the cluster head level of allocation, where nodes must deal with 

the undivided problem domain. A larger number of clusters heads always causes a rise in 

the number of communication events, and thus bytes sent during consensus formation.  

However, the number of cluster heads may cause small problem domains to be allocated 

to some clusters but not others, due to the respective fitness of one cluster over its peers. 

The result of this is a reduction in the data transmitted and communication events, as 

clusters without tasks do not participate in CF-CBBA. This can also be seen as a negative, 

however, as a network with clusters that are not servicing tasks can be seen as one that is 

over-resourced for the problem at hand. This, however, is considered to be a problem out 

of the scope of this research and an outcome of mission planning, not CF-CBBA.  

Clustering of the network also has an effect on the optimality of task allocation. The 

number of nodes involved in task allocation has been shown to affect the optimality of 

assignment. A higher number of nodes allows for the optimal allocation of a higher 

number of tasks. This correlates with the number of cluster-heads in the initial phase of 

CF-CBBA. Sub-optimal task allocation in the outer loop results in sub-optimal allocation 

in the over-subscribed clusters. This can lead to a trade-off between optimality of task 

assignments and communication events in networks sub-divided into few clusters for 

large problems. This opens up options to administrators, allowing them to determine a 

minimum acceptable standard of optimality and configuring the network in such a way 

as to allow reduction of communication events within the confines of the optimality 

requirement that has been set.  
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CF-CBBA has been found to reduce communication cost and complexity, but the number 

of cluster heads must be chosen by the operator or generated automatically by the network 

itself, with reference to the size of the problem domain to prevent adverse effects on 

assignment optimality. By analysing the number of tasks likely to be processed in a task 

allocation procedure it may be possible to identify the appropriate manner in which to 

divide the network, but this is considered to be outside the scope of this research.  

 

5.6.2 Analysis of BECF-CBBA 

 

5.6.2.1 Number of Communication Events 

 

Figure 5-10 shows the percentage of CBBA communication required to reach consensus 

under CF-CBBA, unclustered BECF-CBBA and clustered BECF-CBBA. All three 

approaches require significantly less communication than CBBA. CBBA is shown for 

reference. 

CF-CBBA, in small networks such as the 18 node network analysed here, retains the gains 

shown in section 5.4.1, but to a lesser degree. Between 18% and 22% of the 

communication events required by CBBA is used, due to the division of the network into 

6 clusters of 3 nodes.  
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Figure 5-10 Chart comparing the difference in communication events between CBBA 

and CF-CBBA & BECF-CBBA 

 

Clustered BECF-CBBA, due to its ability to multicast messages, significantly reduces the 

number of communication events required. Clustered BECF, in the same 6 cluster 3 node 

configuration as CF-CBBA, consistently provides the lowest number of communication 

events. Unclustered BECF-CBBA follows a similar trend, though the higher number of 

concurrent participants in communication drives up the communication event count 

relative to that recorded for clustered BECF-CBBA. Both approaches require less than 

10% of the communication events required for CBBA. In the case of clustered BECF-

CBBA, this value is consistently below 7% of the events required by CBBA.  

Figure 5-11 compares BECF-CBBA communication events to those of CF-CBBA. 

Unclustered BECF-CBBA in the 18 node network requires between 6% and 9% of the 

communication needed for CBBA to arrive at a solution. As previously noted, the 

majority of these gains are driven by the reduction of redundant communication. By 

broadcasting instead of addressing nodes sequentially, the total number of 

communication events is significantly reduced.  
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Figure 5-11 Chart showing the difference in communication events required between 

CF-CBBA and Clustered BECF-CBBA, and CBBA and Unclustered BECF-CBBA 

 

Clustered BECF-CBBA has been compared with CF-CBBA to provide a foundation for 

analysing the effects of broadcast and multicast communication on clustered networks 

performing DTA. The difference between BECF-CBBA and CF-CBBA in a 6 cluster, 3 

node per cluster configuration is less pronounced than that seen when comparing BECF-

CBBA and CBBA in 18 node network, but is still significant. BECF-CBBA requires a 

maximum of 31% of the communication events needed by CF-CBBA, again displaying 

the effectiveness of cutting out redundant communication by exchanging bundles in a 

multicast manner. BECF-CBBA uses 28% of the communication required by CF-CBBA 

for 5 tasks problems, and 31% for 50 task problems.  

In larger networks, these gains will increase, as both the outer and inner loops of BECF-

CBBA task allocation benefit from the reduction of redundancy by utilising the multicast 

capabilities of wireless communication.  
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5.6.2.2 Number of Bytes Transmitted 

 

Figure 5-12 shows a series of comparisons, showing the proportion of data sent by an 

algorithm when compared to its more data intensive counterpart.  

 

Figure 5-12 Graph showing the proportion of data sent by an algorithm, compared 

against its equivalent 

 

CF-CBBA in a 6 clusters of 3 nodes configuration is compared with CBBA as a baseline 

for the effects of clustering on communication complexity and use of network resources 

under unicast communication. CF-CBBA in the same configuration is compared against 

BECF-CBBA, also in the same configuration, to show the effects of broadcast 

communication on clustered task allocation. This is followed by a comparison of 

unclustered BECF-CBBA and CBBA, to demonstrate the effects of broadcast 

communication in networks without clustering.  

CBBA requires much more data to be sent to achieve consensus than CF-CBBA in either 

of the previously discussed configurations. CF-CBBA requires a maximum of 5% of the 

communication needed by CBBA, demonstrating that the clustering of the network has a 

significant impact on the amount of communication required. The amount of proportional 
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data required by CF-CBBA decreases with the size of the problem domain, reaching a 

low of 3.7% of the communication required by CBBA for 50 tasks.  

BECF-CBBA in the same cluster configuration as CF-CBBA (6 clusters of 3 nodes) also 

shows a marked decrease in communication complexity and thus the volume of data 

required to achieve consensus. 9% of the communication required by CF-CBBA is 

needed by BECF-CBBA. This low number is driven by the removal of redundant 

communication from the network, BECF-CBBA, by broadcasting, does not repeat 

identical transmissions during the communication of bundles. This means that even with 

the addition of control packets to allow for the synchronisation of nodes during bundle 

sharing, BECF-CBBA requires far less network traffic to achieve consensus.  

The cost of control is proportional to the number of nodes in the network, as 

synchronisation is required every time a bundle is shared to queue the next node to share 

their bundle. So as the problem domain increases in size, the cost of control is lowered, 

proportional to the data sent when communicating bundles. This results in a rapid 

decrease in the proportional amount of data required by BECF-CBBA when compared 

with CF-CBBA, leading to a low of 2.4% of the data required by CF-CBBA for 50 tasks. 

This clearly demonstrates the benefits of reducing redundant communication, even when 

control costs are incurred as a result.  

BECF-CBBA, when compared against CBBA in an unclustered 18 node network, show 

significant gains. Both algorithms require more data to be sent than their respective 

clustered implementations, but the difference between BECF-CBBA and CBBA is 

significant. BECF-CBBA never requires more than 0.6% of the data transmission 

required by CBBA. This drops to 0.12% after 35 tasks. As the amount of redundant 

communication in CBBA is proportional to the number of nodes involved in the task 

allocation process, the removal of communication redundancy has a significant impact, 

reducing the required communication events and amount of data sent by up to 99.78% in 

these simulations.  
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5.6.2.3 Summary 

 

BECF-CBBA has been compared with CBBA and CF-CBBA in a small network. This 

investigation has been conducted with a focus on the number of communication events 

required to achieve consensus.  

The reduction of redundancy in communication has been shown to reduce the number of 

communication events. The reduction of communication events can be seen as the 

reduction of communication complexity. By reducing the number of messages that must 

be sent to achieve consensus, the number of packets sent may also be reduced, potentially 

reducing the impact of communication on network resources such as bandwidth and 

channel utilisation.   

This is apparent in the results regarding BECF-CBBA’s data transmission requirements, 

showing an above 99% reduction in the amount of network traffic required to achieve 

consensus, eve with the addition of control packets to synchronise nodes between bundle 

share broadcasts. Clustering the network provides more gains, further reducing 

communication complexity and network resource utilisation.  

Broadcast communication dramatically decrease the number of communication events 

and the amount of data required to achieve consensus, even in unclustered networks of 

18 nodes. BECF-CBBA further reduces communication complexity, beyond the 

reduction offered by CF-CBBA, without impairing mission optimality. This extends the 

number of feasible cluster configurations available to users when considering how best 

to compromise between optimality, speed and communication complexity.  

 

5.7 Chapter Summary 

 

A series of experiments have been designed to analyse the characteristics of CF-CBBA 

and BECF-CBBA when compared with CBBA. The results of those experiments have 

been shown and discussed, finding both proposed algorithms to deliver results with far 

fewer communication events.  
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Potential issues with assignment optimality have been identified, with analysis suggesting 

that the size of the network compared against the number of tasks to be allocated plays a 

large role in the optimality of the resulting assignment. This could potentially lead to the 

future proposal of appropriate fitness functions to assist in balancing the competing 

demanding of optimality and efficiency. Such a function could also be extended to 

account for cluster size inequalities. Section 4.5 highlights the potential for cluster size 

inequality to lead to sub-optimal task allocation, a hypothesis supported by the results 

shown in Section 5.4. The drop in optimality observed for smaller numbers of cluster 

heads (relative to number of tasks) would remain true for smaller clusters over-subscribed 

with tasks due to the assumption that all clusters are of equal size.  

BECF-CBBA has been shown to spend the least time communicating. It also requires the 

lowest number of communication events. By efficiently utilising the wireless-medium, 

the network is capable of rapidly communicating task allocation problems with a 

minimum of redundancy.   
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6 SUPERMAN: A CLOSED-MANET 

SECURITY FRAMEWORK 

 

6.1 Chapter Introduction 

 

It has been identified in the previous chapters that autonomous MANETS have two 

critical requirements: a means by which nodes may perform tasks and pursue missions 

without human intervention, and a method of communicating changes in state and 

potential solutions. The reliability of these control and network services is paramount to 

the continued functioning of the MANET as an autonomous entity.  

It is therefore vital that security is applied to both network and control services in an 

autonomous MANET, to ensure that it is not only capable of operating independent of 

human controllers, but able to remain reliable in potentially hostile situations. This is 

especially important in situations that have an element of hazard.  

This chapter proposes the Security using Pre-Existing Routing protocols for Mobile Ad 

hoc Networks (SUPERMAN) framework, providing a full account of its inception, 

functionality and architecture. The need to secure network and control services is 

discussed and the SUPERMAN features relevant to these security considerations are 

detailed. 

 

6.1.1 Chapter Layout 

 

This chapter is laid out as follows: 

 Section 6.2 provides a digest of the terminology used throughout the chapter, 

much of it unique to the proposed security framework. 

 Section 6.3 outlines the research methodology used to derive the proposal that 

forms the core of this chapter from the gaps analysis and problem analysis that 

have been performed. 
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 Section 6.4 introduces the SUPERMAN framework and discusses the security 

services it provides. 

 Section 6.5 summarises the chapter. 

  

6.2 Terminology 

 

Key terms used when describing SUPERMAN include: 

 Trusted Authority (TA). 

o A static node responsible for node initialisation and provision of 

certificates; it is a prerequisite to SUPERMAN. 

 Certificate public key (CKp). 

o Generated locally and shared with other nodes to join the network. 

 Certificate private key (CKs). 

o Generated locally and kept private. 

 Public Diffie-Hellman Key Share (DKSp). 

o A public value communicated as a part of Diffie-Hellman key exchange 

between nodes. 

 Private Diffie-Hellman Key Share (DKSpriv). 

o A private value, held by all nodes in the network and never communicated. 

Used as the shared secret for Diffie-Hellman key exchange. 

 Identifier (I). 

o A unique identifier, likely to be the Internet Protocol (IP) address in an IP-

based network. 

 Encrypted Payload (EP). 

o Payload data encrypted using an encryption scheme such as AEAD. 

 Symmetric key (SK). 

o SKe(s,d) represents two nodes (source and destination) using a shared 

symmetric key for end-to-end security, derived locally via KDF from the 

Diffie-Hellman key generated by using DKSp and DKSpriv values. 



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

136 

 

o SKp(s,d) shared by two nodes (route neighbours); used to authenticate 

traffic as it moves along the network, derived locally via KDF from the 

Diffie-Hellman key generated by using DKSp and DKSpriv values. 

o Symmetric broadcast key (SKb), shared with newcomer nodes by an 

authenticating node, generated by the first node to initialise the network. 

Differentiated into two application specific keys by a network-wide KDF 

stored locally on each node. 

 Symmetric end-to-end broadcast key (SKbe). 

 Symmetric point-to-point broadcast key (Skbp). 

 

6.3 Research Methodology 

 

The proposal and design of a security framework for MANETs requires the 

deconstruction of two hypotheses posed in Sub-section 3.4.2 into clear goals for the 

research. The first hypothesis considered as a foundation for this research is: 

Enforcing rigorous access control policies on all nodes in a MANET will mitigate 

the open-medium problem. 

The open-medium problem is characterised by a vulnerability to passive attacks, such as 

those which eavesdrop on communication or record identifying information regarding 

nodes in the network. This can lead to attacks quickly identifying vectors for more active 

attacks, targeting the topology generation mechanisms (routing protocols) or control 

communication of the network to damage, delay or destroy the ability to provide key 

services.  

A closed-MANET may provide the means to prevent trivial access to the network. The 

open-medium used for wireless communication, usually radio, is a persistent problem for 

network security as it is simple for attackers to passively glean information by 

observation. By preventing outsider nodes from accessing the network or being able to 

comprehend intercepted transmissions, they may be locked out of the network, providing 

a closed environment in which only member nodes may function. 
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Closing the network effectively will require the identification of critical areas of 

investigation. These will be identified by analysing the following vulnerabilities and 

potential counter-measures to the open-medium problem, building on the problem 

analysis provided in Chapter 3 and detailing the specifics of how each point may be 

addressed: 

 Authentication of nodes must be analysed to identify ways of identifying 

legitimate nodes in the field. 

 Access control must be investigated to determine low-cost mechanisms to prevent 

trivial access to network services such as routing and secure communication. 

 Methods of providing confidentiality services in the network must be identified 

to prevent observation of identifying information and control communication by 

potentially malicious nodes. 

These areas of investigation represent sub-goals when attempting to propose and design 

a closed-network MANET framework that will allow for further research into the network 

costs associated with such an approach to MANET security. Similarly, the concept of cost 

must be defined, but this is within the scope of the analysis of simulation results and will 

be more clearly defined in Chapter 7.  

In addition to closing the network through the application of authentication and access 

control services, the data transmitted during communication must be protected. The 

following testing hypothesis outlines a method of reducing the cost of access control and 

authentication:  

Allowing authenticated nodes to service authentication requests on behalf of their 

peers (if they share a route), will reduce the effective length of the route between 

the requesting node and the target node. 

It is vital that confidentiality, integrity and authenticity are maintained. The trusted 

intermediary must communicate the shared credentials securely, to prevent identity 

attacker or man-in-the-middle subversion of the process. The research required to propose 

such approaches can be broken down into the following sub-goals: 

 Encryption techniques must be analysed to identify approaches to confidentiality 

that are appropriate for resource constrained wireless networks. 
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 Methods of providing integrity to data sent across the network must be identified, 

to allow the network to identify messages from legitimate nodes and deny the 

opportunity for malicious nodes to impersonate legitimate nodes using easily 

obtained identifying information. 

 The application of confidentiality between end-points and on intermediate nodes 

along routes must be analysed to determine appropriate methods of providing 

security of both the data and the route it is transmitted over. 

 Key generation and management approaches must be analysed to determine their 

suitability for use in resource constrained networks. 

These goals represent the steps that must be taken to produce a proposed security 

approach that allows the hypotheses discussed previously to be tested. The last goal 

discussed above relates to both data security and closed-networks, requiring management 

of both the closure of the network and the management of security keys during the lifetime 

of the network.   

The proposal of SUPERMAN is broken down into two sections, each directly related to 

the previously discussed hypotheses and research objectives: 

 Closed-MANETs. 

o Access control services will be proposed to prevent trivial access to the 

network. 

o Authentication measures will be proposed to allow autonomous MANETs 

to allow nodes to join and leave the network securely, without human 

intervention or oversight. 

 Data Security. 

o Routing security will be discussed and solutions to the problem of 

ensuring secure routing of information in autonomous MANETs 

proposed, relating to data security. 

o Communication security will be detailed, breaking it down in terms of data 

security. Methods to provide confidentiality and integrity to vital, non-

network services will be proposed. 
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Data security will consider routing and control services. Both of these services require 

communication to perform their respective duties in the network, providing a topology 

and maintaining it or allowing for the optimal distribution of tasks throughout the 

network. Regardless of their primary function, services under these two categories require 

confidentiality and integrity services.  

The proposal of appropriate methods of implementing these security services will be 

broken down into two sub-section: confidentiality and integrity. By identifying the 

requirements and means of providing these services, it will be possible to map them to 

one another and the previously discussed access and authentication services required to 

close the MANET.  

 

6.4 SUPERMAN 

 

Security Using Pre-Existing Routing protocols for MANETs (SUPERMAN) is a closed-

MANET approach to security in mobile autonomous networks. The core purpose of the 

framework is to prevent trivial observation of network data and deny entry to 

unauthenticated nodes, while providing flexible and cost-effective security.  

The highly changeable nature of MANETs can lead to complications in centrally 

administrated security, so a distributed approach is proposed, involving all nodes in the 

network in the administration and maintenance of security. This avoids complications that 

might arise from the loss of central controller nodes. Temporary or permanent loss of 

security administration would prevent the network from authenticating new nodes, 

undermining a main feature of the proposed framework.  

 

6.4.1 Fundamental Concepts 

 

To identify nodes as legitimate, security information is required. The identity of a node 

is includes its network address, security credentials and functionality. SUPERMAN is 

only required to consider identity-related information such as the address and security 
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credentials of a node for authentication purposes, making these two attributes the main 

focus when determining legitimacy of a node.  

Security information can take a variety of forms. Private information, such as a common 

private key, is required to identify a node as a part of a network. Exchanging this vital 

information is a fundamental requirement of authentication. Nodes require information 

tying them to a common secret held by the network (and thus all nodes that are a part of 

it), and local secret information that allows security to be established end-to-end between 

specific nodes.  

To provide a closed-network environment in the MANET paradigm, nodes must be 

secured individually, as there is no way to control the propagation of transmissions or 

direct attackers through specific security nodes in the same way as wireline networks can. 

This can be termed node-by-node security, where security is applied at the node level and 

due to the collective security of all nodes in the MANET, allows the network itself to be 

deemed secure. This can be described as a virtual closed network.  

 

6.4.1.1 Virtual Closed Networks 

 

Virtual closed networks are those which are closed by the collective enforcement of 

security in a uniform manner across all member nodes, instead of relying on security 

infrastructure to provide a safe space for the network. Wireline networks are capable of 

shielding internal elements of the network from outside interference by using hardware 

firewalls and similar systems. A MANET, however, is unable to guarantee the safety of 

nodes by enforcing gateways between the MANET and the outside world. The 

omnidirectional propagation of radio communication, for example, renders attempts to 

control the proliferation of communication meaningless without security measures 

applied to the communication itself.  

Figure 6-1 shows a MANET of 12 nodes, all interconnected to varying degrees with other 

nodes. The lines represent links between nodes that are within communication range of 

each other. Any node with a link to another can receive communication sent by that node, 

even if it is not intended for it.  
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For example, if node 5 transmits a message to node 3, unintended nodes 6, 7 and 8 may 

listen to it. If the message is not encrypted, they will be able to observe the full contents 

of the message every time a message is sent. Taking this a step further, if 5 needs to 

communicate with 4, and routes over 3, the initial transmission is visible to unintended 

nodes 6, 7 and 8, and the retransmission is visible to unintended nodes 1 and 2. This 

exposes all communication to five unintended recipients, of which any may be malicious 

without authentication measures to prove otherwise.  

 

 

Figure 6-1 Diagram showing a MANET of 12 nodes 

 

To protect the MANET from passive observation and the attacks that may be possible 

acting on observed and derived information, the communication itself must be secured. 

The lowest unit of communication hardware in a MANET is the node, heterogeneity in 

MANETs in terms of node communication capability extends few benefits to security due 

to the aforementioned omnidirectional propagation problem.  

Figure 6-2 illustrates an abstraction of a possible approach to closing a MANET. Nodes 

1 and 2 are outside of the network, and are not members of the closed-MANET. All blue 

nodes are members of the MANET and have authenticated with the network and each 

other. They apply confidentiality services to outbound communication and perform 

integrity checks on inbound communication. This provides a means of identifying the 

source of a message and ensuring that messages are from the nodes that are claimed to 

have sent them. It also prevents trivial observation of communication.  



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

142 

 

 

Figure 6-2 Diagram showing a SUPERMAN VCN of 10 nodes 

 

The dashed line encompassing the closed MANET is an abstraction. It shows that any 

nodes wishing to communicate with nodes inside the box must participate in, and pass, 

authentication checks which allow access control policies to be enforced. If node 2 

attempted to communicate with node 3, node 3 would reply with a challenge to provide 

valid credentials. Failure to provide these credentials results in node 2 remaining outside 

of the closed network. 

 
 

Figure 6-3 Diagram showing the protection of outbound messages and the closure of the 

network to unauthenticated incoming messages 
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The dashed circles around each node represent the real closed elements of the network. 

By ensuring that access control policy and security services are enforced in a global 

manner across all nodes, the individual closure of a node to outside observation and attack 

may collectively provide the abstract closure of the whole network. Figure 6-3 shows the 

enforcement of security on a node during the transmission and reception of a packet, 

identifying the critical security services represented by the dashed circles.  

Outbound messages are afforded protection by encrypting packets using keys unique to 

the nodes involved in the communication, providing authenticatable encryption 

(encryption that provides both confidentiality and authentication services). The 

SUPERMAN access control policy dictates whether a target node is legitimate or not. 

Nodes identified as legitimate may be communicated with following the security policies 

in place. All unknown nodes are challenged to prove their legitimacy prior to further 

communication. Should the node be a legitimate member of the network, the encrypted 

packet is digitally signed prior to transmission to allow the packet’s integrity to be 

checked by the next node in the route, and to allow the identity of each subsequent node 

to be determined by those that receive the relayed packet as a precaution against 

masquerade attacks. 

Inbound packets are integrity checked at layer two to determine if the packet has been 

corrupted during transit. The identity of the last node to relay the packet may also be 

checked for validity by encrypting the digest of the packet payload (hash) with the SKp 

of the relaying node. Assuming the packet passes these checks, authenticated decryption 

may be performed to reveal the contents of the packet and provide identity checks against 

the source node. This is vital to ensure that the originator of the message is a valid member 

of the network, and that end-to-end authentication policy is enforced. Once decrypted and 

found to be from a legitimate node, the data may then be passed up the stack for further 

processing. 

The result of this framework may be referred to as a virtual closed network as the closure 

of the network is an abstract outcome of the real closure of all constituent nodes. 

 



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

144 

 

6.4.1.2 Security Services and Modes of Operation 

 

SUPERMAN has two main phases of operation: an initialisation phase which occurs at a 

base station, and a deployed phase. The second phase assumes zero communication with 

a base due to a combination of feasibility (range, obstruction of the communication 

medium by terrain) and security (long range communication to base gives sophisticated 

attackers the opportunity to identify and locate bases of operation).  

Data security is vital to prevent the snooping of network information. As packets may 

always be captured by passive observers when using wireless communication, the 

obfuscation of packet contents is a critical consideration. Confidentiality services prevent 

attackers from easily reading packets by encrypting the contents, so that only nodes with 

the correct cryptographic key can read them. Attacks on cryptographic keys are non-

trivial, requiring significant computational power and a large sample from which to derive 

key information.  

 

6.4.2 SUPERMAN Framework Overview 

 

SUPERMAN is comprised of the following elements: 

 Architecture. 

o Defining the position of SUPERMAN in the network stack, using the OSI 

model as a template.  

 Certificate format. 

o Describing the information required in a certificate and the security 

applied to prevent the misuse of security credentials. 

 Packet types. 

o The bespoke packet types required by SUPERMAN are detailed, with 

reference to the processes that they are used by. 

 Security table. 

o The format of the security table used by every SUPERMAN node will be 

defined, with discussion of the information stored in it. 
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6.4.2.1 Architecture 

 

SUPERMAN operates at the network layer of the OSI model, interacting with all 

outbound and inbound IP packets on each node. This framework is not intended to interact 

with the functioning of network services such as routing, instead focusing on the security 

of the data being sent and received by such services. As a result, SUPERMAN plays no 

role in the definition or maintenance of the topology of the network, but does provide 

security to those services.  

Figure 6-4 shows the services offered by SUPERMAN and their relationship with other 

network services. SUPERMAN has no direct interaction with the stack outside of the 

network layer.  

 
 

Figure 6-4 Diagram to illustrate the additional SUPERMAN encryption and 

authentication services (indicated by dashed outlines) 
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The payload type for each incoming IP packet is checked at the network layer. All 

incoming packets not containing SUPERMAN payloads are dropped. The security of the 

packet, including authenticated integrity and confidentiality, is then checked. The routing 

protocol used to construct and maintain the network topology determines whether packets 

are advanced further up the stack or relayed to the next node in a route. This occurs both 

end-to-end and point-to-point at each node in a route until the destination is reached.  

Outbound packets are not subject to this process, passing through end-to-end encryption 

and point-to-point digital signing regardless of the length of the route between source and 

destination. All that matters is that the appropriate end-to-end cryptographic key is used, 

and a signature that can be authenticated by the next node on the route is appended.  

A security table is required to facilitate the security process. The security table contains 

the node identity (I) for a given node, DKSp, SK(s,d) and SKp(s,d). This data provides 

the credentials required to authenticate messages from nodes with an entry in the table. 

The length of a route is not required for incoming or outgoing packets, only the identity 

of the source and destination nodes (for end-to-end communication) and the source and 

next intermediate node (for point-to-point communication). Furthermore, the routing 

protocol used is irrelevant to the functioning of SUPERMAN. If the target node(s) have 

entries in the security table, SUPERMAN applies the appropriate encryption and 

signature for outgoing packets, and integrity checking and decryption for incoming 

packets.  

If either node does not have a valid security table entry, then the authentication and access 

control processes are initiated to allow the sending or receiving node to associate with the 

unknown node(s).  

Outgoing packets, once they have been encrypted and signed, are sent to the data-link 

layer for encapsulation in an appropriate packet, such as an 802.11 packet. Incoming 

packets are passed up the stack via the transport layer after integrity checks return valid 

neighbouring node identity and the packet successfully decrypts using the key formed 

between the destination and source node. Any packets failing to meet the above criteria 

are dropped. SUPERMAN does not incorporate trust or reputation systems, though it is 

able to provide data regarding failure to pass security checks, should such a system be 

desired.  
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6.4.2.2 Certificate Format 

 

Certificates provide a means of encapsulating identifying data and security credentials for 

exchange with other nodes. By presenting node-identities as certificates, the required 

variables may be presented in a single array of values.  

Certificate-based representation of node identities for the purpose of authentication also 

allows certificates to be signed by a Trusted Authority (TA), which can assign certificates 

prior to a mission and is not required to be involved in certificate exchange in the field. 

By digitally signing certificates, integrity is applied, allowing nodes to check if the 

certificates they receive are legitimate and have been authorised by the TA. By 

associating node identities with a TA, node legitimacy can be ascertained through 

authentication of the node and its relationship with the TA through holding a valid 

certificate.  

 

6.4.2.3 Packet Types 

 

Every SUPERMAN packet uses a common header, shown in Figure 6-5. The 

SUPERMAN Header (SH) is divided into three variables: packet type, a timestamp (or 

other appropriate unique number such as a sequence number), and the length of the 

payload to follow. SUPERMAN Headers are 5 bytes in length. 

  

Octets 0 1 2 3 4 

 

0 

 

Type 

 

 

Timestamp 

 

Protocol Identifier 

 

Figure 6-5 SUPERMAN Packet Header (SH) 

 

Time stamping provides the quality of uniqueness to transmitted packets. It is this 

uniqueness that can be used to determine if a packet has been replayed, mitigating the 

effectiveness of replay attacks. By using the current time, or another unique local variable, 
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to timestamp outbound packets, a node is able to identify recurring values. Recurrence 

may indicate that a packet has been replayed, allowing the node to discard it after a match 

is found with recently received packets. By discarding such packets as soon as possible, 

the impact of replay attacks may be reduced.  

The protocol identifier defines the type of incoming packet after the SUPERMAN Header 

and before any footer appended by the SUPERMAN framework. This allows for the 

identification of the transport layer protocol expected (such as TCP or UDP) when the 

packet is escalated out of the network layer.  

Payloads will be encrypted, and so must be subject to decryption processes before being 

escalated to higher levels of the network stack. Footers contain integrity assurance 

information, which must be checked against a digest of the packet. As the length of a 

SUPERMAN packet is equal to the payload (dynamic length) plus the header and footer, 

the length of a packet can be calculated locally, without the need for a length value in the 

header.  

Table 6-1 SUPERMAN Packet Sizes 

 

ID Type ID Packet Type Size 

(Bytes) 

01 DReq Discovery Request SH+DKSp 

02 CReq Certificate Request SH+DKSp 

03 CEx Certificate Exchange SH+CKp+Sa 

04 CExB Certificate Exchange with 

Broadcast Key 

SH+CKp+SKb

+Sa 

05 DKSpReq DKSp Request SH+S 

06 DKSpRes DKSp Response SH+DKSp+S 

07 SKI SK Invalidation SH+I+S 

08 BEx Broadcast Key Exchange SH+SKb+S 

09 DP Data Packet SH+EP+S 

 

The type of packet determines the processes that the packet will be subject to upon being 

received by the destination node(s). Table 6-1 shows the types of packets, their short form 

designations and the formulas for deriving their size in bytes.  

Discovery Requests (DReq) and Certificate Requests (CReq) are very simple packets, 

comprised of a SUPERMAN Header with the appropriate type identified and a payload 

containing the node’s Diffie-Hellman public Key Share (DKSp). These packets are not 
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encrypted, nor are they digitally signed, and are repeatedly broadcast by nodes that have 

not joined a network every few seconds in an attempt to establish contact with nodes that 

may grant them network access.  

DReqs are simple requests for communication, which are required only to have a unique 

timestamp value to mitigate the effects of abuse through replay attacks. These packets 

also facilitate immediate symmetric key generation, allowing all further communication 

between those nodes to be encrypted, including all certificate exchange functions. This 

allows the process of joining the network to be undertaken confidentially. DReq packets 

also facilitate network merge, with nodes periodically broadcasting DReq packets after 

joining a network, at a much reduced poll rate defined by the network administrator.  

Certificate Exchange (CEx) packets are used to exchange identity and security 

information between nodes. This information is used as part of the authentication and 

access control process.  

Figure 6-6 shows a SUPERMAN CEx packet. It has a SUPERMAN Header, a Certificate 

(CKp) and a footer (Sa). The certificate is given to a node by the Trusted Authority upon 

initialisation, providing it with a means of identifying itself as a legitimate node to others 

that were initialised by that TA. The packet is digitally signed to allow the integrity of the 

packet to be checked, and to allow authentication of the packet against the TA which the 

source node claims to have been initialised by.  

Octets 0 1 2 3 4 

 

0 

 

SH 

 

 

5 

 

CKp 

 

 

437 

  

            Footer 

 

 

560 

  

 

 

 

Figure 6-6 Example of a SUPERMAN Certificate Exchange Packet 
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Certificate Exchange with Broadcast Key (CExB) packets are sent in response to valid 

CEx packets. These contain the network broadcast key (SKb) for broadcast 

communication with other legitimate nodes, as well as the certificate held by the sending 

node. After certificates have been exchanged both ways, the querying node is considered 

to be a legitimate member of the network, and is no longer required to share its certificate.  

Nodes that are already members of the network use DKSp Request (DKSpReq) and 

Response (DKspRep) packets to form associations between nodes. These are lightweight 

when compared with CEx and CExB packets, as they do not contain the certificate. The 

node has been authenticated and allowed access to the network under these conditions, 

granting it a network broadcast key share (SKb) from which end-to-end and point-to-

point broadcast keys may be derived through the use of a Key Derivation Function (KDF). 

Security Key Invalidation (SKI) packets are used to inform other nodes of the departure 

of a node, or in the case of implementations making use of trust or reputation systems, 

the demotion of a node to a de-authenticated state. The identity of the node is placed into 

the payload, and the packet is encrypted and initially signed using the source node’s 

security keys.  

Broadcast Key Exchange (BEx) packets are used to exchange broadcast keys where 

network merges are required. They may also be used to propagate any key change 

throughout the network, secured using the key to be discarded upon implementing the 

key in the packet payload.  

Data (DP) packets are simple message packets. They allow non-SUPERMAN messages 

and data to be secured, providing the security services of the framework to all other 

communication on the network. Their payloads are dictated by the content required by 

the service that needs to communicate. Their payloads are encrypted and all packets are 

initially signed by the source node. 
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Octets 0 1 2 3 4 

 

0 

 

SUPERMAN Header 

 

5 

 

1475 

 

AEAD Encrypted Payload 

 

1480 

 

1495 

 

HMAC Tag 

 

 

Figure 6-7 Example of a SUPERMAN Packet using AEAD and HMAC 

 

SUPERMAN packets, except for DReq, CReq and CEx/CExB, use the common 

SUPERMAN packet format shown in Figure 6-7. All such packets are only able to be 

used by nodes that have joined the network and have the appropriate security associations 

and keys. Payloads may vary in size and content, but are all encrypted using 

Authenticated Encryption with Associated Data (AEAD) to provide confidentiality. 

Signatures are provided by use of Hash Message Authentication Codes (HMAC) for use 

in integrity and authentication checks.  

 

6.4.2.4 Security Table 

 

Every node in a SUPERMAN network possesses a security table. These tables represent 

their associations with other nodes in the network, and the keys that they share. An 

example of a SUPERMAN security table for a single node (a), is shown in Table 6-2.  

 

Table 6-2 SUPERMAN Security Table 

 

Node 

ID 

SKe SKp DKSp SKbe SKbp 

I(x) SKe(a,x) SKp(a,x) DKSp(x) - - 

I(y) SKe(a,y) SKp(a,y) DKSp(y) - - 

* - - - SKbe(n) Skbp(n) 
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In this table, node A has formed associations with nodes x and y. The * entry represents 

a local entry for network wide data (SKbe(n) and SKbp(n)). In this case, n represents the 

network as an entity possessing end-to-end and point-to-point security keys used for 

broadcast communication. This entry is updated if a network merge occurs, or if any other 

key changing event occurs.  

Security associations under SUPERMAN involve the exchange of certificates and DKSp 

information, which is stored in the security table to form an authenticated identity for the 

node. The exchange of certificates is performed when joining the network, but certificates 

(once validated) do not need to be stored and are not entered into the security table. DKSp 

information is stored to allow for key derivation and to allow for nodes to provide DKSp 

on behalf of other authenticated nodes during referred security association.  

For every node associated with A, a pair of security keys is formed. These are both derived 

from the DKSp values communicated during association with a node. Through the use of 

Diffie-Hellman, a pairwise symmetric key is formed between two nodes in possession of 

each other’s DKSp values. This key is derived into two keys via KDF, an end-to-end key 

(SKe) and a point-to-point key (SKp). End-to-end keys are used for cryptographic 

processes while point-to-point keys are used for the creation of HMAC tags, which form 

the footer of SUPERMAN packets.  

Broadcast packets are encrypted using keys common to the network, derived via KDF 

from the SKb generated in new networks on first authentication of another node, and 

shared with nodes after they have joined the network. These keys are differentiated into 

end-to-end (SKbe) and point-to-point (SKbp) keys used in the same way as those derived 

from the DKSp, but for broadcast and multicast communication.  

 

6.4.3 Crypto-key Structure 

 

Each SUPERMAN node possesses keys associated with other nodes in the network, 

holding two keys for each node it has associated with. Each node will possesses four types 

of network key. These are: 



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

153 

 

 SKe, one for every associated node, used for end-to-end security. 

 SKp, one for every associated node, used for point-to-point security. 

 SKbe, one for the network, used for broadcast end-to-end security. 

 SKbp, one for the network, used for point-to-point security. 

SK values are generated using Diffie-Hellman and SKe and SKp keys derived from the 

SK value, which requires that all nodes possess: 

 DKSp, a publicly communicated local value used in key generation. 

 DKSpriv, a privately held global value used in key generation.  

 Two global differentiation values, to allow the derivation of end-to-end and point-

to-point keys.  

 The global value I, which represented the number of iterations the KDF should 

perform. 

During the mutual authentication process outlined in Sub-section 6.4.3.2, DKSp values 

are exchanged, allowing the following process: 

1. Node A and node B are initialised by TA with modulus (M) and base (g) values 

that is common to all nodes. These variables form the DKSpriv value.  

2. Each node generates a local value (A generates a, B generates b), the DKSp seed 

value. 

3. Node A sends its DKSp value, A = ga mod M, to node B. 

4. Node B sends its DKSp value, B = gb mod M, to node A. 

5. Both nodes store the received DKSp values in their security tables. 

6. Both nodes locally compute a solution (SK); 

a. Node A computes SK = Ba mod M. 

b. Node B computes SK = Ab mod M. 

7. Both nodes now possess the solution SK, which is a value unique to the link 

between the two nodes that participated in the key generation process, the SKe 

and SKp keys are derived from this value using a KDF.  

Equation 6-1 demonstrates how SKe and SKp values are derived. The values e and p 

represent the values used for end-to-end and point-to-point keys, respectively.  
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𝐒𝐊𝐞 = 𝐊𝐃𝐅(𝐒𝐊, 𝐞, 𝐈) 

 

SKp = KDF(SK, p, I) 

 

(Equation 6-1) 

 

Due to the globally constant differentiation (e and p) values instead of a salt, dictionary 

attacks are possible if the differentiation values become known. As a result, nodes are not 

permitted to communicate differentiation values at any point. They are held locally and 

privately, in the same way as private keys and DKSpriv values.  

SKbe and SKbp keys are randomly generated at point of initialisation, and given to each 

node by the network TA. If a node that does not have a broadcast key is authorised to join 

a SUPERMAN network, the existing broadcast key will be shared with the new node.  

At no point does SUPERMAN allow for more than two nodes to exchange keys at a given 

time. Multi-party Diffie-Hellman is not considered within the context of this research, 

keys must be unique to the bidirectional link shared between two nodes.  

When two networks need to cooperate, a gateway (node or virtual), or mutually-shared 

broadcast key must be established. This scenario is outside the scope of the research, but 

will be considered as an item of future work to expand the capabilities of SUPERMAN 

to multi-MANET and multi-network cooperative security.  

 

6.4.4 Access Control and Authentication Processes 

 

To provide a virtual closed network, SUPERMAN must enforce an access control policy 

and authentication services. These can be considered the core of the SUPERMAN 

framework, providing the means by which node identities may be reinforced with security 

information, and how that information allows the secure communication of information 

within the virtually closed network.  

 

 



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

155 

 

6.4.4.1 Initialising the Network 

 

As discussed in Sub-section 6.4.1, SUPERMAN virtually closes the network by enforcing 

globally standardised security on every individual node in the network. Legitimate nodes 

are all initialised by a TA, which is responsible for providing a certificate and security 

policy information to the node prior to its deployment to the mission area.  

At initialisation, each node generates a certificate, signed by the TA that acts as an 

authority for that network. This allows the certificate to be bound to the identity it 

represents, with the relationship between node and certificate being authenticated and 

signed by the TA to provide proof of origin for all other nodes that may receive the 

certificate as proof of legitimacy. This, by proxy, reinforces the relationship between the 

node and the TA. As the association of the node with the TA for the network is a critical 

element of proving its legitimacy, it is vital that these measures are enforced.  

When a node has been initialised, it leaves for the mission area and is assumed to be 

potentially beyond the communications range of the TA. The formation of a network 

begins when nodes send discovery requests. The network itself is an abstract concept until 

this point, existing as the potential for secure communication between SUPERMAN 

nodes via initial certificate exchange. A node moving to the mission area will broadcast 

DReq packets in an attempt to contact other SUPERMAN nodes, until it receives a reply.  

 

6.4.4.2 Joining the Network 

 

To form the network, nodes must join it by authenticating with other nodes and therefore 

the network itself. By abiding by the security policies of the framework, nodes may share 

certificates, identify nodes from the same TA and form virtual closed networks with each 

other. This is a non-deterministic process; nodes will initialise this process upon contact.  

A node broadcasting DReq packets will continue doing so until a CReq is received as a 

challenge from a SUPERMAN node. This initiates the network joining process. This 

process is a combination of the follow: 
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 Network access. 

o Allowing the node to join the network and providing an SKb to allow the 

generation of SKbe and SKbp via KDF. The node will also associate with 

the node granting access to the network during this process, resulting in 

all relevant security table entries for both nodes. 

 Security association. 

o By authenticating with the newcomer, the authenticating node engages in 

a bidirectional exchange of DKSp values. This equips both nodes with the 

means to generate shared symmetric keys using the Diffie-Hellman key 

generation algorithm. As a result, the nodes can be said to be associated 

with one another from this point. 

Figure 6-8 shows the communication process involved in the initial authentication of a 

newcomer node.  

 

Figure 6-8 Sequence diagram to demonstrate the certificate exchange process 

 

A is a node attempting to join the network and B is the first recipient of a DReq from A, 

and thus the first node to challenge A to prove its legitimacy. This process is bidirectional, 

A will respond to a challenge with a CEx packet to provide node B with its certificate, to 

prove that it has been initialised by the appropriate trusted authority (TA).  
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0. Each node is provided with a certificate from a TA, in order for it to become 

networkable.   

1. The joining node (A) seeks to join a network by periodically broadcasting Discovery 

Request (DReq) packets containing its DKSp. This continues until it receives a 

Certificate Request (CReq) from a networkable node (B).   

2. Having received a DReq from node A, node B sends a CReq packet containing its 

DKSp to A. Both nodes perform Diffie-Hellman using the shared DKSps they now 

hold, to generate SKe and SKp keys which are used to encrypt and provide integrity 

to the rest of the access control process. 

3. Upon receiving a CReq from B: 

a. A sends its certificate in a Certificate Exchange (CEx) packet to B.  A then sends 

a CReq to B. 

b. B checks the integrity and authenticity of the CEx packet, using the shared SKp. 

c. B checks the certificate’s authenticity against the TA hierarchy of its own 

certificate.  If the certificate is deemed authentic the node address, CKp is added 

to B’s security table.  If the certificate fails this check, the DKSp, SKe and SKp 

credentials generated for node A by B are dropped and B ceases the access 

control process silently. 

4. B responds to A’s CEx with its own CExB.  A repeats steps a to d in 2. The CExB 

also provides A with an SKb, from which it may derive an SKbe and SKbp for 

broadcast communication, using the network KDF. B and A both invalidate any prior 

security associations they have with each other when receiving CEx or CExB packets 

with new information. This involves purging all previous information from their local 

security table entries for each other. 

5. If either node holds previous security information about the other node at the end of 

this process, that information in invalidated and removed from their security tables 

as discussed in stage 4. This is followed by a broadcast SKI packet, invalidating those 

credentials, propagated to all node in the secure network to allow them to discard 

such information as well. This prevents the accumulation of expired security data on 

nodes that may be isolated from the initial invalidation event.  

If B is the first node on the network, it would generate a broadcast key.  This key is 

included in the CExB packet and sent with B’s certificate and DKSp. The broadcast key 
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is encrypted with the SKe key derived from the SK for the link between A and B, which 

is itself the result of Diffie-Hellman key exchange using the private DKS held by node 

B and the public DKS it has received from node A. Node A may decrypt this portion of 

the packet once it has performed the same key generation procedure and used the KDF 

to generate an SKe and SKp to represent its secure association with B. Authenticated 

nodes may pass this on to any node requesting authentication with the network if they 

meet the above conditions. 

At the end of this process, the newcomer node has authenticated with the legitimate node 

and joined the network. Both nodes share a symmetric key for point-to-point and end-to-

end communication security. If this is the first event of its kind in the mission area, the 

network is formed at this point.  

It is possible that multiple networks will form due to the distribution of nodes throughout 

the mission area, in which case SKb resolution is required. This also requires the 

exchange of certificates to check that the responding node is a part of the same network, 

or if its network is a part of a hierarchy of affiliated networks. SUPERMAN networks can 

be set to periodically broadcast merge requests using the existing DReq packets. The node 

sending DReqs will, upon completing the network authentication procedure, broadcast 

the new broadcast key to all members of its network, invalidating the current broadcast 

key and completing the network merge.  

 

6.4.4.3 Delegated Authentication 

 

SUPERMAN is intended to reduce the amount of communication required for 

authentication of nodes while retaining a high level of security. This may be achieved by 

allowing nodes to vouch for nodes which they have found to be legitimate through direct 

authentication as described in Sub-section 6.4.3.2, or by reference, as shown in Figure 6-

9. 



6 SUPERMAN: A CLOSED-MANET SECURITY FRAMEWORK 

159 

 

 

Figure 6-9 Sequence diagram to show Security Credential propagation after Network 

authentication 

 

C1.  A needs to communicate with B and A’s adjacent to B.  A lacks B’s DKSp.   

a. A DKSpReq is sent to B by A.   

b. B responds with a DKSpRep containing its DKSp.  A adds B’s DKSp to its 

security table. 

C2.  A needs to communicate with C and requires an intermediate node B to relay 

communication. A and B do not know C, but know each other.   

a. A sends a DKSpReq to C via B.   
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b. C is not known to B.  B forwards the DKSpReq to C.   

c. C replies to B with a DKSpRep. 

d. B adds C’s DKSp to its security table the forwards it on to A. 

e. A receives B’s forwarded DKSpRep, then adds C’s security details to its 

security table. 

C3.  A needs to communicate with C and requires a route through D and B to reach C.   

A knows D but not B or C.   

a. If nodes D or B hold the DKSp for C, they may respond on C’s behalf and pass 

C’s details on to A without ever contacting C.  The dotted lines in Figure 5 

represent optional communication that will not occur if a previous node holds 

C’s security details. 

C4.  A needs to communicate with C but does not know D or B.   

a. To send messages securely, A needs to know D and C. A will send a 

DKSpReq to D.  D and A will associate with each other as per case 1.   

b. When associated with D, A will send a DKSpReq addressed to C.  D will 

relay the DKSpReq unless it has C in its security table.   

c. If D does not have C in its security table, the procedure outlined in case 

3 will be followed. 

 

The end result of any of these scenarios is the authentication of the unknown nodes with 

node A, and the formation of security associations between node A, the target node and 

in the case of an unknown neighbouring node on the route, that node. In SUPERMAN 

networks with a high number of mutually authenticated nodes, the communication 

required to obtain the security credentials of a locally unknown node may be significantly 

reduced due to the vouching process allowing for the closest knowledgeable node to 

respond on the target’s behalf.  
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6.4.5 Authentication, Confidentiality and Integrity Services 

 

Authentication, confidentiality and integrity are the three security services that provide a 

virtual closed network environment. By ensuring that only authorised nodes may decipher 

messages, confidentiality within the network, and between nodes, may be ensured. 

Checking the integrity of packets removes the threat of man-in-the-middle attacks and 

other forms of malicious network activity that may modify or corrupt the contents of 

packets.  

It is vital that communication in the network is reliable, trustworthy and obfuscated 

against meaningful observation. Reliability is provided by reducing the time spent 

processing potentially malicious packets, discarding packets that fail authentication 

checks as quickly as possible to reduce their impact on the receiving node’s ability to 

service network traffic. Trustworthiness may be provided by verifying the identity of the 

source and last relay nodes, to prove that the packet is being sent by the legitimate nodes 

it claims to have been sent by. Obfuscation against meaningful observation involves 

encrypting the packet payload so that only header information remains trivially visible. 

By ensuring that packet contents cannot be read without attacks on the cryptography used 

by the network, it is possible to deny passive attackers the ability to derive vital network 

information.  

These services are applied to all data packets in the network; control and network. Routing 

packets and DTA packets are all considered to be BP or DP packets in a SUPERMAN 

network, extending the security services of a virtual closed network to those services. As 

a result, routing may be deemed secure by virtue of routing packets being encrypted to 

provide confidentiality and the propagation of route requests (in the case of reactive 

routing protocols) being afforded authentication and integrity at each hop along a 

potential route.  

In the same way, DTA communication is afforded confidentiality and integrity for all 

nodes which pass authentication. Those who do not may not participate in the network 

and are not considered to be members of the network for the purposes of SUPERMAN or 

any DTA processes.  
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6.4.5.1 End-to-end Confidentiality, Integrity and Authentication 

 

Figure 6-10 shows an instance of communication between two legitimate nodes, A and 

B. The node C is a malicious node, seeking to launch a man-in-the-middle attack against 

the two nodes.  

 

Figure 6-10 Diagram showing the modification of a packet by a man-in-the-middle attack 

 

The purpose of this attack is to change the contents of packets sent by A to B and vice 

versa. Without confidentiality, integrity or authentication measures, it is a matter of 

receiving the packet before B and retransmitting the modified packet to pre-empt any 

communication between A and B with that of C.  

Authenticated Encryption with Associated Data (AEAD) is used to provide end-to-end 

confidentiality and encryption services in the network. The purpose of this service is to 

provide source authentication and confidentiality in an end-to-end manner. As such the 

encrypted payload of a packet is not modified in any way during transit.  

The SKe shared by the source and destination nodes is used to encrypt the payload of a 

SUPERMAN packet. This ensures that not only is the packet provided confidentiality 

against outsiders, but it is also indecipherable to nodes in the network. This provides 

secure communication within the SUPERMAN MANET. By allowing nodes to 

communicate privately in this manner, key reuse is minimised and nodes may be 

identified by the use of a specific key. If a key is used that a destination node may 

decipher, logically the packet must have been encrypted by the only other holder of that 

key. In this manner, it is possible to authenticate the source node by logical deduction, as 

the key itself provides a means of identifying a source node.  
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The same services are extended to broadcast communication in a one to many manner, 

by using the SKbe and SKbp keys held by each node to provide confidentiality, integrity 

and authentication to such transmissions. 

Figure 6-11 visualises the outcome of applying confidentiality. The only role C can play 

in the communication between A and B is to discard the packet or forward it. Modification 

of the contents will result in B dropping the packet as it will not pass authentication unless 

A’s SKe is used to encrypt the modified contents. C dropping incoming packets will only 

impact network performance if A is out of range of B, highlighting the need for point-to-

point integrity checking to ensure that the route is legitimate.  

 

Figure 6-11 Diagram showing the effect of confidentiality and authentication on the 

man-in-the-middle attack 

 

It should be noted that as SUPERMAN closes the network against outside observation, 

node C would not be able to participate in routing a message to B, as it does not have 

access to route information. This is because it would not have been allowed to participate 

in route generation, and cannot decipher such information easily or in a timely manner. 

This prevents abuse of the routing mechanism and stops malicious nodes from forwarding 

packets in an apparently legitimate manner to attempt to derive network information or 

inject modified data into the network. 

 

6.4.5.2 Point-to-point Integrity and Authentication 

 

End-to-end security only provides security services at source and destination, providing 

no information on if it has been relayed by intermediate nodes. It is possible that a packet 
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may be routed inefficiently if malicious nodes are able to replay valid packets to nodes 

that have not yet received them, causing problems with potential data collision and 

multiple instances of the same packet circulating in an attempt to reach destination.  

Closing the network against outside access prevents malicious nodes from participating 

in all network and control services. This includes DTA, routing and any other form of 

communication that occurs within the VCN. However, to fully close the network 

confidentiality and integrity must be applied to all packets, and packets must be 

authenticated (traceable to a source or the last hop).  

Sub-section 6.4.4.1 has detailed the means by which confidentiality is provided to packets 

in the VCN. Integrity, however, must be provided point-to-point, to provide a chain of 

custody along the route between a source and destination node. By digitally signing 

packets, nodes can provide evidence of origin. This provides proof of the last node to 

relay the message, allowing the identity of the previous node to be authenticated, as well 

as providing a means of checking that the contents of the packet have not been modified.  

HMAC provides an encrypted digest (or tag) of the packet it represents that can provide 

both integrity and authentication services. When a node sends a packet to another, it 

digitally signs the encrypted payload, using the SKp shared between itself and the next 

node in the route. This ties the integrity of the packet to the identity of the transmitting 

node, allowing the receiver to authenticate the origin of the packet, and then ensure that 

the contents remain unchanged. This is performed without having to decrypt the payload, 

maintaining confidentiality between end points.  

When a node receives a packet, it will strip the HMAC tag, and decrypt it using the SKp 

it shares with the sender. A hash of the encrypted payload will then be generated, and 

compared against the output of the decrypted HMAC tag. If these values match, the 

sender is authentic and the payload has not been modified. If the values do not match, the 

sender is either not a legitimate node, or the contents have been modified, and the packet 

will be discarded. This ensures point-to-point integrity, extending authentication services 

to the route. The result of this process is a chain of custody between source and 

destination, along the route, ensuring that only legitimate nodes have relayed the message 

towards its destination.  
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6.4.5.3 Securing Broadcast Messages 

 

Broadcast messages are secured in a similar way to unicast messages, but use the SKb 

keys of the network, held locally by each member node. Many network services, 

including MANET routing protocols, require broadcast communication as a basis for 

topology generation and maintenance. Without a means of securely communicating these 

vital network services in an expedient and appropriate manner, the network is incapable 

of securely providing such services.  

This means that nodes that have not yet joined the network cannot participate in secure 

routing. The authentication of a node with the network will result in the authenticating 

node sharing an SKb key, required to generate the appropriate SKbe and SKbp keys for 

the network via KDF. This will allow the node to participate in secure broadcast, allowing 

it to securely transmit routing information and other data that is dependent on broadcast 

communication. Confidentiality, integrity and authentication are provided, in the same 

way as defined in Sub-section 6.4.4.1 and 6.4.4.2.  

When broadcasting, a node will use a BP, indicating that the contents of the SUPERMAN 

packet are intended for broadcast and that SKb derived keys should be used for integrity 

checks and decryption. When relaying messages, receiving nodes will use the same SKb 

derived keys to re-encrypt and sign the packet.  

End-to-end security is provided by an AEAD construct using the SKbe key. Point-to-

point security, in the case of messages that require network flooding or other multi-hop 

forms of broadcast, is provided by the SKbp key used to append a HMAC tag to the end 

of every broadcast packet. This tag does not change, as explained in Sub-section 6.4.4.2 

when relayed by another node, as the SKbp is common to all nodes in the network.  

 

6.4.5.4 Secure Tunnel 

 

The result of point-to-point integrity and authentication, with end-to-end confidentiality 

and authentication, is a secure tunnel between the source and destination node(s). This 

includes integrity checking and authentication at every intermediate node for the length 
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of the route, ensuring that any misbehaviour on an intermediate node is detected and the 

propagation of malicious traffic is immediately stopped.  

 

 

Figure 6-12 Diagram showing a secure tunnel between two nodes over three 

intermediate nodes with end-to-end and point-to-point security in a SUPERMAN VCN 

 

Figure 6-12 demonstrates the application of end-to-end authenticated confidentiality and 

point-to-point authenticated integrity. Node 3 sends a message to node 12 via nodes 5, 6, 

and 10.  

The solid line represents the encrypted transmission, which remains constant throughout 

the route. As previously defined, end-to-end authenticated confidentiality is not modified 

in any way by intermediate nodes, using the SKe shared by 3 and 12 to encrypt the 

payload and provide source authentication for the message.  

The broken lines, which differ between each hop, represent the point-to-point 

authenticated integrity service of the framework. At each hop, the current and next nodes 

in the route communicate. The current node generates an HMAC tag using the SKp it 

shares with the next hop. This allows the sender of the packet to be identified by the key 

used and the packet to be integrity checked while remaining encrypted. This is repeated 

at every hop using a different SKp at each hop, until the destination is reached. If the 

source and destination are neighbours, the source and destination SKp is used to generate 

the HMAC tag.  
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6.4.5.5 Hierarchical Multi-MANET Networks 

 

The VCN environment provided by SUPERMAN is based on the foundation of trust 

provided by a certificate. The certificates held by each node in the network are signed by 

a Trusted Authority (TA) that binds the network to a common trusted identity. However, 

it is possible that multiple networks may be friendly to each other, but not directly trusted. 

Cooperation is possible between such networks, through hierarchical certification.  

A use case for such a system of certification is an emergency services network, making 

use of autonomous mobile nodes in some capacity. Fire service, police force and 

ambulance services may make use of independent networked systems, potentially with 

many nodes. However, it may be advantageous to share resources, or use another 

service’s network as a means of extending your own networks range (communicating 

across intervening non-member nodes). Figure 6-13 shows an example structure of such 

a system.  

 

 

Figure 6-13 A hierarchical certificate authority scheme for emergency service 

autonomous MANETs 
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This is possible, in a SUPERMAN secured network, by having a single high-level 

authority that provides all lower-level certificates. By adopting a hierarchical certificate 

approach to VCN formation, it is possible to have multiple independent networks that 

may still trust each other due to the relationship between their different certificate’s links 

to a higher authority.  

In this example, each authority is related to a higher authority, representing a shared trust 

between the services each authority represents. Each authority signs certificates provided 

to it by nodes initialised into their respective networks, also providing hierarchical data 

relating to the relationship between the authority and all authorities above it.  

Nodes wishing to communicate across other networks will exchange certificates and 

check their authenticity. If they are found to have been signed by a different trusted 

authority, the hierarchical data will be checked for parity. If both certificates share an 

immediate connection to a higher authority (that is one no more than one step upwards in 

the hierarchy), the nodes may trust one another and allow communication between and 

over their networks.  

Figure 6-13 shows this by demonstrating three emergency services networks inter-

communicating. This communication may be directed at the other networks, or routed 

over to reach another member of the same network that is more easily routed to over the 

intervening network (due to disconnect from its parent network or a more expedient route 

being available).  

 

6.4.6 Section Summary 

 

The SUPERMAN Framework for MANET security has been introduced, discussed and 

its security services explained. This is a novel security proposal, aimed at MANETs with 

the intent being to protect them against a multitude of attacks that exploit the open-

medium used for wireless communication.  

The core features of SUPERMAN are: 

 The provision of a Virtual Closed Network (VCN). 
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o A VCN is created by ensuring that all SUPERMAN nodes ensure that only 

other SUPERMAN nodes from the same TA (or set of TAs) are able to 

participate in the network. This involves all communication, anything 

communicated by a SUPERMAN node must be confidential until it 

reaches its destination, and integrity checked at every intermediate node. 

Only by ensuring that SUPERMAN nodes are fully compliant with the 

chosen security policy can the network be protected against passive attacks 

and potential intrusion based on derived information. 

 End-to-end authenticated confidentiality. 

o Messages must remain confidential until they reach their destination. 

Destination nodes must be able to authenticate the source of a message to 

ensure that only legitimate SUPERMAN nodes are participating in 

network activity.  

 Point-to-point authenticated integrity. 

o Every intermediate node must perform integrity checks on the HMAC tag 

of a SUPERMAN packet. This allows the last sender of a packet on a route 

to be authenticated by the next hop on the route to a destination node. By 

ensuring that each hop is authenticated allows the network to limit the 

propagation of potentially malicious packets by preventing the 

replacement of HMAC tags. Replay attacks are mitigated by using 

timestamps in conjunction with the HMAC tag to prevent trivial flooding 

of the network with replayed packets. Any change to the timestamp to 

avoid repeated values will be detected by an invalid HMAC tag. 

Unmodified timestamps will result in a repeated timestamp and the 

removal of the packet from circulation, reducing its impact on the network.  

 Data security. 

o All data is secured in a SUPERMAN network. All data must comply with 

the previously discussed security policies and services to ensure that a 

VCN environment is maintained. By ensuring that no unencrypted 

communication is allowed, SUPERMAN prevents the snooping of 

network and service related data, locking out attackers.  

 Expedient and robust access control. 
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o MANETs are often resource constrained. They have limited bandwidth 

and energy reserves, making low cost communication an important 

consideration. SUPERMAN enables all authenticated member nodes to 

perform node authentication and access control services. They may issue 

challenges to initiate certificate exchange or pass on credentials to nodes 

requesting certificate exchange on behalf of distant nodes. By reducing the 

number of retransmissions required to reach a distant node for security 

association, the total amount of communication and time spent 

communicating may be reduced.  

Through these attributes, SUPERMAN may provide security services vital to the 

protection of MANETs against attack, by providing a closed network environment despite 

the use of an open medium. No specific hardware is required, routing protocols of any 

kind may be used (so long as they have routing tables) and security is considered to be 

applied in a homogenous manner across the network, with all privileged and services 

being applied equally to SUPERMAN nodes. In this way, attackers are denied trivial 

observation of the content of packets and are prevented from trivially assuming the 

identity of legitimate nodes to abuse the network. 

 

6.5 Chapter Summary 

 

The SUPERMAN framework has been proposed. Terminology, security services and the 

objectives of the proposed protocol have been discussed to provide a full account of the 

proposed framework and the rationale for its inception. 

The relationship between node-level security and the privacy of the network has been a 

key point throughout this chapter. Individual nodes represent the smallest elements of the 

network and the only communication infrastructure available to the network. Nodes are 

required to initiate, relay and receive communication. By identifying that nodes are 

ultimately the only element of the network upon which a security framework may be 

deployed, the proposal of a virtual closed network (VCN) was able to be identified.  
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Virtual closed networks use an open medium for communication, but provide sufficient 

confidentiality, integrity and authentication services to legitimate nodes to prevent trivial 

observation of communication or insertion of malicious nodes into the network. Security 

must be applied homogenously across the network. Every node must adhere to a common 

set of security policies, enforcing the service extended by the security framework in a 

uniform manner so as to avoid the need for synchronisation between nodes for session 

specific security. By ensuring all nodes cooperate with globally defined security policies, 

the network may be virtually closed by preventing unencrypted communication and 

ignoring any packets that cannot be authenticated. 

By allowing all nodes recognised as legitimate to operate as gate keepers for entry to the 

secure network, SUPERMAN may reduce the cost of security by preventing the 

formation of lengthy routes for security associations between nodes. By allowing nodes 

to join via any authenticated member of the SUPERMAN network, hop count in the initial 

certificate exchange phase is also reduced to a single hop. This may limit the impact of 

complex challenge-response style communication on the wider network.  

Having proposed the SUPERMAN framework, the next chapter will focus on the 

definition of a test plan, experiments, results of those experiments, and empirical analysis 

of the SUPERMAN framework.  
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7 TESTING & RESULTS: SUPERMAN 

 

7.1 Chapter Introduction 

 

Chapter 6 proposed SUPERMAN, a novel security framework targeted at MANETs. The 

aim of the proposed framework is to provide security in highly dynamic mobile ad-hoc 

networks, while using as little in the way of network resources as possible. It has been 

identified that security requires additional resources to secure packets. Security services 

may also require a set up phase, in which nodes join the network securely and form 

security associations with other members of the network. It has also been identified that 

the primary issue with MANETs is their use of an open medium for communication; 

leaving them vulnerable to passive observation and attacks that are based on derived 

network information. 

The SUPERMAN framework has been proposed as a means of providing a virtual closed 

network (VCN). By closing the network at the node level, ensuring that all nodes in a 

SUPERMAN network follow globally standardised security policies, the open medium 

problem may be mitigated. If confidentiality services are extended to all data, observation 

of said data becomes non-trivial. Extending integrity services to all packets mitigates the 

effects of packet flooding and DoS attacks.  

This chapter focuses on proposing a series of experiments, mathematically modelling and 

simulating SUPERMAN and comparable security approaches. Through the undertaking 

of these experiments, and the analysis of results obtained from them, quantitative data 

may be derived regarding the primary characteristics of SUPERMAN. These include 

effects on packet size, and communication events required for DTA and throughput. 

Qualitative results regarding the security services provided by SUPERMAN compared to 

comparable approaches to MANET security are provided through analysis of the 

quantitative results.  
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7.1.1 Chapter Layout 

 

This chapter is presented as follows: 

 Section 7.2 outlines the experimental methodology for the modelling and 

simulation of SUPERMAN, IPsec, SAODV and SOLSR for the purpose of 

allowing comparative analysis of quantitative data. 

 Section 7.3 provides results from the simulation of SUPERMAN, IPsec, SAODV 

and SOLSR. 

 Section 7.4 provides a comparative analysis of the findings presented in Section 

7.3.  

 Section 7.5 summarises the chapter. 

 

7.2 Experimental Methodology 

 

Section 6.3 maps the hypotheses developed in Section 3.4 to the core principles of the 

SUPERMAN security framework. These hypotheses provided the foundation upon which 

the theoretical framework was based, and now provide the means by which testable 

elements and results can be identified.  

Each node may be seen as an end-point, router and security provider, which may be 

protected only by securing each and every node, instead of relying on infrastructural 

approaches to security (such as router firewalls). 

The above excerpt is a short-form version of the first hypothesis relevant to the inception, 

proposal and testing of SUPERMAN. It concerns the closure of the network to unknown 

nodes, unless they are able to successfully pass through access control and authentication 

routines to prove that they are legitimate members of the network. Due to the highly 

distributed nature of MANETs, infrastructural approaches such as using specialised 

‘secure’ nodes to gate entry to the network are impractical, due to the variable position 

and thus availability of such specialised nodes.  
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By providing end-to-end confidentiality services and point-to-point integrity services 

between all nodes, for unicast, multicast and broadcast communication, the network may 

be closed against outside observation and access control services provided to control 

node entry to the network 

The second hypothesis considered in the context of the SUPERMAN framework is that 

shown above. In addition to providing access control and authentication services, vital 

security services must be extended to end-to-end communication. This includes 

broadcast, multi-cast and unicast communication, providing confidentiality and integrity 

services for all legitimate nodes.  

Combined with access control enforced on every node, confidentiality and integrity 

services must provide an environment in which members of the network may 

communicate without intercepted messages being a viable vector for attack. All data must 

be encrypted and integrity checked to ensure that only authorised members may 

expediently act on critical information.  

The testable elements related to these hypotheses have been identified as: 

 Number of nodes. 

 Comparative analysis of SUPERMAN and IPsec. 

The number of nodes in a network is directly related to the complexity of the topology, 

as the routes in large dispersed networks of drones are likely to be longer than those of 

dense or small networks. By increasing or decreasing the number of nodes participating 

in security processes, the effects of network size and communication complexity can be 

observed. 

Comparative analysis of SUPERMAN against IPsec will be performed to determine the 

relative security costs associated with the two approaches. Communication events and 

measurements of the number of bytes passed out of the network layer will allow for the 

analysis of whether SUPERMAN can deliver similar security services, such as a closed 

network environment and end-to-end confidentiality, for a similar or lower amount of 

data passed out of the network layer. This is an important element to observe, as the ability 

to provide adequate security at a cost that matches the capabilities of the target network 

is a key consideration when discussing MANET security. The rationale for only 
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observing the bytes leaving the network layer is that the data link and physical layer are 

user defined and can vary greatly, while SUPERMAN is expected to operate on most 

configurations of the OSI model without dependencies on higher of lower layers using a 

given protocol.  

The resulting variables, which will be analysed to determine the comparative 

characteristics of SUPERMAN compared against IPsec, have been identified as: 

 Number of communication events. 

 Number of bytes transmitted. 

These three variables have been identified as indicators of cost. The cost of security can 

be broken down as follows; the number of transmissions required to provide a service to 

the whole network, the amount of data required to provide that service, and the delay 

incurred on a given network interface by the provision of that service. Although security 

is a vital consideration and a core service in many networks, it does use resources that 

might have been allocated elsewhere, DTA for example. Therefore justifying the cost of 

security first requires that the cost is identified, and then put into context. By analysing 

the above variables that will result from the modelling and simulation of SUPERMAN, 

this question can be answered. By comparing SUPERMAN with IPsec (and secure 

routing protocols where appropriate), the relative cost of different approaches to security 

can be observed and conclusions drawn from the resulting analyses.  

IPsec has been selected for comparison as a security framework that provides a suite of 

security services, including integrity, confidentiality and authentication, to end-to-end 

communication. MANET focused frameworks focusing on secure routing and reputation-

based systems exist, but do not represent the same ‘full-security’ philosophy that 

SUPERMAN adheres to. Therefore IPsec is seen as a representation of the cost of 

providing security to all communication between nodes in a network, by securing the 

links between nodes, instead of focusing on one element of the network exclusively (such 

as routing or control communication).  

The following experiments will be performed; modelling of network characteristics, and 

simulation of SUPERMAN and IPsec for the purpose of comparative analysis. These 
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experiments will identify the attributes and comparative traits of SUPERMAN, when 

compared against an established security framework.  

 

7.2.1 Simulation of SUPERMAN 

 

Simulation of the SUPERMAN framework will be undertaken to investigate three key 

areas: 

 The number of communication events required to securely join the network 

(SUPERMAN). 

 The number of communication events required to for security associations 

between all nodes. 

 The total number of communication events required to perform Internet Key 

Exchange (IKE) and Security Association (IPsec), and network join and Security 

Association (SUPERMAN). 

 The number of bytes transmitted whilst exchanging certificates to join the network 

(SUPERMAN). 

 The number of bytes transmitted to secure communication between all nodes. 

 The total number of bytes required to secure the network, including IKE and 

Security Association (IPsec) and network join and Security Association 

(SUPERMAN). 

 

These areas of investigation will be analysed by comparing the results of SUPERMAN 

protected communication against that of IPsec. Where a phase of securing the network is 

not directly equivalent (for example SUPERMAN’s network joining process and IPsec’s 

IKE phase) the total cost of security is analysed, with the phases included in that total 

instead of being directly compared. This is to avoid the comparison of non-equivalent 

functionality in the security frameworks being compared, while still allowing a total cost 

of security to be determined.  
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The number of communication events required by either framework is referred to as the 

cost of communication throughout this chapter. As discussed in Chapter 5, the time and 

network resources spent sending each message between nodes can be described as 

communication events, or individual transmissions assumed to be within the MTU limit 

of the network interface. By tracking the number of communication events required to 

provide network and security services, the communication cost of those services may be 

identified and analysed.  

 

7.2.1.1 Simulation Parameters and Rationale 

 

Table 7-1 outlines the parameters of the simulation. All simulation will be performed 

using MATLAB. The nodes are considered to be static for the purpose of this simulation. 

It is assumed that all packets arrive intact and without bit-error or loss. 

 

Table 7-1 SUPERMAN Simulation Parameters 

 

Number of Nodes: 10 - 100 

Routing Algorithm: Dijkstra (shortest path) 

Number of Iterations: 100 

Simulation Area: 100m x 100m 

Communication Range: 50m 

Max Hop Count: 5 

Random Seed integer: 11 

Pseudo-random Number Generation Algorithm: Mersenne Twister 

Key Share Size (Bytes): 128 and 256 

Certificate Size (Bytes): 1013 and 1275  

SUPERMAN header size (Bytes): 5 

IPsec authenticated header (AH) size (Bytes): 8 

 

The number of nodes is set to a range of 10 to 100. This allows for the observation of the 

effects of increasingly large networks on the complexity of communication, and therefore 

the effects of complexity on the ability of the security approaches being investigated.  

To allow for the shortest routes between nodes to be calculated, Dijkstra’s algorithm has 

been incorporated into the network generation and topology definition procedures used 

to create the simulation environment. This algorithm uses the connectivity graph of the 



7 TESTING & RESULTS: SUPERMAN 

178 

 

network to allow the topology of the network to be defined, and to ensure that all nodes 

are connected via no more intermediate nodes than allowed by the maximum hop count. 

Networks not meeting this requirement are regenerated, to ensure that only networks with 

viable routes over which to communicate are simulated. SUPERMAN does not require 

that a specific routing protocol is used, which is why all routing is pre-calculated using 

Dijkstra’s algorithm instead of being included as part of the simulation.  

Each experiment is run 100 times for each network. This ensures that irregularities 

brought about by the random generation of the network do not characterise the general 

trend of the communication performed during the simulation. By conducting experiments 

in 100 iteration batches, a high degree of confidence can be attained by providing an 

averaged value for those iterations, while still allowing analysis of anomalous data should 

a deviation from the trend remain after that many iterations. Iterations are randomised as 

to where nodes are placed prior to topology definition, using Mersenne Twister 

(Matsumoto & Nishimura 1998) initialised with a seed of value 11. This particular PRNG 

has been chosen due to its high usage in a variety of applications, passing many tests for 

statistical randomness, including the Diehard tests (Alani 2010). This will provide a 

reliably random distribution of nodes throughout the simulation environment for each 

instance of simulation. 

A simulation area of 100 by 100 metres has been created for these simulations. Nodes are 

given a 50 metre communication range to ensure that there are multi-hop routes 

throughout the mission area. The combination of surface area and communication range 

generates a wide range of diverse topologies over the iterations run for each experiment, 

again allowing for analysis of general trends in highly changeable networks.  

Diffie-Hellman key shares are simulated with lengths of 128 bytes or 256 bytes, 

representing a baseline standard of security and a high security variant. Network key 

shares, used for broadcast communication in the MANET are equal to Diffie-Hellman 

key shares in length. Certificates are simulated in sizes equivalent to the output of an open 

SSL (X.509 standard) certificate generation process, with key shares set to the defined 

values. This results in two different certificate sizes. The total cost of security (in bytes) 

will be identified, allowing the network resource requirements of each security bracket to 

be identified.  
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The addition of security to data packets will cause them to increase in size to 

accommodate the SUPERMAN header and footer required by the SUPERMAN 

framework. IPsec has similar requirements, notably the need for authenticated headers 

and footers in AH modes of operation. In ESP mode, HMAC tags are still required for 

integrity and source authentication.  

 

7.2.1.2 Secure Routing 

 

Secure routing protocols exist to facilitate the trustworthy, reliable and safe generation of 

routes between nodes in a MANET. These protocols do not provide protection to data 

transmitted over the route, but they do provide guarantees of legitimacy for nodes on that 

route. Such security measures are considered a requirement for MANETs operating in all 

but the most trusted environments, to prevent malicious manipulation of topology 

generation mechanisms.  

IPsec does not provide any facility for routing security, as it does not account for the route 

taken by data, only the end-points involved. SUPERMAN, however, does provide 

protection to routing packets, by providing secure broadcast communication within the 

VCN. Therefore, SUPERMAN can be compared with secure routing protocols to 

determine the cost of providing secure routing services under a given protocol.  

Two routing protocols, AODV and OLSR, have been selected to represent reactive and 

proactive routing respectively. These protocols have been selected as they are popular 

MANET routing protocols for MANET research, both listed by the IEEE as standardised 

MANET protocols in their respective categories (reactive and proactive).  

Their secure implementations, SAODV and SOLSR, are compared with SUPERMAN 

secured routing packets using the same base protocol. The insecure routing protocols 

(AODV and OLSR) are also simulated, to allow for the calculation of a cost of security 

variable, based on the number of additional bytes required to provide security services.  

The simulations follow the parameters outlined in Table 7-2, reiterated below: 

 10-100 node networks are simulated. 
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 AODV, SAODV and SUPERAODV are simulated to determine the cost of 

security under a specific reactive routing protocol. 

 OLSR, SOLSR and SUPEROLSR are simulated to determine the cost of security 

under a specific proactive routing protocol. 

 Nodes are randomly placed in a 100 by 100 metre simulated area. 

 All simulations run for 100 iterations. 

 

7.2.1.3 Secure Distributed Task Allocation 

 

A comparison of SUPERMAN and IPsec in the context of Distributed Task Allocation 

(DTA) will be undertaken to analyse the comparative cost of security when protecting 

control services that facilitate network autonomy. MATLAB will be used to simulate 

DTA to determine the size of additional communication overhead (in bytes) over two 

scenarios: 

 CBBA task allocation involving 18 nodes. 

 CF-CBBA task allocation involving 6 clusters of 3 nodes (18 total). 

Networks of 18 nodes have been chosen to provide an insight into how multi-hop 

communication across the network affects DTA. Results of preliminary simulations 

showed that 18 node networks formed multiple multi-hop connections between nodes, 

providing a small network capable of solving problems in a timely manner while allowing 

communication cost to be analysed in light of routes of variable length. Both DTA 

processes will have a task list of between 1 and 50 tasks, all of which must be assigned 

for the DTA process to be considered complete. This will allow for further analysis of 

security overheads in increasingly complex problem domains.  

 

7.2.1.4 Mathematical Fundamentals of the Simulation 

 

Two equations are used as the basis for modelling and simulating the number of bytes 

used to secure network and control service transmissions. Equation 7-1 shows the means 
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by which x, the total additional bytes required by a given security protocol, may be 

calculated.  The function of c represents the number of rounds required by a given 

consensus based distributed task allocation algorithm.  The number of nodes is 

represented by n.  The header and signature requirements of the framework in question 

are represented by h and s respectively.  The probability of a packet being delivered is 

represented by the variable p. In the case of the experiments undertaken in this thesis, p 

is equal to 1, as it is assumed that the network operates on a perfect channel. This equation 

holds true for any non-clustered method of distributing tasks throughout a MANET.   

 

𝒙 =
(𝒇(𝒄). (𝒏(𝒏 − 𝟏))) . (𝒉 + 𝒔)

𝒑
 

 

(Equation 7-1) 

 

This equation is used to model the amount of data required to ensure the reception of a 

message between two nodes directly or over a number of intermediate nodes. It is used in 

the simulation to provide a mathematical basis for the simulation of data transfer between 

nodes as whole packets. When calculating the amount of data required to complete a DTA 

process, the sum of all communications represents the total number of bytes required by 

the network in question. Each instance of communication is represented by the equation 

above, with the result of all such calculations providing the total bytes required to achieve 

consensus.  

Equation 7-2 represents the same operation, but for clustered task allocation algorithms.  

The total number of bytes, y, is the sum of all cluster allocation transmissions (represented 

as instances of x).  The variable p of x represents the cluster head allocation of CF-CBBA, 

which is performed prior to pushing the resulting task lists to the cluster level for final 

allocation among cluster members. 

 

𝒚 = ( ∑ 𝒙(𝒊)

𝟏≤𝒊≤𝑳

) + 𝒙(𝒑) 
 

(Equation 7-2) 
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Both of these equations highlight that the primary contributing factor to the additional 

overhead incurred by data packets using SUPERMAN or IPsec, is the size of the header 

and signature.  A symmetric block cipher is used in these simulations, to avoid the 

padding that asymmetric block ciphers require.  This saves on total packet size in packets 

which are not exactly divisible by the block size.  

The number of additional bytes required to provide the headers, footers and encryption 

for routing security is used to define the security overhead of a given approach in this 

context. 

 

7.2.2 Section Summary 

 

Simulation will be undertaken to provide results showing the number of communication 

events and the amount of additional data required by SUPERMAN and IPsec to perform 

critical network services which allow for the provision of a virtual closed network 

environment.  

Additional simulation will be performed to allow analysis of the data requirements of 

control and network services when considering the cost of adding security. CBBA and 

CF-CBBA will be simulated to demonstrate the cost of IPsec and SUPERMAN security 

services for each DTA algorithm. SAODV and SOLSR will be used to provide a basis 

for comparative analysis against SUPERMAN secured AODV and OLSR routing 

processes.  

Analysis of these results will follow, highlighting key observations regarding the cost of 

security in terms of additional control packets and the additional packet size required to 

add security to existing data packets in the network.  
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7.3  Results of Simulation 

 

7.3.1 Communication Events: SUPERMAN and IPsec 

 

Figure 7-1 shows the results of simulating the network initialisation phase of 

SUPERMAN. This phase involves authenticating nodes through certificate exchange in 

a one-time process that results in nodes forming or joining a network, including broadcast 

keys and security association between the two nodes engaged in certificate exchange.  

 

Figure 7-1 Graph showing the number of communication events required by 

SUPERMAN to allow all nodes in a network the join the VCN 

 

As network initialisation under SUPERMAN is a one-time process, the number of 

communication events required to join the network is low, with 100 node networks only 

requiring 471 communication events for all nodes to have joined the network. At this 

point, nodes are not yet securely associated with other nodes, except for with the 

neighbouring nodes that engaged in certificate exchange. At this point, SUPERMAN 

nodes are able to participate in routing and broadcast communication, but need to securely 
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associate with other nodes to fully close the network. The initialisation phase is the 

primary means by which access control is managed.  

Figure 7-2 shows the communication events required to complete the Internet Key 

Exchange (IKE) phase of IPsec. IPsec differs greatly from SUPERMAN in that it does 

not secure a network, but instead secures connections between nodes. The IKE phase is 

required to share authentication credentials (such as certificates) to provide data needed 

to begin secure sessions between end-points.  

 

Figure 7-2 Graph showing the number of communication events required to complete 

IKE between all nodes in a network 

 

The IKE phase involves sharing credentials between all end-points that need to securely 

associate in the future. In this case, the IKE phase is carried out between all members of 

the MANET being simulated. This can generate a substantial amount of communication 

events, with an average of 50,023 events being recorded for 100 nodes. This is 

substantially more than is required for SUPERMAN VCN initialisation, but it must be 

stressed that the two processes are not equivalent. SUPERMAN generates a VCN 

environment for all initialised nodes, IPsec exchanges security credentials for future use 

on an end-to-end basis.  
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Figure 7-3 provides the first comparison of SUPERMAN and IPsec, looking at the results 

of security association simulation. Security association involves the exchange of key 

shares or other public cryptographic data (henceforth referred to as security credentials) 

to generate a secure link between two nodes. Both IPsec and SUPERMAN require this 

exchange of information to facilitate secure communication between end-points.  

 

Figure 7-3 Graph showing the number of communication events required by IPsec and 

SUPERMAN to form security associations between all nodes in networks of various 

sizes 

 

A significant difference between IPsec and SUPERMAN can be observed immediately. 

Although both approaches aim to secure the links between nodes regardless of the number 

of hops between nodes, SUPERMAN possesses a referral mechanism, allowing nodes 

possessing the security credentials of the destination node towards which they are 

propagating a message, to reply on its behalf if they have previously performed security 

association with the origin and destination. As more end-points form secure links, this 

mechanism becomes more noticeable, effectively reducing the length of routes when 

requesting security credentials over multi-hop routes.  
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For a 100 node network, SUPERMAN requires an average of 24,120 communication 

events to securely associate all node. IPsec requires 57,803 events to securely associate 

all nodes in a 100 node network.  

Figure 7-4 shows the total cost of security, in terms of communication events, for both 

IPsec and SUPERMAN.  

 

Figure 7-4 Graph showing the total communication events required to provide a fully 

secured network environment, under IPsec and SUPERMAN 

 

Though it has been previously pointed out that the initialisation  phase of SUPERMAN 

and the IKE phase of IPsec cannot be considered equivalent (and thus are incomparable), 

the total cost of security may still be compared. The total cost of security, in this case, is 

the combined total of communication events required to drive initialisation, IKE and 

security association, providing a fully secured network under SUPERMAN or IPsec.  

IPsec does not scale well, when compared to SUPERMAN, which is logical considering 

its primary use as a means of securing end-to-end communication. When used to secure 

a network fully, significant overhead is generated in terms of control packets required to 

set up security features. An averaged total of 100,789 communication events is observed 
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for networks of 100 nodes, and a rapid increase in the number of required events can be 

seen in networks of 30 nodes or more.  

SUPERMAN, due to its referral mechanism and one-time (per joining node) initialisation 

phase, generates significantly less communication events and shows much better 

scalability. An average total of 24,612 communication events can be observed for 

networks of 100 nodes. This total is consistently below that of IPsec, with SUPERMAN 

requiring only 24.3% of the communication events needed by IPsec for 100 node 

networks.  

 

7.3.2 Total Bytes Transmitted: SUPERMAN and IPsec 

 

Figure 7-5 shows the number of bytes transmitted when performing network initialisation 

under SUPERMAN. Two key-share sizes are simulated, representing two different levels 

of security. 1024-bit and 2048-bit key shares are used to simulate the initialisation phase, 

allowing observation of the effects of increased cryptographic complexity on the data 

requirements of the SUPERMAN framework.  

As expected, 2048-bit keys require more data to be sent to complete network initialisation 

than 1024-bit keys. The former requires that 3.74 megabytes of data are sent to secure a 

100 node network completely. The latter requires 2.67 megabytes. Initialisation with 

1024-bit key shares requires 28.7% less data than initialisation with 2048-bit key-shares 

in a 100 node network.  

It can be observed that the disparity between the key sizes will grow as the network 

increases in size. However, in smaller networks, the cost of increased security may not be 

as high, possibly indicating the feasibility of highly secured small networks, with smaller 

key shares being preferred for larger networks.  
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Figure 7-5 Graph showing the number of bytes transmitted during the initialisation 

phase of a SUPERMAN VCN 

 

Sub-section 7.3.1 pointed out that the initialisation phase of SUPERMAN and the IKE 

phase of IPsec are not directly comparable. This remains true, but for the sake of 

completeness the simulation of IPsec IKE has been included to contextualise the total cost 

of security (in terms of data requirement) at the end of this sub-section).  

Figure 7-6 shows the data required by IPsec to perform IKE on networks of various sizes. 

IKE is very data intensive on large networks, as it is intended to share security credentials 

between end-points, not provide membership in a network. As a result, every node must 

perform IKE with every other node.   
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Figure 7-6 Graph showing the number of bytes transmitted during IKE under IPsec 

 

The high cost of IKE is due to its use in communicating security credentials between end-

points instead of authorising network access. IPsec IKE begins to accrue a significant 

amount of traffic as the network increases in size, as it is required to perform IKE between 

every communicating pair of nodes. If the network as a whole is to benefit from IPsec, 

this means that all nodes must perform IKE, sometimes over multiple hops.  

Figure 7-7 shows the data requirements of SUPERMAN and IPsec for security 

association, using the previously established key-share sizes. All nodes must associate 

with each other for the network to be considered fully secured, though in a real-world 

application it is not required that the network be in such a state, so long as actively 

communicating end-points and intermediate nodes are associated.  
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Figure 7-7 Graph showing the number of bytes transmitted by nodes forming security 

associations under IPsec and SUPERMAN 

 

SUPERMAN is observed as being consistently less data intensive than IPsec in either 

configuration. SUPERMAN requires 32.3 megabytes to be sent during security 

association for 2048-bit key-shares when securely associating 100 nodes. For networks 

of the same size, SUPERMAN using 1024-bit key-shares requires an average of 20.3 

megabytes.  

IPsec, when securely associating 100 nodes, requires that 45 megabytes of data is 

transmitted when using 2048-bit key-shares. For 1024-bit key-shares, IPsec requires an 

average of 30.5 megabytes.  

Figure 7-8 shows the total data cost of security, in bytes, for IPsec and SUPERMAN. 

Network initialisation and security association phases are accounted for under 

SUPERMAN. IKE and security association are included for IPsec. This provides a total 

cost of security for each approach, giving a figure representative of the data cost of either 

security framework when completely securing a network of between 10 and 100 nodes.  
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Figure 7-8 Graph showing the total bytes transmitted when fully securing a network 

under IPsec and SUPERMAN 

 

The cumulative cost of IKE and security association make IPsec an expensive prospect 

for large networks. Networks of 100 nodes require that IPsec, using 2048-bit key-shares, 

generates and average 212 megabytes of data to fully secure a network. Using 1024-bit 

key-shares reduces this to 162 megabytes, still a significant cost.  

SUPERMAN benefits from being designed for MANET security. One-time network 

joining, network merging and referred security association mechanisms all serve to 

reduce the effective length of routes and cut down on the requirement to repeatedly share 

larger security packets, such as those containing certificates and key-shares.  In a 2048-

bit key-share configuration, SUPERMAN requires 36 megabytes. That is 5.9 times less 

data than IPsec in a similar configuration. Using 1024-bit key-shares, SUPERMAN 

requires only 22.1 megabytes of data. In both cases, the MANET-focused network 

security mechanisms of SUPERMAN serve to significantly reduce the cost of security, 

while providing a completely closed VCN environment for all member nodes.  
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7.3.3 Secure Routing 

 

Routing is a vital process for MANETs, generating, defining and maintaining the 

topology of the network and informing nodes of the routes available to any point in the 

network. Securing routes is very different to securely routing. The former requires that 

the route between nodes extends security services to the data passing through it. The latter 

requires that nodes advertising availability for a given route are trustworthy and authentic. 

In this sub-section, secure routing is the focus of the two simulations that have been 

undertaken.  

SUPERMAN is able to secure routing packets, providing security services to the routing 

process. AODV and OLSR are MANET routing protocols representing reactive and 

proactive routing approaches respectively. SUPERMAN applied to each of these 

protocols is compared against secure implementations of each, SAODV and SOLSR. This 

provides a basis upon which the relative cost of securing routing using one approach or 

another can be analysed.  

In each simulation, routes are generated between all nodes. It is understood that reactive 

protocols would normally generate routes on-demand, instead of generating the entire 

topology, but for the sake of ascertaining a whole-network cost of secure routing, it is 

assumed that all nodes must be able to route to each other for these simulations.  

Figure 7-9 shows the simulation of a reactive routing protocol, AODV. To form routes 

between all nodes, the AODV protocol must broadcast route-request messages until the 

destination node receives one, at which point a route-reply is propagated back towards 

the source, constructing the route. This is not a simple means of generating a route, but 

does provide benefits in terms of reliability and the potential to form multiple different 

routes should trust-metrics or other variables make the first reported route undesirable.  
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Figure 7-9 Graph showing the total bytes transmitted when forming routes between all 

nodes in a network using AODV, SAODV and SUPERAODV 

 

AODV, without security, requires that an average of 150.7 megabytes of data are 

transmitted to form routes between 100 nodes. Though this may seem a large figure, this 

does include the route data accrued during the route-request process and the propagation 

of that information back towards source after the shortest route to destination is found. 

That figure also includes the route-requests that propagate throughout the network until 

they loop back on themselves (and are dropped). Therefore a significant portion of the 

figure stated above may be wasted packets sent during the request phase of route 

formation.  

SAODV increases the size of routing packets by adding a digital signature and sequence 

numbering to the process. A hash is also required for the hop count, to protect the data 

from trivial manipulation by third parties during transit, and binding it to the identity of 

the transmitting node. As a result, SAODV requires an average of 250.1 megabytes to 

form routes between 100 nodes.  

SUPERMAN does not employ the same security measures as SAODV.  SAODV is 

assumed to not operate in a VCN environment, and therefore does not benefit from access 
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control and authentication features intrinsic to SUPERMAN. SUPERMAN encapsulates 

routing packets in a SUPERMAN broadcast packet (BP), extending point-to-point 

integrity, end-to-end confidentiality and source authentication (bound to the network 

broadcast keys). As a result, no additional modifications must be made to the routing 

packet, it may be added directly to the BP as a payload. This reduces the total size of the 

packet at the network layer, with SUPERMAN requiring an average of 206 megabytes to 

securely form routes between 100 nodes.  

OLSR is a proactive routing protocol, which floods routing packets periodically, to update 

relay nodes responsible for routing messages between nodes. It is a lightweight protocol, 

due to the requirement that the topology is frequently regenerated, producing a lot of 

traffic over time, but with a very small profile in terms of packet size. Figure 7-10 shows 

the results of simulating the formation of routes between all nodes in various networks. 

 

Figure 7-10 Graph showing the total bytes transmitted when forming routes between all 

nodes in a network using OLSR, SOLSR and SUPEROLSR 

 

OLSR, when forming routes between 100 nodes, requires an average of 1.64 megabytes 

of data. This is a significant reduction when compared with AODV, due to the lightweight 

packets and simple algorithms used to generate OLSR routes.  
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SOLSR adds some more complex behaviour, as well as providing a timestamps, random 

challenge values and digital signatures. SOLSR requires that nodes reply to route 

requests, instead of passively updating as they do under OLSR. This increases the amount 

of communication required significantly. SOLSR requires an average of 2.63 megabytes 

of data to form routes between 100 nodes.  

SUPEROLSR preserves the simple behaviour of OLSR, by encapsulating OLSR packets 

in SUPERMAN broadcast packets (BP). This provides source authentication, point-to-

point integrity and end-to-end confidentiality. By preserving the simple behaviour of 

OLSR, SUPERMAN decreases the cost of security when compared to SOLSR, but the 

increased packet size increases the data requirement relative to baseline OLSR. 

SUPEROLSR requires 2.31 megabytes to securely form routes between 100 nodes.  

 

7.3.4 Secure Distributed Task Allocation 

 

To secure DTA, each bundle exchange packet must be encapsulated in a security packet 

to ensure that the appropriate security services are provided. IPsec and SUPERMAN both 

provide secure links between nodes, allowing for the secure exchange of data between 

end-points. Both, however, increase the size of the packets they secure, as they require 

headers and footers to provide authentication and integrity data, in addition to the 

confidentiality provided by encrypting the payload data.  

Figure 7-11 shows the data costs associated with CBBA at layer 3 of the OS model (the 

network layer). CBBA task data (bundle exchange packets) is shown to allow for a 

comparative analysis of the security data costs of IPsec and SUPERMAN. 
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Figure 7-11 Graph showing the amount of data sent during CBBA DTA, including task 

data, SUPERMAN security data and IPsec security data requirement 

 

The task data for CBBA in networks of 18 nodes ranges from 15,912 bytes (15.9 KB) for 

one task, to 1.5 MB for 50 tasks. This rapid rise in data requirements is demonstrated in 

the graph, with the relatively stable security costs of SUPERMAN and IPsec being 

dwarfed by the costs associated with sharing bundle data under CBBA.  

IPsec is consistently more expensive than SUPERMAN in terms of security data cost. For 

one task, IPsec encapsulation actually generates more data than the bundles being sent, 

with 17.1 KB of data being required. For 50 tasks, only 68.5 KB of security data is 

required, 0.005% of the data cost of sharing bundles.  

SUPERMAN requires 7.6 Kb of data to secure bundle sharing activities for 1 task. For 

50 tasks, this increases to 30.6 KB. This is 0.002% of the load associated with bundle 

sharing for 50 task problems, and 44.6% of the overhead generated by IPsec. 

SUPERMAN required between 40 and 45% of the data needed by IPsec for all problem 

domain sizes simulated.  
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Figure 7-12 shows the overhead data requirements of CF-CBBA for bundle sharing and 

security using SUPERMAN and IPsec. Due to the more efficient communication of CF-

CBBA, the total data requirement of bundle sharing and security is reduced.  

 

Figure 7-12 Graph showing the amount of data sent during CF-CBBA DTA, including 

task data, SUPERMAN security data and IPsec security data 

 

CF-CBBA requires 1.8 KB of data to distribute one task. For problems involving 50 tasks, 

228.4 KB is required. As with CBBA, CF-CBBA’s task data requirements is consistently 

larger than the security overhead associated with either framework. This is expected, 

though for very small problem domains (1 or 2 tasks) IPsec requires more data than 

bundle sharing.  

IPsec requires 2 KB of data to secure bundle exchange involving one task. More complex 

problems of 50 tasks require 10.4 KB of data. This is 4% of the data required for bundle 

exchange.  

SUPERMAN, as previously shown, consistently requires less data to secure bundle 

exchange than IPsec, due to smaller packet size. 900 bytes are required to secure bundle 

exchanges involving 1 task, while larger problems of 50 tasks require an average of 4.6 
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KB. This is 45% of the data required by IPsec and 1.9% of the data sent to share bundles 

between nodes without security.  

In each case, IPsec and SUPERMAN represent an additional cost on top of bundle 

sharing. SUPERMAN demonstrates that its smaller packet size, drawing on the network-

based provision of security instead of IPsec’s session oriented end-to-end provision of 

security, results in a lower security overhead. SUPERMAN provides authentication, 

confidentiality and integrity services over multi-hop routes, for a lower data cost than 

IPsec.  

 

7.3.5 Section Summary 

 

Modelling of SUPERMAN, IPsec and two secure routing protocols has been undertaken 

to provide data regarding the amount of data required to form a full network topology 

(routes between all nodes) under differing security frameworks and protocols. The use of 

reactive and proactive routing protocols allows for a comparative analysis of two common 

approaches to topology generation and maintenance in MANETs, and the effects of 

security on the data requirements of those processes.  

Proactive protocols have been found to require less data due to the small packet sizes used 

in protocols like OLSR, and the simple algorithms used to generate a network topology 

under such protocols indicates that for a given instance of routing, such protocols are 

relatively lightweight and the addition of security, though incurring an additional cost in 

terms of packet size, retains this simplicity. As a result, proactive protocols, for individual 

instances of routing, were found to be faster than reactive protocols under SUPERMAN 

and IPsec.  

The initialisation and security association services of SUPERMAN and the IKE and 

security association phase of IPsec have been quantified in terms of communication 

events and data requirement.  

The additional throughput to be expected by using these required security control services 

has also been simulated. In both cases, SUPERMAN was found to require fewer 

communication events, and less data, than IPsec. The main advantage of SUPERMAN is 
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observed in its ability to allow any legitimate member node to perform the role of network 

administrator when authenticating new nodes or passing on credentials of nodes they have 

already authenticated. SUPERMAN provides a modular means of securing MANETs, 

targeted to reduce the cost of establishing security in such networks in the interests of 

being feasible to use in situations where the communication medium may be resource 

constrained or unreliable.  

SUPERMAN has been profiled in terms of data requirements for the transmission of 

security credentials for initialisation and security association phases of the framework. 

This profile has been created by simulating SUPERMAN with three different tiers of 

security, forming low, medium and high security brackets. It has been shown that, as 

expected, increased key size will drive up the cost of communication in terms of the data 

communicated across the network to achieve a fully secured state.  

These values allow the definition of critical framework attributes, forming a basis upon 

which further analysis can be performed and guidelines can be defined to determine the 

suitability of a given bracket of security for a target MANET based on resource 

constraints and security requirements.  

The next section will analyse these results and provide qualitative observations of the 

results provided thus far, allowing for in-depth discussion of critical attributes.  

 

7.4 Analysis of Results 

 

7.4.1 Analysing the Provision of Security Services 

 

The focus of modelling SUPERMAN and comparing it with IPsec, SAODV and SOLSR, 

was to provide quantitative data regarding the amount of data and number of 

communication events required to provide critical network services, including network 

and control services (routing and DTA). When considering the costs associated with 

security, however, the security services being offered must be taken into account. 
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Table 7-2 provides a comparison of the security services offered by the frameworks and 

protocols investigated in this work. The security dimensions outlined by the ITU-T X.805 

are used as a basis for comparison. 

SUPERMAN offers all services, with end-to-end and point-to-point provision of 

authenticated confidentiality and authenticated integrity respectively. By fully closing the 

network, SUPERMAN prevents trivial observation of packets and easy entry into the 

network.  

Table 7-2 Security Feature Comparison 

 

 

 

Dimensions 

Security Protocol 

 

SUPERMAN 

 

SOLSR 

 

SAODV 

 

IPsec 

Access Control     

Authentication     

Non-repudiation     

Confidentiality     

Communication Security     

Data Integrity     

Availability     

Privacy     

End-to-end     

Point-to-point     

 

SOLSR and SAODV provide end-to-end and point-to-point protection of routing packets, 

but do not offer privacy, confidentiality, non-repudiation, authentication or access control 

services. The focus of these protocols is to secure the routing process by preventing the 

manipulation or redirection of routing packets in a malicious manner.  

IPsec provides all services but availability services and point-to-point. It only operates in 

an end-to-end manner, disregarding the route to allow private, secure communication 

between nodes irrespective of intermediaries. When considering the cost of security, the 

services obtained for that expense should be taken into account to reflect the benefits of 

paying the identified cost.  
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7.4.2 Analysis of Simulation Results 

 

The following sub-sections analyse the results of simulation. The total cost of security is 

analysed to highlight the reduced cost of SUPERMAN security set-up for a whole 

MANET, when compared with IPsec. Secure routing is discussed to show the data cost 

of providing security services to routing protocols, specifically showing the costs incurred 

in addition to the standard data costs associated with the routing protocols in question. 

The cost of securing bundle exchange messages for consensus-based DTA is analysed to 

allow for discussion of the additional overheads required by IPsec and SUPERMAN to 

secure a vital control service needed to allow autonomous functionality in a MANET. 

 

7.4.2.1 Analysing the Total Control Cost of Security 

 

The total cost of security is the sum of initialisation and security association phases for 

SUPERMAN, and IKE and security association phases for IPsec. In this analysis, two 

key variables are analysed; communication events and data required to secure the 

network. Analysis is performed by observing the proportion of IPsec communication 

required by SUPERMAN to perform a similar role, and discussing in the context of the 

constraints likely to present themselves in an autonomous MANET with a variable 

number of nodes.  

Figure 7-13 shows the percentage of IPsec communication events required by 

SUPERMAN to fully secure the network. Sub-section 7.3.1 clearly demonstrated the 

large difference between IPsec and SUPERMAN in terms of required communication 

events to provide a fully secured MANET, with the proportional difference shown below 

further highlighting this crucial differentiating factor.  
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Figure 7-13 Graph showing the proportion of communication events when using 

SUPERMAN, compared to IPsec 

 

For small networks, SUPERMAN requires an average of 38.8% of the communication 

events needed by IPsec. This is just over a third of the communication needed by IPsec 

to fully secure a network of 10 nodes. The gap between the two frameworks rapidly 

increases, with networks of 50 nodes requiring that SUPERMAN only send 26.2% of the 

messages needed by IPsec. For large MANETS of 100 nodes, SUPERMAN only requires 

23.8% of the communication events required by IPsec.  

SUPERMAN is designed with MANET constraints in mind. It is specifically calibrated 

to provide closed-network security (a VCN environment) at as low a cost as is possible. 

This includes one-time network access control and security association referral 

mechanisms. IPsec, though providing a similar level of security between end-points, has 

a much higher cost of set up as it must secure links between all nodes, instead of allowing 

the network to manage the secure association of nodes with the network and each other.  

Figure 7-14 provides the proportional of data required by SUPERMAN to secure a 

MANET, when compared with IPsec. Exactly as was reported in Sub-section 7.3.4, two 

keys sizes have been analysed; 1024-bits and 2048-bits. These two key sizes represent 
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two levels of cryptographic complexity, with the higher value representing a larger, but 

potentially (mathematically) more secure key.  

 

Figure 7-14 Graph showing the proportion of total data required IPsec, used by 

SUPERMAN 

 

Bother sets of results demonstrate that SUPERMAN is consistently and significantly less 

data-intensive than IPsec. When using 1024-bit keys, SUPERMAN requires 28.4% of the 

data required by IPsec. For large MANETs of 100 nodes, SUPERMAN uses only 14% of 

the data needed by IPsec. In more cryptographically complex implementations using 

2048-bit keys, SUPERMAN requires 34.6% of the data required by IPsec for 10 node 

networks. Large 100 node networks require SUPERMAN to send an average of 16.2% of 

the data required by IPsec. 

The observations made regarding communication events hold for these figures. The 

MANET focus of SUPERMAN reduces the communication overhead of setting up a 

network-wide secure environment. One-time network access control and referred 

authentication and association of nodes greatly reduce the data costs associated with 

securing a MANET. As the size of the network increases, it becomes apparent that 
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SUPERMAN is more scalable than IPsec, due to the aforementioned features, as it 

requires less of the communication needed by IPsec as the network size increases.  

 

7.4.2.2 Secure Routing 

 

Sub-section 7.3.3 showed results of simulation for two MANET routing protocols, their 

secure implementations and a SUPERMAN secured version of each. This sub-section 

focuses on the security costs, specifically data requirements, incurred at the network layer 

by secure routing protocols and their SUPERMAN equivalents.  

In each case, the cost of routing has been subtracted from the secure routing protocol and 

SUPERMAN results, to leave the cost of security. This allows for analysis of the relative 

security costs associated with each approach, showing the additional data requirements 

in addition to the total cost of forming routes between all nodes, as shown in Sub-section 

7.3.3.  

Figure 7-15 shows the data cost of securing AODV, using SAODV and SUPERAODV. 

As previously discussed, SAODV packets require multiple hashed fields, increasing the 

size of the packet considerably when compared to baseline AODV. These fields are 

required to provide integrity and authentication services, ensuring that the route formed 

only includes legitimate nodes. For the purpose of this analysis, it is assumed that no trust 

metrics are used, nodes are assumed to be trustworthy if they pass authentication, but 

must prove that they are legitimate members of the network. SUPERMAN adds a 

SUPERMAN header and a HMAC tag as a footer to each packet it encapsulates, but 

provides smaller packets than SAODV. Both approaches follow the same underlying 

protocol, with no behavioural differences.  
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Figure 7-15 Graph showing the additional overhead cost of SOADV and SUPERAODV 

secure routing 

 

SUPERAODV is shown to consistently require less data than SAODV to securely form 

routes between all nodes. This difference becomes significant in networks with more than 

40 nodes, with SUPERAODV requiring only 62% of the data needed by SAODV for 50 

nodes. For large networks of 100 nodes, SUPERAODV must send an average of 50.8 MB 

of additional security data, while SAODV must send 98.3 MB.  

This difference, although large, is due to packet size only. There are no behavioural 

differences between the two protocols, with SUPERAODV following the same behaviour 

as SAODV, which in turn has the same behaviour as AODV at the network layer. As 

noted in Sub-section 7.3.3, secure routing only forms routes securely, it does not secure 

data travelling along that route. Therefore the additional security costs shown above are 

the security overhead of route formation, not the total security overhead of providing a 

secured route. The route may be trusted, but data must still be secured between end-points 

to prevent casual observation and potential modification by third parties.  

Figure 7-16 shows the security overheads for SOLSR and SUPEROLSR. Two factors 

contribute to the difference between these two approaches; packet size and behavioural 
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differences. SOLSR requires replies from relay nodes to guarantee routing packet 

delivery and affirm the authenticity of nodes (and thus the routes formed over them). 

SUPEROLSR follows the behaviour of OLSR, a simple flood of routing packets designed 

to passively generate the network topology periodically.  

 

Figure 7-16 Graph showing the additional overhead cost of SOLSR and SUPEROLSR 

secure routing 

 

SUPEROLSR, due to its simpler behaviour and smaller packet size, has consistently 

lower overhead than SOLSR. In networks of 30 or more nodes, this becomes significant, 

with 40 node networks showing SUPEROLSR overheads as 42% smaller than SOLSR 

overheads on average. For networks of 100 nodes, SUPEROLSR generates an additional 

security overhead of 609 KB, while SOLSR generates an overhead of 979.2 KB. In such 

networks, SUPEROLSR generates 37.8% less overhead than SOLSR.  

Despite using the simpler, unsecured behaviour of OLSR (as it just encapsulates OLSR 

data, it does not modify routing behaviour) SUPEROLSR provides confidentiality, 

integrity and authentication services to all routing packets sent by members of the VCN. 

As a result, SUPEROLSR provides the security offered by SOLSR, for a lower cost at 

the point of forming routes. Sub-section 7.4.2.1 highlights the additional costs required 
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to set up a VCN under SUPERMAN however, and such costs are a pre-requisite for 

extending SUPERMAN security to any routing protocol.  

 

7.4.2.3 Secure DTA 

 

It has been established that although secure routing protects communication involving the 

formation of routes, it does not protect the data sent over those routes. As a result, the 

security overhead of control communication must be analysed. DTA (specifically 

consensus-based DTA in the context of this research) is required to grant autonomy to a 

MANET. Without task allocation algorithms, such networks are unable to form decisions 

and allocate nodes to specific duties. As a result, DTA is considered a vital control service 

that requires network-wide communication, thereby making it an ideal candidate for 

observing the additional security overheads associated with protecting such 

communication.  

 

 

Figure 7-17 Graph showing the additional data cost of securing bundle exchange using 

IPsec and SUPERMAN 
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Figure 7-17 shows the security overheads for SUPERMAN and IPsec when securing 

DTA packets. As security overhead is tied directly to the number of communication 

events, acting as an additional number of bytes sent for every event, the additional 

overhead is identical for both CF-CBBA and CBBA.  

The data shown is the percentage of the payload added in security bytes. This shows the 

proportion of additional security, relative to the payload it is protecting, to give an idea 

of the cost of security for a problem of a given size.  

IPsec is shown to be excessively large for small problems, requiring 107% more data to 

secure bundle sharing communication involving 1 task. SUPERMAN is far less resource 

intensive, but still requires an additional 47% of the payload size in security data. 

Both approaches rapidly improve as the problem domain increases in complexity. 

Problems involving 10 tasks involve IPsec appending an additional 20% of payload size 

in security data, while SUPERMAN appends an additional 9.5%. For 50 tasks, IPsec 

requires an additional 4.8% of payload size while SUPERMAN requires 1.6%.  

Assuming that packets do not fragment (due to excessive payload size), this cost is 

constant. Fragmentation of a packet will double the security overhead. In this simulation, 

no packets fragmented, resulting in a stable decrease in security overhead as the problem 

domain complexity increased in size. SUPERMAN requires an average of 56.36% less 

data to secure bundle exchange than IPsec for problem domains of any size.  

 

7.4.3 Section Summary 

 

SUPERMAN has been investigated through comparative analysis, using IPsec as an 

equivalent framework for the purpose of comparison. The security cost of each 

framework has been modelled and simulated, focusing on the number of communication 

events required to achieve a fully secured network and the amount of data required to 

provide that service. 

SUPERMAN’s referral mechanism has been identified as the primary cost-reducing 

element of the framework. By allowing authenticated nodes to vouch for nodes that they 
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have had contact with previously, security association-related communication can be 

minimised, by reducing the amount of data that must be relayed, and the time taken to do 

so. By allowing all authenticated nodes to act as access controllers too, the process of 

joining the network may also avoid such repetition of communication, but allowing nodes 

to join the network over one hop of communication.  

This also allows nodes not authenticated with the network to be closed out of routing 

operations, closing them against potential misbehaviour by nodes undergoing 

authentication. This shows that the proposed security framework provides a virtually 

closed network in all planes, securing network, control and client planes against any 

outside participation.  

SUPERMAN has been shown to provide relatively lightweight data security, while 

requiring additional security control communication to establish a virtually closed 

network. Measures have been put in place to minimise this control traffic, the aim being 

to decrease the security overhead placed on limited-resource networks, specifically 

autonomous MANETs.   

 

7.5 Chapter Summary 

 

A test plan for modelling and simulating the SUPERMAN framework has been proposed. 

Comparison with IPsec has been undertaken to determine the relative characteristics of 

these two frameworks in terms of number of communication events and data required to 

provide a fully secured network. SUPERMAN has been shown to provide such an 

environment at a lower communication cost.  

The cost of adding security to MANET routing protocols has been analysed. SAODV and 

SOLSR provide a mix of cryptographic and behavioural approaches to security, while 

SUPERMAN provides a purely cryptographic and service-based security solution. 

SUPERMAN has been shown to provide lower cost security than SAODV and SOLSR 

implementations of either.  

The cost of adding security to network and control packets has been analysed, finding 

that SUPERMAN incurs less additional cost than IPsec in terms of additional bytes 
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required to secure DTA-related traffic. This was achieved by comparing its application to 

both CBBA and CF-CBBA with IPsec under the same conditions.  

The next chapter will conclude the thesis, providing a summary of content provided 

throughout and identifying how original contributions have been met.  
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8 CONCLUSION 

 

8.1 Chapter Introduction 

 

This chapter concludes the thesis, documenting the original contributions that have been 

generated, and how the research gaps have been identified and addressed. Potential 

directions for future work are identified, to provide an outline of work that can follow on 

from that undertaken here and demonstrate potential future applications of the research 

undertaken to date. 

 

8.1.1 Chapter Layout 

 

 Section 8.2 documents the original contributions outlined in this thesis, outlining 

what those contributions are and providing a rationale for how they have been 

met. 

 Section 8.3 reports on limitations in the research and critiques the research scope. 

 Section 8.4 discusses future work, outlining recommended routes of further 

inquiry.  

 Section 8.5 summarises the chapter and provides the final statement of the thesis. 

 

8.2 Summary of Original Contributions 

 

Section 1.5 identifies areas of original contribution, which have been addressed 

throughout this thesis. These original contributions are summarised in the following sub-

sections. The original contribution will be identified, and the contributing proposals, tests 

and analyses that demonstrate the achievement of the contribution in question 

highlighted. This will provide evidence of novelty and the completion of research 

associated with the original contributions discussed in Chapter 1.  
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8.2.1 The proposal and analysis of Cluster Form CBBA, a method of clustering in 

CBBA to optimise communication 

 

Chapter 4 documents a novel approach to clustering consensus-based task allocation 

algorithms, such as CBBA. The proposed approach is called Cluster Form CBBA (CF-

CBBA), and it reduces the communication complexity of DTA using CBBA by sub-

dividing the size of the network and problem domain to produce multiple simpler 

problems to solve. This is extended to include broadcast communication functionality in 

the BECF-CBBA proposal.  

Chapter 5 tests CF-CBBA and BECF-CBBA, reporting on results and analysing the 

effectiveness of both protocols in reducing communication complexity. CF-CBBA was 

found to greatly reduce the complexity of CBBA-related communication, at the cost of 

having to plan clustering around the number of nodes and tasks present in a given 

problem. Failure to optimise assets to a given problem resulted in a loss of assignment 

optimality due to over-allocation of tasks to certain clusters. BECF-CBBA was shown to 

greatly reduce communication redundancy for both CBBA and CF-CBBA.  

The proposal, testing and analysis of these DTA algorithms represents an original 

contribution achieved by this research.  

 

8.2.2 The definition of Virtual Closed Networks, a means of providing VPN-like 

functionality to MANETs 

 

Chapter 6 defines Virtual Closed Networks (VCN), networks with no physical boundaries 

to network access that collectively deny unknown parties access through a unifying access 

control and authentication policy. In traditional closed networks, hardware elements, such 

as firewalled routers, gate access to the network. MANETs cannot rely on topology 

control to force attackers to go through certain points of ingress, making traditional 

approaches ineffective.  
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By enacting a global access control policy across the MANET in question (such as that 

provided by SUPERMAN) it is possible to close a wireless MANET against intrusion. 

This harnesses the inherent duality of MANET nodes; they are both end-point and router, 

and so may enact router-focused security. In effect, each node is treated as a potential 

point of ingress and is required to uphold network security policies regarding networking 

authentication of nodes attempting to join their MANET.   

The proposal of a VCN approach to MANET represents an original contribution resulting 

from the research that has been undertaken.  

 

8.2.3 A vouching system (Security Using Pre-Existing Routing for Mobile Ad hoc 

Networks (SUPERMAN) referral mechanism) for key exchange to reduce the 

amount of communication required for multi-hop node authentication 

 

The SUPERMAN referral mechanism, proposed in Chapter 6 and analysed in Chapter 7, 

represents a novel approach to mitigating the effects of route length on the number of 

transmissions required to facilitate node authentication in a MANET. Chapter 6 outlines 

the proposed mechanism, stating that by allowing members of a SUPERMAN network 

to vouch for each other, the length of routes may be reduced by having the first node with 

the credentials required by the source in its security table to respond on behalf of the 

destination node.  

Chapter 7 provided results proving the efficacy of this approach, showing that the security 

association phase of SUPERMAN required significantly less information to be sent, when 

compared to IPsec. These findings, and the initial proposal, represent an original 

contribution.  
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8.2.4 Full-suite security for autonomous MANETs, in the form of the SUPERMAN 

framework 

 

Chapter 6 proposed SUPERMAN, a security framework providing a full-suite of security 

features. All services outlined by the X.805 document are provided, as well as novel 

security protocols which augment the functionality of the framework in resource 

constrained MANETs.  

Chapter 7 analysed the security services offered by SUPERMAN, IPsec, SAODV and 

SOLSR. It was found that SUPERMAN provided a full-suite of security feature, both 

end-to-end and point-to-point. SAODV and SOLSR only protect routing, with a limited 

set of security services. IPsec was found to provide a high level of security, but only end-

to-end. As a result, SUPERMAN was found to provide a greater range of security services 

than comparable protocols and frameworks.  

The SUPERMAN framework and associated findings represent a key original 

contribution of this research.  

 

8.2.5 Performance analysis of secure routing, comparing SAODV, SOLSR and 

SUPERMAN 

 

Chapter 7 documents the testing, report of results and subsequent analysis of 

SUPERMAN’s security costs associated with secure routing. When compared to SAODV 

and SOLSR, SUPERMAN was found to provide lower cost security, by closing the 

network against the entry of potentially malicious nodes, instead of employing resource 

intensive behavioural methods such as those employed by SAODV and SOLSR due to 

an assumption of the open-medium problem remaining an issue during routing.  

The reduction of security-cost for routing represents the completion of a key objective of 

the research, as routing is a continuous and potentially costly activity that must be 

performed throughout the lifetime of the network. The reduction of security costs 

associated with routing, by adopting a VCN approach to MANET security, represents an 

original contribution provided by this research. 
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8.2.6 Performance analysis of security-related control communication, comparing 

IPsec and SUPERMAN 

 

Chapter 7 compares SUPERMAN and IPsec security costs associated with DTA. CBBA 

and CF-CBBA were used to profile the additional bytes required to secure DTA control 

data under both frameworks. SUPERMAN was found to outperform IPsec by a small 

margin, due to a smaller encapsulating packet size. This was found to be the result of 

SUPERMAN’s focus on network-closure as a means of providing a persistently secure 

environment in which to communicate (via the VCN approach).  

These findings represent an original contribution, as a product of the research documented 

in this thesis.  

 

8.3 Limitations 

 

Assumptions made in the formative stage of this research were discussed in Chapter 3. 

These assumptions present limitations in the research. These limitations represent the 

boundaries of the research, within which original contributions have been made. This 

section discusses those limitations, and potential studies and further work that may be 

undertaken, were the scope of the research extended. 

 

8.3.1 Nodes are homogenous 

 

All nodes are assumed to be identical, which is a reasonable assumption when considering 

simple surveying missions, but may not reflect the near-future deployment of drone 

swarms. Communication during task allocation could be affected by the introduction of 

nodes with different payloads or forms of mobility.  

An example would be a network of UAVs and UGVs, as highlighted in Chapter 3, 

Sections 3.4 and 3.5. CF-CBBA, as proposed, would need to be extended with a fitting 
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function and capability-based clustering algorithm to account for networks with 

heterogeneous nodes.  

 

8.3.2 Mobility is not modelled as a part of the simulations undertaken 

 

Nodes are assumed to remain immobile during DTA, due to the calculation of distance 

between a node and a task being the basis for fitness to perform said task under CBBA. 

If nodes allocated tasks while moving significantly, there is a possibility that a solution 

may not be reached as the node considered most fit to perform a task may change every 

CBBA round.  

When considering key exchange and authentication, it can be assumed that nodes will not 

move significantly during communication to require new routes to form. It is only when 

rerouting is required, that significant changes in communication cost would be observed, 

firstly due to lost packets when the route fails, then the additional traffic required to 

complete the operation once a new route has been generated.  

The simulations used in this research could be extended with a mobility and topology-

aware model as an item of future work, to allow for the appraisal of communication cost 

in networks of very fast moving nodes. These assumptions and supporting rationales are 

identified in Chapter 3, Section 3.4, Chapter 4, Section 4.4, and Chapter 6, Section 6.4. 

 

8.3.3 Assumption of perfect channel performance 

 

It is assumed, throughout this thesis, that the probability of delivery for a packet sent to a 

node in range is 1. This assumption has been made, due to the use of a variable loss rate 

having no effect on the cost of communication outside of accounting for retries. This 

would increase the costs associated with the baseline and novel algorithms being 

compared, but the relative difference between those algorithms would remain similar.  

It would be beneficial, however, to use a realistic channel model for future work 

investigating the effects of packet loss on a full-system evaluation of the SUPERMAN 
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framework. Rerouting due to high loss rate on a route, and other scenarios would be worth 

consider when taking SUPERMAN to a prototype implementation stage.  

 

8.3.4 Nodes are equipped with non-directional wireless transmitters 

 

The simulations undertaken in this research assume a symmetrical, binary radio 

propagation model. Under such a model, radio propagation is perfectly spherical, and 

there is no degradation of transmission quality until the edge of transmission range is 

crossed. If a node is outside of the calculated range, it has a 100% loss rate. This model 

was chosen, because data-link and physical layers communication were not the focus of 

study in this research, and a simple channel model provided a reliable means of comparing 

DTA and security algorithm communication costs.  

This could be improved in further work, by incorporating the algorithms used in this 

research, into a dedicated network simulator, such as OMNET++. This would allow for 

the study of elements not considered critical to the study reported in this thesis, such as 

the benefits of using certain transmitter hardware.  

 

8.3.5 Constants, such as security credentials and task lists, are communicated 

prior to deployment 

 

It is assumed that the Trusted Authority (TA) does not participate in the mission directly, 

and that all nodes have a shared origin (either the same TA, or a hierarchy including 

cooperating TAs). This has been found to be a reasonable assumption, based on previous 

literature and observations regarding the initialisation of nodes as a time of vulnerability, 

due to the sensitive data being shared with nodes by the TA at this time.  

However, alternative approaches exist, such as distributed key negotiation and coalition-

based assertion of authority in MANETs. It may be of value to consider such approaches 

as a potential replacement for the TA, as SUPERMAN only requires that an authority is 

able to provide nodes with certificates and identifying credentials at initialisation, not that 
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a single TA is required outside of the mission area. This would require further study of 

the vulnerabilities exposed by sharing fundamental data required to close the network in 

a potentially malicious environment.  

 

8.4 Recommendations for Future Work 

 

Throughout this thesis, the original contributions laid out in Chapter 1 and elaborated on 

in Chapters 2 and 3 have been addressed. However, the research undertaken has also 

highlighted areas of further potential contribution, which have fallen outside the scope of 

this research. The following areas of inquiry represent future work that could be 

undertaken, based on the proposals and findings presented in this document.  

 

8.4.1 Context-aware Secure DTA Communication 

 

Research into the requirement of task allocation functionality in autonomous MANETs 

has led to several observations about the relationship between the need to communicate 

information to involve all nodes in the allocation process, and the effective use of network 

resources for such communication. The addition of security increases the cost of any such 

communication by increasing packet size, by the length of required headers and HMAC 

tags in the case of SUPERMAN.  

Future work to identify a means of applying contextual-awareness to security and task 

allocation functions would be useful in further increasing the efficiency with which an 

autonomous MANET communicates. By identifying which nodes needs to be involved 

in a given round of task allocation (possibly by identifying node capabilities and only 

involving qualifying nodes) the amount of communication between nodes on the network 

can be reduced.  

Cluster size could also be considered in a context-aware system, accounting for size 

mismatch between clusters. Even if clusters are assumed to begin a mission with equal 

numbers of nodes, loss of nodes for various reasons may result in task allocations being 
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performed on mismatched clusters. Incorporating cluster size into a context-aware fitting 

function would allow cluster heads to bid on tasks appropriately, with respect to the 

capability of their cluster to service the identified tasks.  

The level of security required to secure the communication may also be integrated into a 

context-aware system, allowing security levels to be assigned based on the current state 

of the mission area. In safe environments, footers containing security data may not be 

required, dramatically decreasing packet sizes.  

The investigation and implementation of a context-aware autonomous MANET security 

algorithm, as an extension to SUPERMAN, is therefore identified as an item of future 

work.  

 

8.4.2 Self-aware Distributed Task and Resource Management 

 

The results of CF-CBBA simulation, when compared with CBBA, showed some 

interesting issues with assignment optimality. The use of arbitrary clusters was found to 

deliver sub-optimal assignments, networks divided into three clusters of six nodes would 

suffer form over allocation of tasks during the cluster-head allocation phase, leading to 

sub-optimal final assignments (as tasks cannot be outsourced once committed to a cluster 

level allocation). These results can be found in Chapter 5. Research into self-aware task 

allocation may lead to solutions to this optimality issue, allowing for expedient task 

allocation that retains all of the optimality of the original algorithm. It may also open up 

the path to adaptive task allocation, allowing networks to reassign tasks in response to 

local or global network change. This may extend to changes in the environment in which 

the network operates, and allow the implementation of missions with parameters that 

change based on events or the passage of time.  
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8.4.3 Investigating the effects of Topology on SUPERMAN Security 

 

Chapter 7 notes the effects of SUPERMAN credential referral mechanisms of networks 

with many multi-hop routes. The simulations performed provided a range of 1 to 3 hops, 

but an average of only 1.23 hops in networks of 100 nodes due to the size of the simulation 

area. Due to the high proportion of neighbours to non-neighbouring nodes, the 

SUPERMAN referral mechanisms impact is not as high as it could hypothetically be.  

Performing additional simulations, with a variety of use-cases, such as urban areas 

(obscured communication in small and large spaces forcing longer routes) and large-scale 

open-field simulations, would allow for the characteristics of SUPERMAN’s referral 

mechanism to be analysed in greater depth. This would allow for further work to improve 

SUPERMAN or develop additional services to support and extend the efficient 

communication of security credentials while maintaining the reliability and integrity of 

the process.  

 

8.4.4 Bridging SUPERMAN VCNs and other Networks 

 

In a real world scenario, it is likely that a SUPERMAN VCN would not work in isolation. 

A particularly poignant scenario, is that of a disaster area in which search and rescue 

operations are making use of autonomous mobile assets to set up communication 

infrastructure and assist in the search operations.  

In such a scenario, it is possible that the autonomous drones being used will serve a dual 

purpose. The first is to travel to targeted areas and provide information, regarding the 

state of the terrain or whether the area is populated. The second may be to facilitate 

communication with persons in that area, if telecommunications have been compromised 

by the disaster.  

In such situations, the ability to form bridges between a SUPERMAN VCN and 

unsecured networks would be required. Means of providing such services could form the 

basis for substantial additional work. The use of IPsec to bridge over SUPERMAN VCNs 

is one possibility, another is providing facilities for SUPERMAN to bridge across 



8 CONCLUSION 

221 

 

unsecured networks to other SUPERMAN VCNs, allowing for a highly distributed secure 

communication infrastructure to be deployed, which augments local unsecured 

telecommunications while preserving secure communications within the VCN 

themselves. As a result, this has been identified as an item of future work that is of 

particular interest to the researcher.  

 

8.5 Chapter Summary 

 

CF-CBBA and BECF-CBBA, two extensions to the CBBA DTA algorithm, have been 

shown to significantly reduce the communication costs associated with distributed task 

allocation. This has the effect of allowing larger problems to be solved using MANETs 

with limited network resources, potentially allowing small and inexpensive platforms to 

undertake mission independent of human control.  

SUPERMAN, a novel security framework that focuses on the closure of a MANET 

against intrusion, has been proposed, tested and analysed. Low-cost, effective security 

has been a large part of the research objectives outlined in Chapter 1 and pursued 

throughout this thesis. As a part of this novel framework, the VCN approach to closing 

MANETs and other open-medium networks against intrusion has been proposed. 

SUPERMAN has been shown to outperform IPsec, SAODV and SOLSR in terms of 

additional security costs accrued by applying security to existing communication. 

SUPERMAN has also been found to significantly outperform IPsec when comparing the 

costs associated with setting up a secure network environment for communication, due to 

the proposal of a novel vouching system (the SUPERMAN referral mechanism).  

This chapter has brought the thesis to a close, summarising the original contributions 

achieved by the research. Future work has been proposed, based on newly identified 

research gaps observed during the course of the research.  
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10  Appendices 

 

10.1 Appendix A: DTA Simulation Code 

The following code represents the files made or modified by the author of this thesis. 

Supporting code that has not been modified may be found at the following address: 

http://acl.mit.edu/projects/cbba.html . It is also available from the author of this document 

upon request. 

A100runTestScript.m 

% Test Script to control iteration count and output of data 

% Authored by Darren Hurley-Smith, 2013. Last modified January 2015 

% This test script runs for the defined number of iterations 

% This test script requires the Parallel Processing Library for MATLAB 

 

parpool('local',4); 

 

rand_val = 11; 

Agents = []; 

Tasks = []; 

AODV = []; 

Data = []; 

CBBA = []; 

t_time=[]; 

c_time=[]; 

d_mess=[]; 

a_mess=[]; 

r_mess=[]; 

CBBA_count = 0; 

Comms_count_h = []; 

Comms_cluster = []; 

cluster_time = []; 

t_clust_score = []; 

 

% Number of cluster heads 

heads = 6; 

 

% Number of cluster members 

nodes = 3; 

 

parfor x=1:100 

 

    rand_val_t = rand_val*x; 

 

    [Agent_Array, Task_Array, T_array, total_time, total_cluster_time, 

comms_time, C_heads, C_cluster, total_heads_score, total_cluster_score, 

http://acl.mit.edu/projects/cbba.html
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Total_Tasks_Count, total_bytes] = costofcommunicationstestscript(rand_val_t, 

heads, nodes); 

 

    Agents(x,:)=Agent_Array; 

    Tasks(x,:)=Task_Array; 

    CBBA(x,:)=T_array; 

    t_time(x,:)=total_time; 

    c_time(x,:)=comms_time; 

    t_bytes(x,:)=total_bytes; 

    Comms_count_h(x,:)=C_heads+C_cluster; 

    cluster_time(x,:)=total_cluster_time; 

 

%     t_heads_score(x,:)=total_heads_score; 

%     t_clust_score(x,:)=total_cluster_score; 

end 

 

avg_agents = mean(Agents(1:2,:),1); 

avg_tasks = mean(Tasks(1:2,:),1); 

avg_CBBA = mean(CBBA(1:2,:),1); 

 

% total time including communications 

avg_t_time=mean(t_time(1:2,:),1); 

 

% total time for the average product of all clusters 

avg_cluster_time=mean(cluster_time(1:2,:),1); 

 

% communications time 

avg_c_time=mean(c_time(1:2,:),1); 

 

% cluster_heads comms 

avg_Comms_count=mean(Comms_count_h(1:2,:),1); 

 

avg_bytes=mean(t_bytes(1:2,:),1); 

 

avg_Cluster_Comms=mean(Comms_cluster(1:2,:),1); %cluster comms 

avg_t_heads_score=mean(t_heads_score(1:2,:),1); 

avg_t_clust_score=mean(t_clust_score(1:2,:),1); 

 

avg_CBBA=uint32(avg_CBBA); 

avg_Comms_count=uint32(avg_Comms_count); 

avg_Cluster_Comms=uint32(avg_Cluster_Comms); 

 

delete(gcp); 

 

% Uncomment below for automatic graph generation 

 

% figure(1); 

 

%plot tasks over total transmitted bits (plotting data and data+routing) 

% plot(avg_tasks,avg_data,'-b'); 

% hold on; 

% plot(avg_tasks,avg_AODV+avg_data,'-r'); 

% hold on; 
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% plot(avg_tasks,avg_AODV,'-k'); 

 

%Start plotting the total number of messages sent by type 

% plot(avg_tasks,avg_d_mess,'-b'); 

% hold on; 

% plot(avg_tasks,avg_a_mess,'-r'); 

% hold on; 

% plot(avg_tasks,avg_r_mess,'-k'); 

 

%plot time taken to execute a given scenario 

% plot(avg_tasks,avg_t_time,'-b'); 

% hold on; 

% plot(avg_tasks,avg_t_time-avg_c_time,'-r'); 

 

% plot(avg_tasks,avg_t_time,'-b'); 

% hold on; 

% plot(avg_tasks,avg_t_time+avg_c_time,'-r'); 

% hold on; 

% plot(avg_tasks,avg_c_time,'-k'); 

% hold on; 

 

% axis tight; 

% xlabel ('Number of Tasks'); 

% xlabel ('# Tasks'); 

% ylabel ('Total Score'); 

% ylabel ('Time (seconds)'); 

% ylabel('End-to-End Communication Requests'); 

% ylabel ('Total Cost of Transmission (bits)'); 

% ylabel('Number of Messages Sent'); 

% ylabel ('CBBA Runs Count'); 

% grid on; 

 

Costofcommunicationstestscript.m 

% Copyright 2010 

% Massachusetts Institute of Technology 

% All rights reserved 

% Developed by the Aerospace Controls Lab, MIT 

 

% Extended by Darren Hurley-Smith, University of Greenwich, to include 

multiple test graphing (May 2013), clustered DTA functionality (June 2013), 

and support for CF-CBBA and BECF-CBBA simulation (July 2013) 

 

%---------------------------------------------------------------------% 

% Consensus-Based Bundle Algorithm (CBBA) 

 

% This software package implements the Consensus-Based Bundle Algorithm 

% (CBBA), a decentralized market-based protocol that provides provably good 

% approximate solutions for multi-agent multi-task allocation problems 

% over networks of heterogeneous agents. The current version supports 
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% tasks with time windows of validity, heterogeneous agent-task 

% compatibility requirements, and score functions that balance task 

% reward and fuel costs. 

%---------------------------------------------------------------------% 

 

%---------------------------------------------------------------------% 

% Main test file.  Initializes problem and calls CBBA. 

%---------------------------------------------------------------------% 

function [Agent_Array, Task_Array, T_array,total_time, total_cluster_time, 

comms_time,C_heads_array, C_cluster_array, total_heads_score, 

total_cluster_score, Total_Tasks_Count, total_bytes] = 

costofcommunicationstestscript(rand_val, H, N) 

% profile on 

 

SEED = rand_val; 

rng(SEED,'twister'); 

 

% Clear environment 

% close all; clear all; 

addpath(genpath(cd)); 

Total_Tasks_Count=0; 

 

% declare global variables and arrays 

total_time=[]; 

comms_time=[]; 

Cluster_time_array=[]; 

total_cluster_time=[]; 

Task_Array = [];        % An array of tasks for graphing 

CBBA_count_array = []; 

d_count_array =[]; 

a_count_array=[]; 

r_count_array=[]; 

C_heads_array=[]; 

C_cluster_array=[]; 

C_cluster=[]; 

C_Total_Score=[]; 

Cluster_Total_Score=[]; 

total_heads_score=[]; 

total_cluster_score=[]; 

head_bytes=[]; 

cluster_bytes=[]; 

total_bytes=[]; 

 

totaltime = 0; 

cluster_totaltime = []; 

 

x = 1;                  % Initial number of tasks/agents (depending on set 

variables) 

 

%---------------------------------------------------------------------% 

% Initialize global variables 

%---------------------------------------------------------------------% 
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WORLD.CLR  = rand(100,3); 

 

WORLD.XMIN = -2.0; 

WORLD.XMAX =  2.5; 

WORLD.YMIN = -1.5; 

WORLD.YMAX =  5.5; 

WORLD.ZMIN =  0.0; 

WORLD.ZMAX =  2.0; 

WORLD.MAX_DISTANCE = sqrt((WORLD.XMAX - WORLD.XMIN)^2 + ... 

                          (WORLD.YMAX - WORLD.YMIN)^2 + ... 

                          (WORLD.ZMAX - WORLD.ZMIN)^2); 

 

%---------------------------------------------------------------------% 

% Define agents and tasks 

%---------------------------------------------------------------------% 

% Grab agent and task types from CBBA Parameter definitions 

CBBA_Params = CBBA_Init(0,0); 

 

% Initialize possible agent fields 

agent_default.id    = 0;            % agent id 

agent_default.type  = 0;            % agent type 

agent_default.avail = 0;            % agent availability (expected time in 

sec) 

agent_default.clr = [];             % for plotting 

 

agent_default.clusterID = 0;      %identify cluster membership 

 

agent_default.x       = 0;          % agent position (meters) 

agent_default.y       = 0;          % agent position (meters) 

agent_default.z       = 0;          % agent position (meters) 

agent_default.nom_vel = 0;          % agent cruise velocity (m/s) 

agent_default.fuel    = 0;          % agent fuel penalty (per meter) 

 

% FOR USER TO DO:  Set agent fields for specialized agents, for example: 

% agent_default.util = 0; 

 

% Initialize possible task fields 

task_default.id       = 0;          % task id 

task_default.type     = 0;          % task type 

task_default.value    = 0;          % task reward 

task_default.start    = 0;          % task start time (sec) 

task_default.end      = 0;          % task expiry time (sec) 

task_default.duration = 0;          % task default duration (sec) 

task_default.lambda   = 0.1;        % task exponential discount 

 

task_default.x        = 0;          % task position (meters) 

task_default.y        = 0;          % task position (meters) 

task_default.z        = 0;          % task position (meters) 

 

% FOR USER TO DO:  Set task fields for specialized tasks 

 

%---------------------------% 
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% Create some default agents 

 

% QUAD 

agent_quad          = agent_default; 

agent_quad.type     = CBBA_Params.AGENT_TYPES.QUAD; % agent type 

agent_quad.nom_vel  = 2;         % agent cruise velocity (m/s) 

agent_quad.fuel     = 1;         % agent fuel penalty (per meter) 

 

% CAR 

agent_car           = agent_default; 

agent_car.type      = CBBA_Params.AGENT_TYPES.CAR;  % agent type 

agent_car.nom_vel   = 2;         % agent cruise velocity (m/s) 

agent_car.fuel      = 1;         % agent fuel penalty (per meter) 

 

% Create some default tasks 

 

% Track 

task_track          = task_default; 

task_track.type     = CBBA_Params.TASK_TYPES.TRACK;      % task type 

task_track.value    = 100;    % task reward 

task_track.start    = 0;      % task start time (sec) 

task_track.end      = 100;    % task expiry time (sec) (set high for longer 

missions) 

task_track.duration = 5;      % task default duration (sec) 

 

% Rescue 

task_rescue          = task_default; 

task_rescue.type     = CBBA_Params.TASK_TYPES.RESCUE;      % task type 

task_rescue.value    = 100;    % task reward 

task_rescue.start    = 0;      % task start time (sec) 

task_rescue.end      = 100;    % task expiry time (sec) 

task_rescue.duration = 15;     % task default duration (sec) 

 

 

%---------------------------------------------------------------------% 

% Define sample scenario 

%---------------------------------------------------------------------% 

 

% % while x<16, %uncomment to increment number of agents 

% H = 5;      % # of cluster heads to be represented in total 

% N = 6;      % # of agents in a cluster (including the cluster head) 

 

% Create random agents 

% create cluster heads in proportion to the number of clusters - this is a 

% 'STATE' of an agent within a cluster, not a unique agent in itself 

for h=1:H, 

    X=[]; 

    Y=[]; 

    heads(h) = agent_quad; 

    heads(h).id   = h; 

    heads(h).clusterID = h; 

 

    % declare cluster sizes and initialise agents for that cluster 
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    for n=1:N, 

        agents(h,n) = agent_quad; 

        agents(h,n).id   = rand(1); 

        agents(h,n).x    = rand(1)*(WORLD.XMAX - WORLD.XMIN) + WORLD.XMIN; 

        agents(h,n).y    = rand(1)*(WORLD.YMAX - WORLD.YMIN) + WORLD.YMIN; 

        agents(h,n).clr  = WORLD.CLR(n,:); 

        agents(h,n).clusterID = h; 

    end 

 

    %aggregate cluster position data for finding averages 

    for n=1:N, 

        X(n)=agents(h,n).x; 

        Y(n)=agents(h,n).y; 

    end 

 

    %use cluster positions to determine 'virtual head' central position 

    heads(h).x    = mean(X); 

    heads(h).y    = mean(Y); 

    heads(h).clr  = WORLD.CLR(h,:); 

end 

 

while x < 51, %uncomment for task increment - initialise to number of tasks 

desired + 1 

%     M = 25;     % # of tasks 

    M=x; 

 

    % Create random tasks 

    for m=1:M, 

 

        tasks(m) = task_track; 

 

        tasks(m).id       = m; 

        tasks(m).start    = rand(1)*100; 

        tasks(m).end      = tasks(m).start + 1*tasks(m).duration; 

        tasks(m).x        = rand(1)*(WORLD.XMAX - WORLD.XMIN) + WORLD.XMIN; 

        tasks(m).y        = rand(1)*(WORLD.YMAX - WORLD.YMIN) + WORLD.YMIN; 

        tasks(m).z        = rand(1)*(WORLD.ZMAX - WORLD.ZMIN) + WORLD.ZMIN; 

    end 

 

%---------------------------------------------------------------------% 

% Initialize communication graph and diameter 

%---------------------------------------------------------------------% 

 

% Fully connected graph 

    head_Graph = ~eye(H);   %comms graph for all cluster heads 

    Graph = ~eye(N);        %comms graph for all other agents in a given 

cluster 

 

%---------------------------------------------------------------------% 

% Run CBBA 

%---------------------------------------------------------------------% 

% do CBBA for cluster heads 
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    [CBBA_Assignments, Total_Score, T, heads_time, D, C_head_total, 

[byte_count] = CBBA_Main(heads, tasks, head_Graph); 

    C_heads_array(x) = C_head_total; 

    total_heads_score(x) = Total_Score; 

    total_time(x)= heads_time; %total cluster heads time to convergence 

    head_bytes(x) = byte_count; 

 

    airtime = 0.000416 + 3*(0.000032*numel(tasks)); 

    thistime = 0.000128 + airtime; 

    totaltime = thistime+totaltime; 

    comms_time(x)=totaltime; 

 

% do CBBA for clusters 

for h=1:H 

    A = 0; 

    for a=1:numel(CBBA_Assignments(h).bundle) 

        for m=1:M 

            if (tasks(m).id == CBBA_Assignments(h).bundle(a)) 

                % initialise cluster-tasks by allocating tasks from the 

                % cluster-head bundle as a new task list 

                cluster_tasks(a) = task_track; 

                cluster_tasks(a).id       = tasks(m).id; 

                cluster_tasks(a).start    = tasks(m).start; 

                cluster_tasks(a).end      = tasks(m).end; 

                cluster_tasks(a).x        = tasks(m).x; 

                cluster_tasks(a).y        = tasks(m).y; 

                cluster_tasks(a).z        = tasks(m).z; 

 

                A=A+1; %counter of number of tasks in list 

                Total_Tasks_Count=Total_Tasks_Count+1; 

            end 

        end 

    end 

    if (A>0) 

        [CBBA_Cluster_Assignments, Total_Score, T, cluster_time, D, C_total,   

byte_count] = CBBA_Main(agents(h,:), cluster_tasks, Graph); 

        C_cluster(h)=C_total; %array of comm total arrays for cluster 

        Cluster_time_array(h)=cluster_time; 

        Cluster_Total_Score(h)=Total_Score; 

 

        airtime = 0.000416 + 3*(0.000032*numel(cluster_tasks)); 

        thistime = 0.000128 + airtime; 

        cluster_totaltime(x) = thistime; 

        cluster_bytes(h) = byte_count; 

        clear cluster_tasks; 

    else 

        C_cluster(h)=0; %array of comm total arrays for cluster heads 

        Cluster_time_array(h)=0; 

        Cluster_Total_Score(h)=0; 

        cluster_bytes(h) = 0; 

    end 

end 
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    % comment out below to only include cluster-head comms 

    comms_time(x)=comms_time(x)+(max(cluster_totaltime)); 

 

    %calculate total bytes sent 

    total_bytes(x) = head_bytes(x) + (sum(cluster_bytes)); 

 

    C_cluster_array(x)=sum(C_cluster); %sum of all comm totals for cluster 

heads 

 

    total_cluster_time(x)=max(Cluster_time_array); %the slowest cluster time 

 

%     total_heads_score(x)=C_Total_Score; 

    total_cluster_score(x)=sum(Cluster_Total_Score); %sum of all cluster 

scores represents total mission score 

    %ignore heads score for the purposes of calculating the total mission 

    %score 

 

 

    Task_Array(x) = M; 

    Agent_Array(x) = H; %placeholder for clusterhead count 

 

    T_array(x) = T; 

    x = x+1; 

 

end 

 

CBBACommunicate.m 

% Copyright 2010 

% Massachusetts Institute of Technology 

% All rights reserved 

% Developed by the Aerospace Controls Lab, MIT 

 

% Modified by Darren Hurley-Smith (March 2013) to support Broadcast, 

% Multicast and Unicast communication event tracking 

 

%---------------------------------------------------------------------% 

% Runs consensus between neighbors 

% Checks for conflicts and resolves among agents 

% 

% This is a message passing scheme described in Table 1 of: 

% "Consensus-Based Decentralized Auctions for Robust Task Allocation", 

% H.-L. Choi, L. Brunet, and J. P. How, 

% IEEE Transactions on Robotics, Vol. 25, (4): 912 – 926, August 2009 

%---------------------------------------------------------------------% 

 

function [CBBA_Data, t, D, C_count, byte_count] = 

CBBA_Communicate(CBBA_Params, CBBA_Data, Graph, old_t, T, agents) 

 

%set communications range 
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R = 10; 

% k = 1; %this drone identity 

airtime = 0; 

thistime = 0; 

totaltime = 0; 

task_count = 0; 

byte_count = 0; 

% Copy data 

for n = 1:CBBA_Params.N, 

    old_z(n,:) = CBBA_Data(n).winners; 

    old_y(n,:) = CBBA_Data(n).winnerBids; 

end 

 

z = old_z; 

y = old_y; 

t = old_t; 

 

epsilon = 10e-6; 

 

 

% Start communication between agents 

 

% sender   = k REMOVED 

% receiver = i NOW REPRESENTS NUMBER OF IDENTITIES INVOLVED 

% task     = j still represents number of tasks 

 

C_count=0; 

task_count = numel(CBBA_Params.M); 

C = cputime; %set timers for time analysis 

D = 0; 

 

for k=1:CBBA_Params.N 

 

    C_count = C_count+1; %comment out if not in broadcast mode 

 

%comment out below for broadcast comms (uncomment inner loop) 

 byte_count = byte_count+(32+(numel(CBBA_Params.M)*16)); 

 

% comment out the abbove to release the need for identity communication - 

% assume this has already been achieved for now 

    for i=1:CBBA_Params.N 

        %all communication happens here 

 

        %comment out below for broadcast comms (uncomment above) 

%         byte_count = byte_count+32+(task_count*16); 

 

        %count the number of end to end communication events 

        if i~=k %assume self-identity is equal to 1 at present 

%             C_count = C_count+1; 

        end 

 

        if( Graph(k,i) == 1 ) %comment out to release requirement for 

        %comms - graph isn't needed for self-contained allocation 
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            for j=1:CBBA_Params.M 

                % Implement table for each task 

 

                if( old_z(k,j) == k ) % Entries 1 to 4: Sender thinks he has 

the task 

                    task_count = task_count + 1; 

 

                    % Entry 1: Update or Leave 

                    if( z(i,j) == i ) 

                        if( old_y(k,j) - y(i,j) > epsilon )  % Update 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        elseif( abs(old_y(k,j) - y(i,j)) <= epsilon )  % 

Equal scores 

                            if( z(i,j) > old_z(k,j) )  % Tie-break based on 

smaller index 

                                z(i,j) = old_z(k,j); 

                                y(i,j) = old_y(k,j); 

                            end 

                        end 

 

                    % Entry 2: Update 

                    elseif( z(i,j) == k ) 

                        z(i,j) = old_z(k,j); 

                        y(i,j) = old_y(k,j); 

 

                    % Entry 3: Update or Leave 

                    elseif( z(i,j) > 0 ) 

                        if( old_t(k,z(i,j)) > t(i,z(i,j)) )  % Update 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        elseif( (old_y(k,j) - y(i,j)) > epsilon )  % Update 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        elseif( abs(old_y(k,j) - y(i,j)) <= epsilon )  % 

Equal scores 

                            if( z(i,j) > old_z(k,j) )  % Tie-break based on 

smaller index 

                                z(i,j) = old_z(k,j); 

                                y(i,j) = old_y(k,j); 

                            end 

                        end 

 

                    % Entry 4: Update 

                    elseif( z(i,j) == 0 ) 

                        z(i,j) = old_z(k,j); 

                        y(i,j) = old_y(k,j); 

 

                    else 

                        disp('Unknown winner value: Should not be here, 

please revise') 

                    end 
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                elseif( old_z(k,j) == i ) % Entries 5 to 8: Sender thinks 

receiver has the task 

 

                    % Entry 5: Leave 

                    if( z(i,j) == i ) 

                        % Do nothing 

 

                     % Entry 6: Reset 

                    elseif( z(i,j) == k ) 

                        z(i,j) = 0; 

                        y(i,j) = 0; 

 

                     % Entry 7: Reset or Leave 

                    elseif( z(i,j) > 0 ) 

                        if( old_t(k,z(i,j)) > t(i,z(i,j)) )  % Reset 

                            z(i,j) = 0; 

                            y(i,j) = 0; 

                        end 

 

                    % Entry 8: Leave 

                    elseif( z(i,j) == 0 ) 

                        % Do nothing 

 

                    else 

                        disp('Unknown winner value: Should not be here, 

please revise') 

                    end 

 

                elseif( old_z(k,j) > 0 ) % Entries 9 to 13: Sender thinks 

someone else has the task 

 

                    % Entry 9: Update or Leave 

                    if( z(i,j) == i ) 

                        if( old_t(k,old_z(k,j)) > t(i,old_z(k,j)) ) 

                            if ( (old_y(k,j) - y(i,j)) > epsilon ) 

                                z(i,j) = old_z(k,j);  % Update 

                                y(i,j) = old_y(k,j); 

                            elseif( abs(old_y(k,j) - y(i,j)) <= epsilon )   

                            % Equal scores 

 

                                if( z(i,j) > old_z(k,j) )   

                                % Tie-break based on smaller index 

 

                                    z(i,j) = old_z(k,j); 

                                    y(i,j) = old_y(k,j); 

                                end 

                            end 

                        end 

 

                     % Entry 10: Update or Reset 

                    elseif( z(i,j) == k ) 

                        if( old_t(k,old_z(k,j)) > t(i,old_z(k,j)) )   
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                        % Update 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        else  % Reset 

                            z(i,j) = 0; 

                            y(i,j) = 0; 

                        end 

 

                    % Entry 11: Update or Leave 

                    elseif( z(i,j) == old_z(k,j) ) 

                        if( old_t(k,old_z(k,j)) > t(i,old_z(k,j)) )   

                        % Update 

 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        end 

 

                    % Entry 12: Update, Reset or Leave 

                    elseif( z(i,j) > 0 ) 

                        if( old_t(k,z(i,j)) > t(i,z(i,j)) ) 

                            if( old_t(k,old_z(k,j)) >= t(i,old_z(k,j)) )   

                            % Update 

                                z(i,j) = old_z(k,j); 

                                y(i,j) = old_y(k,j); 

                            elseif( old_t(k,old_z(k,j)) < t(i,old_z(k,j)) )                            

                            % Reset 

                                z(i,j) = 0; 

                                y(i,j) = 0; 

                            else 

                                disp('Should not be here, please revise') 

                            end 

                        else 

                            if( old_t(k,old_z(k,j)) > t(i,old_z(k,j)) ) 

                                if( (old_y(k,j) - y(i,j)) > epsilon )   

                                % Update 

 

                                    z(i,j) = old_z(k,j); 

                                    y(i,j) = old_y(k,j); 

                               elseif( abs(old_y(k,j) - y(i,j)) <= epsilon )                                                            

                               % Equal scores 

 

                                    if( z(i,j) > old_z(k,j) )    

                                    % Tie-break based on smaller index 

 

                                        z(i,j) = old_z(k,j); 

                                        y(i,j) = old_y(k,j); 

                                    end 

                                end 

                            end 

                        end 

 

                    % Entry 13: Update or Leave 

                    elseif( z(i,j) == 0 ) 
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                        if( old_t(k,old_z(k,j)) > t(i,old_z(k,j)) )   

                            % Update 

 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        end 

 

                    else 

                        disp('Unknown winner value: Should not be here, 

please revise') 

                    end 

 

                elseif( old_z(k,j) == 0 )  

                % Entries 14 to 17: Sender thinks no one has the task 

 

                    % Entry 14: Leave 

                    if( z(i,j) == i ) 

                        % Do nothing 

 

                     % Entry 15: Update 

                    elseif( z(i,j) == k ) 

                        z(i,j) = old_z(k,j); 

                        y(i,j) = old_y(k,j); 

 

                     % Entry 16: Update or Leave 

                    elseif( z(i,j) > 0 ) 

                        if( old_t(k,z(i,j)) > t(i,z(i,j)) )  % Update 

                            z(i,j) = old_z(k,j); 

                            y(i,j) = old_y(k,j); 

                        end 

 

                    % Entry 17: Leave 

                    elseif( z(i,j) == 0 ) 

                        % Do nothing 

 

                    else 

                        disp('Unknown winner value: Should not be here, 

please revise') 

                    end 

 

                    % End of table 

 

                else 

                    disp('Unknown winner value: Should not be here, please 

revise') 

                end 

            end 

 

            % Update timestamps for all agents based on latest comm 

            for n=1:CBBA_Params.N 

                if( n ~= i && t(i,n) < old_t(k,n) ) 

                    t(i,n) = old_t(k,n); 

                end 
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            end 

            t(i,k) = T; 

        end 

 

    end 

%     Uncomment to calculate approximate time taken to communicate based on 

communication device specification 

%     airtime = 0.000416 + 3*(0.000032*task_count); 

%     thistime = 0.000128 + airtime; 

%     totaltime = thistime+totaltime; 

end 

% 

% D=(cputime-C)+totaltime+D; 

 

% comment out top D for no comms, and bottom D for with commms 

% D=(cputime-C)+totaltime; 

% D=(cputime-C); 

% Copy data 

for n = 1:CBBA_Params.N, 

    CBBA_Data(n).winners    = z(n,:); 

    CBBA_Data(n).winnerBids = y(n,:); 

end 

 

% byte_count = sum(temp_byte); 

 

end 

 

 

10.2 Appendix B: Secure MANET Simulation Code 

The following code allows the simulation of SUPERMAN, IPsec, SAODV, SOLSR, 

AODV and OLSR in a simple environment. It does not account for environmental affects, 

being a simple environment that tracks node placement and the routes generated between 

them.  

Super_sim_setup.m 

% Darren Hurley-Smith, University of Greenwich 2015 

% Simulation set up script for SUPERMAN security cost evaluation 

% Runs for a user defined number of iterations, over a user defined network 

% size 

 

function [SUPERMAN_comm_array, SUPERMAN_init_array, IP_tunnel_cost, 

IP_init_cost, IParr_bytes, SUPERarr_bytes, IParr_init_bytes, 

SUPERarr_init_bytes, SAODVresbytes, SOLSRresbytes, SUPERAODVresbytes, 

SUPEROLSRresbytes, AODV_resbytes, OLSR_resbytes, n_count_array, t] = 

SUPER_Sim_Setup(N, X, Y, Iterations, SEED) 
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% Start Tictoc. Use only to profile sim time, do not use as a result 

tic; 

 

parpool('local',4); 

 

% Initialise rng with seed and set to chosen RNG type 

rng(SEED,'twister'); 

 

% Set up required variables here 

SUPERMAN_comm_array = []; 

n_count_array = []; 

SUPERMAN_init_array = []; 

IParr_bytes = []; 

SUPERarr_bytes = []; 

IParr_init_bytes = []; 

SUPERarr_init_bytes = []; 

IP_tunnel_cost = []; 

IP_init_cost = []; 

comm_count = 0; 

IPauth = 0; 

IPinit = 0; 

SUPER_bytes = 0; 

IP_bytes = 0; 

SUPER_init_bytes = 0; 

IP_init_bytes = 0; 

init_val = 0; 

SAODV_prebytes = 0; 

SOLSR_prebytes = 0; 

SUPERAODV_prebytes = 0; 

SUPEROLSR_prebytes = 0; 

AODV_prebytes = 0; 

OLSR_prebytes = 0; 

SAODVresbytes = []; 

SOLSRresbytes = []; 

SUPERAODVresbytes = []; 

SUPEROLSRresbytes = []; 

AODV_resbytes = []; 

OLSR_resbytes = []; 

Dcount=0; 

Ccount=0; 

CEcount=0; 

SKcount=0; 

D_array=zeros(1,N-9); 

CR_array=zeros(1,N-9); 

CE_array=zeros(1,N-9); 

SK_array=zeros(1,N-9); 

nodes = []; 

count = 1; 

 

for n=10:5:N 

    parfor i=1:Iterations 

        [SUPERMAN_comm_count, 

SUPERMAN_comm_count_init,IPtotal_comms,IPinit_comms, IPSEC_bytes, 
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tunnel_bytes, total_init_bytes, IPSEC_init_bytes, SAODV_bytes, SOLSR_bytes, 

SUPERAODV_bytes, SUPEROLSR_bytes, AODV_bytes, OLSR_bytes] = 

AuthSim_main(n,X,Y); 

        comm_count = comm_count+SUPERMAN_comm_count; 

        init_val = init_val+SUPERMAN_comm_count_init; 

        IPauth = IPauth+IPtotal_comms; 

        IPinit = IPinit+IPinit_comms; 

        SUPER_bytes = SUPER_bytes+tunnel_bytes; 

        IP_bytes = IP_bytes+IPSEC_bytes; 

        SUPER_init_bytes = SUPER_init_bytes + total_init_bytes; 

        IP_init_bytes = IP_init_bytes + IPSEC_init_bytes; 

        SAODV_prebytes = SAODV_prebytes+SAODV_bytes; 

        SOLSR_prebytes = SOLSR_prebytes+SOLSR_bytes; 

        SUPERAODV_prebytes = SUPERAODV_prebytes+SUPERAODV_bytes; 

        SUPEROLSR_prebytes = SUPEROLSR_prebytes+SUPEROLSR_bytes; 

        AODV_prebytes = AODV_prebytes + AODV_bytes; 

        OLSR_prebytes = OLSR_prebytes + OLSR_bytes; 

        disp(sprintf('Iteration %d of %d completed',i,Iterations)) 

    end 

 

    SUPERMAN_comm_array(count) = comm_count/Iterations; 

    SUPERMAN_init_array(count) = init_val/Iterations; 

    IP_tunnel_cost(count) = IPauth/Iterations; 

    IP_init_cost(count) = IPinit/Iterations; 

    SUPERarr_bytes(count) = SUPER_bytes/Iterations; 

    IParr_bytes(count) = IP_bytes/Iterations; 

    SUPERarr_init_bytes(count) = SUPER_init_bytes/Iterations; 

    IParr_init_bytes(count) = IP_init_bytes/Iterations; 

    SAODVresbytes(count) = SAODV_prebytes/Iterations; 

    SOLSRresbytes(count) = SOLSR_prebytes/Iterations; 

    SUPERAODVresbytes(count) = SUPERAODV_prebytes/Iterations; 

    SUPEROLSRresbytes(count) = SUPEROLSR_prebytes/Iterations; 

    AODV_resbytes(count) = AODV_prebytes/Iterations; 

    OLSR_resbytes(count) = OLSR_prebytes/Iterations; 

    n_count_array(count) = n; 

    comm_count = 0; 

    init_val = 0; 

    IPauth = 0; 

    IPinit = 0; 

    IPauth_bytes = 0; 

    IPinit_bytes = 0; 

    disp(sprintf('Cluster %d of %d completed',n,N)) 

 

    count = count +1; 

end 

 

delete(gcp); 

 

% Tictoc timing for simulation profiling only. DO NOT use for simulation 

% data, not reflective of actual time to process/communicate 
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AuthSim_Main.m 

%Darren Hurley-Smith, University of Greenwich 2015 

 

%Main script for Network generation. 

 

%Creates the world_space, node and network objects for further simulation. 

%Nodes are randomly spaced in the world, within range of at least one other 

%node.  All nodes are static during the authentication simulation process. 

 

function [SUPERMAN_comm_count, SUPERMAN_comm_count_init, IPtotal_comms, 

IPinit_comms, IPbytes, tunnel_bytes, total_init_bytes, IPSEC_init_bytes, 

SAODV_bytes, SOLSR_bytes, SUPERAODV_bytes, SUPEROLSR_bytes, AODV_bytes, 

OLSR_bytes, node] = AuthSim_main( N, X, Y) 

 

% rand('seed', SEED); 

% rng(SEED,'twister'); 

 

R = 100; 

WORLD.XMIN = 0; 

WORLD.YMIN = 0; 

WORLD.XMAX = X; 

WORLD.YMAX = Y; 

 

farthestPreviousHop = []; 

farthestNextHop = []; 

 

routingTable = createArrays(N, [1 N]); 

authTable = zeros(1,N); 

 

fail_check = 1; 

 

CostMatrix = []; 

 

xy = [N 2]; 

 

    for n=1:N, 

        node(n).Index = n; 

        node(n).rTable = routingTable; 

        node(n).aTable = authTable; 

        node(n).IPaTable = authTable; 

        node(n).x    = rand(1)*WORLD.XMAX; 

        node(n).y    = rand(1)*WORLD.YMAX; 

        node(n).z    = 1; 

        node(n).netauth = 0; %set initial network authentication level to 0 

until joined 

        node(n).IPnetauth = 0; 

        node(n).adjacent_nodes = 0; 

    end 

 

    node(1).netauth = 1; %initialise node 1 to allow propagation of network 

details 
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    node(1).IPnetauth = 1; %same for IPSEC network auth 

 

    %generate connection matrix for all nodes 

    for n=1:N, 

        for j = 1:N 

            distance = sqrt((node(n).x - node(j).x)^2 + (node(n).y - 

node(j).y)^2); 

            if distance <= R 

                matrix(n,j)=1; 

                netCostMatrix(n,j)=(node(n).z + node(j).z)/2; 

                matriz(n,j)=distance; 

            else 

                matrix(n,j) = inf; 

                netCostMatrix(n,j)= inf; 

                matriz(n,j)=inf; 

                CostMatrix = netCostMatrix; 

            end 

            xy(n,:)=node(n).x; 

            xy(:,n)=node(n).y; 

        end 

    end 

 

    for i = 1:N 

        % initialize the farthest node to be itself; 

        farthestPreviousHop(i) = i;     % used to compute the RTS/CTS range; 

        farthestNextHop(i) = i; 

    end; 

    %Initialise network 

    for i=1:N 

        for j=1:N 

            if j ~= i 

%             node(i).rTable{j}=AODV_routing(N, matrix, node(i).Index, 

node(j).Index, farthestPreviousHop, farthestNextHop); 

%             node(i).rTable{j} = 

dijkstra(matrix,node(i).Index,node(j).Index); 

            node(i).rTable{j} = 

dijkstra_improved(matrix,xy,node(i).Index,node(j).Index); 

            end 

        end 

    end 

 

% Calculate adjacency for the purpose of calculating broadcasts 

 

    for n=1:N 

        for j=1:N 

            if n ~= j 

                if length(node(n).rTable{j})-1 == 1 

                    node(n).adjacent_nodes = node(n).adjacent_nodes + 1; 

                end 

            end 

        end 

    end 
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% Calculate the cost of routing (bytes) for SAODV, SOLSR and SUPERMAN 

% protected AODV and OLSR 

 

[SAODV_bytes, node] = SAODV(node, N); 

[SOLSR_bytes, node] = SOLSR(node, N); 

[SUPERAODV_bytes, node] = SUPERAODV(node, N); 

[SUPEROLSR_bytes, node] = SUPEROLSR(node, N); 

[AODV_bytes, node] = AODV(node, N); 

[OLSR_bytes, node] = OLSR(node, N); 

 

%Perform initial authentication.  At this stage routes cannot be used. 

%Source will only receive from or send to nodes one hop from itself to 

%represent this 

 

%SUPERMAN_comm_count_init = 0; 

 

[SUPERMAN_comm_count_init, node, total_init_bytes] = 

SUPERMAN_Init_Auth(node,N); 

 

%Perform SUPERMAN authentication (assume that all nodes have authenticated 

%with the network already and have a valid NSb (and resulting SKbe and SKbp 

%keys) 

 

[SUPERMAN_comm_count, node, tunnel_bytes] = SUPERMAN_Link_Auth(node, N); 

 

%Now test IPSEC characteristics 

[IPtotal_comms, node, IPbytes, IPinit_comms, IPSEC_init_bytes] = 

IPSEC_Link_Auth(node, N); 

 

% [IPinit_comms, node, IPSEC_init_bytes] = IP_Init_Auth(node, N); 

 

 

end 

 

Dijkstra_improved.m  

(modified code from an external source, supplementary files available on request) 

function [paths] = dijkstra_improved(AorV,xyCorE,SID,FID,iswaitbar) 

 

%DIJKSTRA Calculate Minimum Costs and Paths using Dijkstra's Algorithm 

% 

%   Inputs: 

%     [AorV] Either A or V where 

%         A   is a NxN adjacency matrix, where A(I,J) is nonzero (=1) 

%               if and only if an edge connects point I to point J 

%               NOTE: Works for both symmetric and asymmetric A 

%         V   is a Nx2 (or Nx3) matrix of x,y,(z) coordinates 

%     [xyCorE] Either xy or C or E (or E3) where 

%         xy  is a Nx2 (or Nx3) matrix of x,y,(z) coordinates (equivalent to 

V) 
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%               NOTE: only valid with A as the first input 

%         C   is a NxN cost (perhaps distance) matrix, where C(I,J) contains 

%               the value of the cost to move from point I to point J 

%               NOTE: only valid with A as the first input 

%         E   is a Px2 matrix containing a list of edge connections 

%               NOTE: only valid with V as the first input 

%         E3  is a Px3 matrix containing a list of edge connections in the 

%               first two columns and edge weights in the third column 

%               NOTE: only valid with V as the first input 

%     [SID] (optional) 1xL vector of starting points 

%         if unspecified, the algorithm will calculate the minimal path from 

%         all N points to the finish point(s) (automatically sets SID = 1:N) 

%     [FID] (optional) 1xM vector of finish points 

%         if unspecified, the algorithm will calculate the minimal path from 

%         the starting point(s) to all N points (automatically sets FID = 

1:N) 

%     [iswaitbar] (optional) a scalar logical that initializes a waitbar if 

nonzero 

% 

%   Outputs: 

%     [costs] is an LxM matrix of minimum cost values for the minimal paths 

%     [paths] is an LxM cell array containing the shortest path arrays 

% 

%   Revision Notes: 

%     (4/29/09) Previously, this code ignored edges that have a cost of 

zero, 

%     potentially producing an incorrect result when such a condition 

exists. 

%     I have solved this issue by using NaNs in the table rather than a 

%     sparse matrix of zeros. However, storing all of the NaNs requires more 

%     memory than a sparse matrix. This may be an issue for massive data 

%     sets, but only if there are one or more 0-cost edges, because a sparse 

%     matrix is still used if all of the costs are positive. 

% 

%   Note: 

%     If the inputs are [A,xy] or [V,E], the cost is assumed to be (and is 

%       calculated as) the point-to-point Euclidean distance 

%     If the inputs are [A,C] or [V,E3], the cost is obtained from either 

%       the C matrix or from the edge weights in the 3rd column of E3 

% 

%   Example: 

%       % Calculate the (all pairs) shortest distances and paths using 

[A,xy] inputs 

%       n = 7; A = zeros(n); xy = 10*rand(n,2) 

%       tri = delaunay(xy(:,1),xy(:,2)); 

%       I = tri(:); J = tri(:,[2 3 1]); J = J(:); 

%       IJ = I + n*(J-1); A(IJ) = 1 

%       [costs,paths] = dijkstra(A,xy) 

% 

%   Example: 

%       % Calculate the (all pairs) shortest distances and paths using [A,C] 

inputs 

%       n = 7; A = zeros(n); xy = 10*rand(n,2) 
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%       tri = delaunay(xy(:,1),xy(:,2)); 

%       I = tri(:); J = tri(:,[2 3 1]); J = J(:); 

%       IJ = I + n*(J-1); A(IJ) = 1 

%       a = (1:n); b = a(ones(n,1),:); 

%       C = round(reshape(sqrt(sum((xy(b,:) - xy(b',:)).^2,2)),n,n)) 

%       [costs,paths] = dijkstra(A,C) 

% 

%   Example: 

%       % Calculate the (all pairs) shortest distances and paths using [V,E] 

inputs 

%       n = 7; V = 10*rand(n,2) 

%       I = delaunay(V(:,1),V(:,2)); 

%       J = I(:,[2 3 1]); E = [I(:) J(:)] 

%       [costs,paths] = dijkstra(V,E) 

% 

%   Example: 

%       % Calculate the (all pairs) shortest distances and paths using 

[V,E3] inputs 

%       n = 7; V = 10*rand(n,2) 

%       I = delaunay(V(:,1),V(:,2)); 

%       J = I(:,[2 3 1]); 

%       D = sqrt(sum((V(I(:),:) - V(J(:),:)).^2,2)); 

%       E3 = [I(:) J(:) D] 

%       [costs,paths] = dijkstra(V,E3) 

% 

%   Example: 

%       % Calculate the shortest distances and paths from the 3rd point to 

all the rest 

%       n = 7; V = 10*rand(n,2) 

%       I = delaunay(V(:,1),V(:,2)); 

%       J = I(:,[2 3 1]); E = [I(:) J(:)] 

%       [costs,paths] = dijkstra(V,E,3) 

% 

%   Example: 

%       % Calculate the shortest distances and paths from all points to the 

2nd 

%       n = 7; A = zeros(n); xy = 10*rand(n,2) 

%       tri = delaunay(xy(:,1),xy(:,2)); 

%       I = tri(:); J = tri(:,[2 3 1]); J = J(:); 

%       IJ = I + n*(J-1); A(IJ) = 1 

%       [costs,paths] = dijkstra(A,xy,1:n,2) 

% 

%   Example: 

%       % Calculate the shortest distance and path from points [1 3 4] to [2 

3 5 7] 

%       n = 7; V = 10*rand(n,2) 

%       I = delaunay(V(:,1),V(:,2)); 

%       J = I(:,[2 3 1]); E = [I(:) J(:)] 

%       [costs,paths] = dijkstra(V,E,[1 3 4],[2 3 5 7]) 

% 

%   Example: 

%       % Calculate the shortest distance and path between two points 

%       n = 1000; A = zeros(n); xy = 10*rand(n,2); 
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%       tri = delaunay(xy(:,1),xy(:,2)); 

%       I = tri(:); J = tri(:,[2 3 1]); J = J(:); 

%       D = sqrt(sum((xy(I,:)-xy(J,:)).^2,2)); 

%       I(D > 0.75,:) = []; J(D > 0.75,:) = []; 

%       IJ = I + n*(J-1); A(IJ) = 1; 

%       [cost,path] = dijkstra(A,xy,1,n) 

%       gplot(A,xy,'k.:'); hold on; 

%       plot(xy(path,1),xy(path,2),'ro-','LineWidth',2); hold off 

%       title(sprintf('Distance from 1 to 1000 = %1.3f',cost)) 

% 

% Web Resources: 

%   <a href="http://en.wikipedia.org/wiki/Dijkstra%27s_algorithm">Dijkstra's 

Algorithm</a> 

%   <a 

href="http://en.wikipedia.org/wiki/Graph_%28mathematics%29">Graphs</a> 

%   <a href="http://en.wikipedia.org/wiki/Adjacency_matrix">Adjacency 

Matrix</a> 

% 

% See also: gplot, gplotd, gplotdc, distmat, ve2axy, axy2ve 

% 

% Author: Joseph Kirk 

% Email: jdkirk630@gmail.com 

% Release: 1.1 

% Date: 4/29/09 

 

% Errors corrected and function modified for use in SUPERMAN simulation by 

% Darren Hurley-Smith, University of Greenwich, 2014 

 

% Process Inputs 

error(nargchk(2,5,nargin)); 

all_positive = 1; 

[n,nc] = size(AorV); 

[m,mc] = size(xyCorE); 

[E,cost] = processInputs(AorV,xyCorE); 

if nargin < 5 

    iswaitbar = 0; 

end 

if nargin < 4 

    FID = (1:n); 

end 

if nargin < 3 

    SID = (1:n); 

end 

if max(SID) > n || min(SID) < 1 

    eval(['help ' mfilename]); 

    error('Invalid [SID] input. See help notes above.'); 

end 

if max(FID) > n || min(FID) < 1 

    eval(['help ' mfilename]); 

    error('Invalid [FID] input. See help notes above.'); 

end 

 

isreversed = 0; 
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if length(FID) < length(SID) 

    E = E(:,[2 1]); 

    cost = cost'; 

    tmp = SID; 

    SID = FID; 

    FID = tmp; 

    isreversed = 1; 

end 

 

L = length(SID); 

M = length(FID); 

costs = zeros(L,M); 

paths = num2cell(nan(L,M)); 

 

% Find the Minimum Costs and Paths using Dijkstra's Algorithm 

if iswaitbar, wbh = waitbar(0,'Please Wait ... '); end 

for k = 1:L 

    % Initializations 

    if all_positive, TBL = sparse(1,n); else TBL = NaN(1,n); end 

    min_cost = Inf(1,n); 

    settled = zeros(1,n); 

    path = num2cell(nan(1,n)); 

    I = SID(k); 

    min_cost(I) = 0; 

    TBL(I) = 0; 

    settled(I) = 1; 

    path(I) = {I}; 

 

    while any(~settled(FID)) 

        % Update the Table 

        TAB = TBL; 

        if all_positive, TBL(I) = 0; else TBL(I) = NaN; end 

        nids = find(E(:,1) == I); 

        % Calculate the Costs to the Neighbor Points and Record Paths 

        for kk = 1:length(nids) 

            J = E(nids(kk),2); 

            if ~settled(J) 

                c = cost(I,J); 

                if all_positive, empty = ~TAB(J); else empty = 

isnan(TAB(J)); end 

                if empty || (TAB(J) > (TAB(I) + c)) 

                    TBL(J) = TAB(I) + c; 

                    if isreversed 

                        path{J} = [J path{I}]; 

                    else 

                        path{J} = [path{I} J]; 

                    end 

                else 

                    TBL(J) = TAB(J); 

                end 

            end 

        end 
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        if all_positive, K = find(TBL); else K = find(~isnan(TBL)); end 

        % Find the Minimum Value in the Table 

        N = find(TBL(K) == min(TBL(K))); 

        if isempty(N) 

            break 

        else 

            % Settle the Minimum Value 

            I = K(N(1)); 

            min_cost(I) = TBL(I); 

            settled(I) = 1; 

        end 

    end 

    % Store Costs and Paths 

    costs(k,:) = min_cost(FID); 

    paths(k,:) = path(FID); 

    if iswaitbar, waitbar(k/L,wbh); end 

end 

if iswaitbar, close(wbh); end 

 

if isreversed 

    costs = costs'; 

    paths = paths'; 

end 

 

if L == 1 && M == 1 

    paths = paths{1}; 

end 

 

% ------------------------------------------------------------------- 

    function [E,C] = processInputs(AorV,xyCorE) 

        C = sparse(n,n); 

        if n == nc 

            if m == n 

                if m == mc % Inputs: A,cost 

                    A = AorV; 

                    A = A - diag(diag(A)); 

                    C = xyCorE; 

                    all_positive = all(C(logical(A)) > 0); 

                    E = a2e(A); 

                else % Inputs: A,xy 

                    A = AorV; 

                    A = A - diag(diag(A)); 

                    xy = xyCorE; 

                    E = a2e(A); 

                    D = ve2d(xy,E); 

                    all_positive = all(D > 0); 

                    for row = 1:length(D) 

                        C(E(row,1),E(row,2)) = D(row); 

                    end 

                end 

            else 

                eval(['help ' mfilename]); 
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                error('Invalid [A,xy] or [A,cost] inputs. See help notes 

above.'); 

            end 

        else 

            if mc == 2 % Inputs: V,E 

                V = AorV; 

                E = xyCorE; 

                D = ve2d(V,E); 

                all_positive = all(D > 0); 

                for row = 1:m 

                    C(E(row,1),E(row,2)) = D(row); 

                end 

            elseif mc == 3 % Inputs: V,E3 

                E3 = xyCorE; 

                all_positive = all(E3 > 0); 

                E = E3(:,1:2); 

                for row = 1:m 

                    C(E3(row,1),E3(row,2)) = E3(row,3); 

                end 

            else 

                eval(['help ' mfilename]); 

                error('Invalid [V,E] inputs. See help notes above.'); 

            end 

        end 

    end 

 

    % Convert Adjacency Matrix to Edge List 

    function E = a2e(A) 

        [I,J] = find(A); 

        E = [I J]; 

    end 

 

    % Compute Euclidean Distance for Edges 

    function D = ve2d(V,E) 

        VI = V(E(:,1),:); 

        VJ = V(E(:,2),:); 

        D = sqrt(sum((VI - VJ).^2,2)); 

    end 

end 

 

SUPERMAN_init_auth.m 

% Function to calculate tne communication events and byte cost of 

% SUPERMAN's in initialisation (network joining) phase 

% Darren Hurley-Smith, University of Greenwich 2015 

 

function [total_init, node, total_init_bytes] = SUPERMAN_Init_Auth(node,N) 

 

DReq = 0; 

CReq = 0; 
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CEx = 0; 

SKb_send = 0; 

netlist = []; 

total_init = 0; 

total_init_bytes = 0; 

 

for n=1:N 

    netlist(n) = node(n).netauth; 

end 

 

while sum(netlist) < N 

    for n=1:N 

        auth_flag = 0; 

        if node(n).netauth ~= 1 

            DReq = DReq+1; 

            if auth_flag ~= 1 

                for i=1:N 

                    if i ~= n && length(node(n).rTable{i}) >= 1 

                        this_route = node(n).rTable{i}; 

                        this_neighbour = this_route(2); 

                        if node(this_neighbour).netauth == 1 

                            node(n).netauth = 1; 

                            netlist(n) = 1; 

                            node(n).aTable(node(this_neighbour).Index) = 1; 

                            node(node(this_neighbour).Index).aTable(n) = 1; 

                            CReq = CReq + 1; 

                            CEx = CEx + 1; 

                            SKb_send = SKb_send + 1; 

                            auth_flag = 1; 

                            break; 

                        end 

                    end 

                end 

            end 

        end 

    end 

end 

 

total_init = DReq + CReq + CEx + SKb_send; 

total_init_bytes = (DReq*(5+256+20)) + (CReq*(5+256+20)) + 

(CEx*(25+1275+20)) + (SKb_send*(25+1275+256+20)); 

 

 

return; 

 

SUPERMAN_init_auth.m 

% Function to calculate tne communication events and byte cost of 

% SUPERMAN's in initialisation (network joining) phase 

% Darren Hurley-Smith, University of Greenwich 2015 
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function [total_init, node, total_init_bytes] = SUPERMAN_Init_Auth(node,N) 

 

DReq = 0; 

CReq = 0; 

CEx = 0; 

SKb_send = 0; 

netlist = []; 

total_init = 0; 

total_init_bytes = 0; 

 

for n=1:N 

    netlist(n) = node(n).netauth; 

end 

 

while sum(netlist) < N 

    for n=1:N 

        auth_flag = 0; 

        if node(n).netauth ~= 1 

            DReq = DReq+1; 

            if auth_flag ~= 1 

                for i=1:N 

                    if i ~= n && length(node(n).rTable{i}) >= 1 

                        this_route = node(n).rTable{i}; 

                        this_neighbour = this_route(2); 

                        if node(this_neighbour).netauth == 1 

                            node(n).netauth = 1; 

                            netlist(n) = 1; 

                            node(n).aTable(node(this_neighbour).Index) = 1; 

                            node(node(this_neighbour).Index).aTable(n) = 1; 

                            CReq = CReq + 1; 

                            CEx = CEx + 1; 

                            SKb_send = SKb_send + 1; 

                            auth_flag = 1; 

                            break; 

                        end 

                    end 

                end 

            end 

        end 

    end 

end 

 

total_init = DReq + CReq + CEx + SKb_send; 

total_init_bytes = (DReq*(5+256+20)) + (CReq*(5+256+20)) + 

(CEx*(25+1275+20)) + (SKb_send*(25+1275+256+20)); 

 

 

return; 
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SUPERMAN_link_auth.m 

% SUPERMAN Security Association script. 

% Calculates the total number of communication events required to drive the 

% network to a fully secured state, in which all nodes have secure links to 

% each other 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [total_comms, node, total_bytes] = SUPERMAN_Link_Auth(node, N) 

 

auth_req = 0; 

auth_rep = 0; 

total_comms = 0; 

total_bytes = 0; 

 

for n=1:N 

    for j=1:N 

        if j~=n 

            %check length of route between n and j for authenticated nodes 

            if node(n).aTable(j) ~= 1 

                this_route = node(n).rTable{j}; 

                for x=1:length(this_route)-1 

                    if node(n).aTable(this_route(x+1)) == 1 && 

node(x+1).Index == this_route(2) 

                        %send an auth request to this node, but do not yet 

                        %reply (pass it down the route) 

                        auth_req = auth_req + 1; 

                    elseif node(n).aTable(this_route(x+1)) ~= 1 && 

node(this_route(x+1)).Index == this_route(2) 

                        %send an auth request, authenticate with the node 

and 

                        %then repeat this process 

                        auth_req = auth_req + 2; 

                        auth_rep = auth_rep + 2; 

                        node(n).aTable(this_route(x+1)) = 1; 

                        node(x+1).aTable(this_route(1)) = 1; 

                        x = x-1; %decrement counter to retry this node when 

auth 

                    elseif this_route(x+1) == node(j).Index 

                        for z=length(this_route(x)):-1:1 

                            if node(this_route(z)).Index ~= node(j).Index 

                                if node(this_route(z)).aTable(j) ~= 1 

                                    node(this_route(z)).aTable(j) = 1; 

                                    auth_rep = auth_rep + 1; 

                                else 

                                    auth_rep = auth_rep + 1; 

                                end 

                            end 

                        end 

                    else 

                        auth_req = auth_req + 1; 

                    end 
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                end 

            end 

        end 

    end 

end 

 

total_bytes = (auth_req*(25+20)) + (auth_rep*(25+256+20)); 

total_comms = (auth_req) + (auth_rep); 

 

return; 

 

IPsec_IKE_phase.m 

%Darren Hurley-Smith, University of Greenwich 2015 

 

%IPSEC IKE phase 1 negotiation phase simulation.  Provides session/mission 

%net authentication to nodes 

 

function [total_init, node, IPSEC_init_bytes] = IP_Init_Auth(node, N) 

 

HELLO = 0; 

CReq = 0; 

CSend_Rem = 0; 

Key_send = 0; 

IPnetlist = []; 

total_init = 0; 

authflag = 0; 

 

for n=1:N 

    IPnetlist(n) = node(n).IPnetauth; 

end 

 

while sum(IPnetlist) < N 

    for n=1:N 

        auth_flag = 0; 

        if node(n).IPnetauth ~= 1 

            HELLO = HELLO+1; 

            if auth_flag ~= 1 

                    if 1 ~= n && length(node(n).rTable{1}) >= 2 

                        this_route = node(n).rTable{1}; 

                        for j=1:length(this_route-1) 

                            if this_route(j+1) == node(1).Index 

                                node(n).IPnetauth = 1; 

                                IPnetlist(n) = 1; 

                                CReq = CReq + (length(this_route)-1); 

                                CSend_Rem = CSend_Rem + (length(this_route)-

1); 

                                Key_send = Key_send + (length(this_route)-

1); 

                                break; 
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                            else 

                                HELLO=HELLO+1; 

                            end 

                        end 

                    end 

            end 

        end 

    end 

end 

 

total_init = (HELLO) + (CReq) + (CSend_Rem) + (Key_send); 

IPSEC_init_bytes = (HELLO*(28+20)) + (CReq*(20+28+8+8+1+1+1+4+4)) + 

(CSend_Rem*(20+28+8+8+1+1+1+4+4+657+32)) + (Key_send*(20+28+657+32)); 

 

 

return; 

 

IPsec_Security_Association.m 

% Darren Hurley-Smith, University of Greenwich 2015 

 

% This function simulates the communication events (transmissions) sent 

% when securing tunnels under IPSEC (MANET modified - MANIPSEC-like) 

 

function [total_comms, node, total_bytes, total_init, total_init_bytes] = 

IPSEC_Link_Auth(node, N) 

 

auth_req = 0; 

auth_rep = 0; 

notify = 0; 

total_comms = 0; 

 

DReq = 0; 

CReq = 0; 

CEx = 0; 

SKb_send = 0; 

netlist = []; 

total_init = 0; 

total_init_bytes = 0; 

 

for n=1:N 

    for j=1:N 

        if j~=n 

            %check length of route between n and j for authenticated nodes 

            if node(n).IPaTable(j) ~= 1 

                this_route = node(n).rTable{j}; 

                DReq = DReq+((length(this_route)-1)); 

                for x=1:length(this_route)-1 

                    if this_route(x+1) == node(j).Index 

%                         node(this_route(x+1)).IPaTable(n) = 1; 
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                        node(n).IPaTable(j) = 1; 

                        CEx = CEx + ((length(this_route)-1)); 

                        CReq = CReq + (length(this_route)-1); 

                        auth_rep = auth_rep + ((length(this_route)-1)); 

                        auth_req = auth_req + (length(this_route)-1); 

                        notify = notify + ((length(this_route)-1)); 

                    else 

                        auth_req = auth_req + 1; 

                    end 

                end 

            end 

        end 

    end 

end 

 

total_comms = (auth_req) + (auth_rep) + (notify); 

total_bytes = (auth_req*(28+20)) + (auth_rep*(20+256+28)) + (notify*(20)); 

 

total_init = DReq + CReq + CEx; 

total_init_bytes = (DReq*(28+20)) + (CReq*(20+28+8+8+1+1+1+4+4)) + 

(CEx*(20+28+8+8+1+1+1+4+4+1275)); 

 

return; 

 

SUPERAODV.m 

% Function to calculate the communication events and byte cost of SUPERAODV 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [bytes, node] = SUPERAODV(node, N) 

 

bytes = 0; 

RREQ = 0; 

RREP = 0; 

route = []; 

 

for n=1:N 

    for j=1:N 

        route(n,j) = 0; 

    end 

end 

 

    for n=1:N 

        for j=1:N 

            if n ~= j 

                if route(n,j) == 0 

                    if route(j,n) == 0 

                        RREQ = RREQ + node(n).adjacent_nodes; 

                        RREQ = RREQ + ((length(node(n).rTable{j})-1))-1; 

                        RREP = RREP + ((length(node(n).rTable{j})-1)); 
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                        for x=1:length(node(n).rTable{j})-1 

                            RREQ = RREQ + node(n).adjacent_nodes; 

                        end 

 

                        route(n,j) = 1; 

                        route(j,n) = 1; 

                    end 

                end 

            end 

        end 

    end 

 

bytes = (RREQ*102)+(RREP*98); 

 

SUPEROLSR.m 

% Function to calculate the communication events and byte cost associated 

% with SOLSR 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [bytes, node] = SUPEROLSR(node, N) 

 

bytes = 0; 

src = 0; 

 

 

for n=1:N 

 src = src + node(n).adjacent_nodes; 

end 

 

 

bytes = (src*94); 

 

SAODV.m 

% Function to calculate the communication events and byte cost associated 

% with SAODV routing 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [bytes, node] = SAODV(node, N) 

 

bytes = 0; 

RREQ = 0; 

RREP = 0; 

route = []; 

 

for n=1:N 
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    for j=1:N 

        route(n,j) = 0; 

    end 

end 

 

    for n=1:N 

        for j=1:N 

            if n ~= j 

                if route(n,j) == 0 

                    if route(j,n) == 0 

                        RREQ = RREQ + node(n).adjacent_nodes; 

                        RREQ = RREQ + ((length(node(n).rTable{j})-1))-1; 

                        RREP = RREP + ((length(node(n).rTable{j})-1)); 

 

                        for x=1:length(node(n).rTable{j})-1 

                            RREQ = RREQ + node(n).adjacent_nodes; 

                        end 

 

                        route(n,j) = 1; 

                        route(j,n) = 1; 

                    end 

                end 

            end 

        end 

    end 

 

bytes = (RREQ*125)+(RREP*121); 

 

SOLSR.m 

% Function to calculate the communication events and byte cost of SOLSR 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [bytes, node] = SOLSR(node, N) 

 

bytes = 0; 

src = 0; 

ack = 0; 

 

 

for n=1:N 

    src = src + node(n).adjacent_nodes; 

    ack = ack + node(n).adjacent_nodes; 

end 

 

 

bytes = (src*44)+(ack*64); 
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AODV.m 

% Function to determine the byte-cost and number of transmissions 

% associated with AODV routing 

 

function [bytes, node] = AODV(node, N) 

 

bytes = 0; 

RREQ = 0; 

RREP = 0; 

route = []; 

 

for n=1:N 

    for j=1:N 

        route(n,j) = 0; 

    end 

end 

 

    for n=1:N 

        for j=1:N 

            if n ~= j 

                if route(n,j) == 0 

                    if route(j,n) == 0 

                        RREQ = RREQ + node(n).adjacent_nodes; 

                        RREQ = RREQ + ((length(node(n).rTable{j})-1))-1; 

                        RREP = RREP + ((length(node(n).rTable{j})-1)); 

 

                        for x=1:length(node(n).rTable{j})-1 

                            RREQ = RREQ + node(n).adjacent_nodes; 

                        end 

 

                        route(n,j) = 1; 

                        route(j,n) = 1; 

                    end 

                end 

            end 

        end 

    end 

 

bytes = (RREQ*77)+(RREP*73); 

 

OLSR.m 

% Function to calculate local flooding byte cost using OLSR for routing 

% Darren Hurley-Smith, University of Greenwich, 2015 

 

function [bytes, node] = OLSR(node, N) 

 

bytes = 0; 

src = 0; 
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for n=1:N 

 src = src + node(n).adjacent_nodes; 

end 

 

 

bytes = (src*69); 

 


