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ABSTRACT

This study is concerned with the prediction of the fiuid—-flow. chemical
reactions and heat transfer processes in an industrial off-gas ducting
system.

A mathematical model is developcd and then applied to predict the
processes occurring in the off-gas ducting system. Particular attention
is focussed on the two-phase thermal behaviour and the chemical
reactions. A three—dimensional. two-phase numerical solution technique
is used to solve the governing time—averaged partial differential equations.
The mode! includes equations for turbulencs. chemical reactions and
two-phase thermal radiation. The calculations are performed for a
particulate phase comprising non-reacting particles and a gaseous phase
comprising chemically reacting gases. Both exothermic and endothermic
reactions are considered.

The effects of thermal radiation., particle solidification., chemical reactions
and heat transfer on the two-phase flow are introduced and examined in
detail.

Predictions are made for an extensive range of parameters. The effects
of these parameters on the off-gas ducting system are quantified.
Comparisons are made between predicted resuits and experimental data
when available and agreement is reasonable.

The models developed can be easily incorporated into general-purpose

fluid-filow packages. The procedure is genseral. and allows two-phase.
two—- or three—dimensional computations. Industrial plant can be
modeiled realistically on minicomputers at moderate costs. Convergence

can normally be obtained with ease.

it iIs concluded that for the cases studied. thermal radiation is a dominant
factor in the caliculation of the heat losses and that the particie
contribution to these losses is small compared with that of the gases.
The mode! indicates that the strongly temperature depenudent reacuon
rates have a dominant influence in determining optimal operating
conditions.



ABSTRACT

This study is concerned with the prediction of the fluid—flow., chemical
reactions and heat transfer processes in an industrial off-gas ducting
system.

A mathematical model is developed and then applied to predict the
processes occurring in the off-gas ducting system. Particular attention
is focussed on the two-phase thermal behaviour and the chemical
reactions. A three-dimensional. two-phase numerical solution technique
is used to solve the governing time-averaged partial differential equations.
The model includes equations for turbulence. chemical reactions and
two—-phase thermal radiation. The calculations are performed for a
particulate phase comprising non-reacting particles and a gaseous phase
comprising chemically reacting gases. Both exothermic and endothermic
reactions are considered.

The effects of thermal radiation. particle solidification. chemical reactions
and heat transfer on the two-phase flow are introduced and examined in
detail.

Predictions are made for an extensive range of parameters. The effects
of these parameters on the off-gas ducting system are quantified.
Comparisons are made between predicted results and experimental data
when available and agreement is reasonable.

The models developed can be easily incorporated into generail-purpose

fluid-flow packages. The procedure is general. and allows two-phase.
two—- or three-dimensional computations. Industrial plant can be
modelled realistically on minicomputers at moderate costs. Convergence

can normally be obtained with ease.

It is concluded that for the cases studied. thermal radiation is a dominant
factor in the calculation of the heat losses and that the particle
contribution to these losses is small compared with that of the gases.
The model indicates that the strongly temperature dependent reaction
rates have a dominant influence in determining optimal operating
condltions.
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CHAPTER 1 - INTRODUCTION

1.1 The Problem Considered

This work is concerned with numerical prediction of the flow
characteristics in the ‘off-gas ducting system’ of a modern industrial steel
making plant. The flow is turbulent and two-phase with a particulate
phase which solidifles within the region and a gaseous phase in which

chemical reactions occur.

A model is developed which consists of a set of coupled non-iinear
partial  differential equations describing the flow, heat-transfer.
composition of the reacting chemical species and volume fractions of the
two phases. These equations are converted to finite—difference schemes
by means of a control volume approach and are solved using the widely

used fluid—flow package PHOENICS (Spalding (1981)).

The main objectives of this research are to develop a comprehensive
computer model of off-gas ducting systems. This provides both insight
into the interaction between the major physicochemical factors and a tool

for design assessment and optimisation.

Section 1.2 consists of a description of a modern steelmaking furnace.
in Section 1.3 a general review of recent work on similar industrial plant
is presented which provided the background for the present work.
Sections 1.4 and 1.5 state the objectives of the present work, the novel
features It contains and the subject and method of Investigation.

Section 1.6 provides an outline of the structure of the rest of the thesis.



1.2 Description of a Steelmaking Converter and Off-Gas System

In oxygen steelmaking. the converter is used to process blast furnace
metal and ferrous scrap into steel. This involves reacting oxygen with
the bath of molten iron to decarburize the metal and to remove other
impure elements such as silicon, manganese and phosphorus. in
addition lime and other fluxes are added to the vessel to form a slag
which allows further removal of impure elements. All these reactions
lead to the formation of an off-gas which leaves the converter vessel at
high temperature. The off-gas also contains particulate matter such as
iron dust and slag droplets. The off-gas is drawn off through a ducting
system. Figure 1 shows a typical steelmaking converter and off-gas

system.

There Is quite a range of oxygen and steelmaking processes and many
variations and improvements have been made over the last 30 years.
These involve, in varying degrees. injection of oxygen from the top
and/or bottom of the bath, with the co-injection of nitrogen. argon or
natural gas from the bottom. In addition, coal, iron ore. lime and
other fluxes can be added by either top charging or injection, or bottom
injection. A particularly interesting development has been the injection
of coal into the molten iron bath, which resuits in an increased energy
input into the converter. This means that the process is made more

floxibie so that greater amounts of scrap or iron ore can be melted.

The off-gas produced is derived from the reaction of oxygen with the bath
carbon. from the decomposition and reaction of injected coal and from

other injectants such as hydrocarbons and flushing or stirring gas. By

..2_



applying combinations of top and bottom oxygen injection together with
coal and hydrocarbon injection, it is possible to obtain a wide range of

off-gases containing CO, COs., Hs, H20 and Noa.

Particulate matter is also formed as a consequence of the gas/liquid
reactions and the gas/liquid disengagement. This is largely in the form

of iron particles but can also contain amounts of slag or ash.

in normal steelmaking operations., the off-gas leaves the converter
between 1500 and 1700°C. it enters a water-cooled off-gas duct or
vessel where it is cooled to 1000°C or iower. Often air is drawn in at
the seal between the converter and the duct and combusts in this section

of the off-gas system.

Following this, the off-gas is further cooled and is cleaned in a wet
scrubbing or a dry electrofiiter off-gas cleaning system. The gas is

then either flared or used in the steelworks fuel gas network.

Under some process situations it may be desired to modify the
composition of this gas in order to make It more suitable for a
subsequent reaction. One such example is to inject hydrocarbons into
the.off—gas duct to increase the fuel content of the gas. that is. to

reduce the oxidation potential of the gas.

The research described in this thesis was carried out in order to provide
a greater understanding of the processes which can be carried out in

off-gas systems.



1.3 General Review of Previous Modelling Work on Similar Plant

In this section a general review is presented for work on modelling of flow
and calculations for furnaces and ducted flow. Attention is focussed on
complex three-dimensional modeliing work that includes thermal radiation
and chemical reactions and resemble the present application. More
detailed reviews on thermal radiation and chemical reactions modelling

work are given in Chapters 3 and 4, respectively.

Patankar and Spalding (1972) presented the basis of a computer model
for the prediction of a two—-phase flow, heat-transfer and combustion
processes in a three—-dimensional furnace. The main physical features
was the assumption of a simple chemically reacting system (ie. species
mix in unique proportions and produce a unique single product). The
effective diffusivities of all species were assumed equal. fuel and oxidant
could not co-exist and the effective viscosities were computed from a
pre—specified algebraic formula, in the absence of any advance

turbulence model.

Patankar and Spalding (1974) subsequently developed this model and
demonstrated its application for a three—dimensional turbulent flow in a
gas—-turbine combustion chamber. The geometry considered involved the
mixing of the streams of fuel and air in a confined space with additional
air streams being used for film-cooling and dilution purposes.
Differential equations were solved for two turbulence quantities. for the
concentration of the species., and for the radiation fluxes. A cartesian
coordinate system was adopted and the integration domain covered only a
small section of the annular combustor., which was treated as a perfectly

rectangular geometry. The resuits reported were plausible but actual
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comparison with measurements was not mads.

Serag-EiI-Din (1977) applied a polar coordinate version of Patankar and
Spalding (1974), to a three—-dimensional can combustor geometry.
Thermai radiation was neglected and so was the influence of chemical
kinetics on the predicted reaction rates. Overall, the predicted results
dispiayed generally good agreement with cold-flow measurements. but
when combustion was introduced the agreement was very poor. This
was attributed to the neglect of the chemical kinetics in the predicted
reaction rates. Nevertheless, the same combustion model has been
used in other flow configurations with good resuits. For example. Pai et
al (1978)., applied the Patankar and Spalding (1974) procedure for the
case of an experimental rectangular furnace of the International Flame
Research Foundation in Holland, and quite realistic predictions were

obtained.

Abou Ellail et al (1977) descrilbed a prediction method for
three—~dimensional reacting flows. It comprised of a numerical solution
iechnique for the time-averaged governing partial-differential equations
and physical modeliing for turbulence. combustion and thermal radiation.
The combustion model was based on a ‘fast kinetics’ statistical approach
and the radiation model was based on a flux method. Comparisons of
predictions and data was presented for an industrial furnace. The

TEACH-3E computer program was employed.

Megahed (1979) wused a similar mathematical model to the ones
described above with a curvilinear coordinate system. in the first part of

the work he used a flux model for the thermal radiation and then a more
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flexible method. the ‘discrete transfer’ method of Shah (1979). The
model was applied to a reai-iife industrial glass furnace and validation of

the results was made with experimental results.

Khalil et al (1975) performed calculations with three combustion models.
characterised by instant reaction, with scalar fluctuations and Arrhenius or
eddy-breakup reaction rate with scalar fluctuations. Comparison with
furnace measurements indicated that the last two models lead to
reasonably correct results. Radiation was accounted for with a four—flux

modael.

Gosman et al (1978) described a general-computer based procedure for
the prediction of gaseous—fired cylindrical combustion chambers.
Combustion modelling has been developed to handie diffusion,
partially-premixed and premixed combustion. A flux method was
employed for the radiation heat transfer., producing qualitatively good
results. The TEACH-T code was employed for the numerical solution of

the equations.

Khalil (1979) developed a general computer programme to calculate the
local flow properties in turbulent reactive and non-reactive fiows with
recirculation. He employed a four flux representation for the thermal
radiation modaelling. The combustion models employed were
characterised by instant reaction. with clipped Gaussian probability
distribution of concentration, finite-reaction rate with an eddy-breakup
formulation. and a finite-reaction rate which accounts for temperature and
concentration fluctuations. The model was assessed with comparison

with experimental results and indicated satisfactory agreement. The
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model was further extended and refined by Khalil et al (1981) and was

applied to more complex furnace geomstries with reasonable success.

Carvalho (1983) applied a new mathematical model to predict the
processes occurring in a combustion chamber. A three—-dimensional
numerical solution technique was used to solve the governing differential
equations and the physical modelling for the turbuience. combustion and
thermal radiation. The radiation model was based on the ‘discrete
transfer’ method and reaction model employed a clipped Gaussian
distribution function. The model was applied in a glass—furnace
(Carvalho and Lockwood (1985)) but predictions were not fully validated

because of the lack of experimentai results.

Lixing et al (1986) studied a three—-dimensional flow field and
two-dimensional coal combustion in a cylindrical combustor of co-flow jets
with large velocity difference. Their solution procedure was based on
the Patankar and Spalding procedure and thermal radiation was not
accounted for. The reaction model was based on the eddy-breakup and
Arrhenius rates and k—e turbulence model was empioyed. The predicted

results were not validated against experimentali ones.

Boyd and Kent (1986) presented a fully three-dimensional computer
model of a pulverised fuel, tangentially fired furnace. The models
predicts gas flows species concentrations and temperature. particle
trajectories and combustion and radiation heat fluxes. Radiation was
based on the ‘discrete transfer’ method and chemical reactlon of a very
simple modsl. Overall agreement of the resuits was pleasing. except in

the case of the temperatures around the burners where temperatures were
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overpredicted. This is attributed to the simpiistic nature of the

combustion model.

Summary

The work described in this short review., highlights the problems
associated with modelling the complexity of typical furnaces and similar
plants. The geometry is complex and the chemical reactions not fully
understood. Heat transfer processes are aiso compliex. The models

place a severe strain on even the most powerful modern computers.

Another feature is the lack of detailed experimental resuits to validate the
models. Authors resort to statements such as ‘the results seemed
plausible’ or vague statements like ‘agreement with experimental
measurements was reasonable’, without actually quoting figures. The
reason for this is not hard to see. The conditions within the plant are
so hostile that experimental measurements are very difficult to obtain.
Furthermore., industrial plant is expensive and must be kept in full
production to recover costs. Few industrialists would be prepared to
hold up production in order to carry out detailed experimental

measurements.

Unfortunately experimental measurements for off-gas ducting systems have
also been difficult to obtain. it has been necessary to rely on the
judgement of engineers at the collaborating establishment to assess
results. However, in some cases temperature and gas composition

measurements were available and enabled the models to be validated.



1.4 Objectives and Contributions of the Present Study

The development of the converter processes in the maetallurgical industry
to their present standard or efficiency has been brought about largely by
trial and error and by experience gained under production conditions.
Present status of design and operating conditions are to a great extent
the product of many years of engineering evolution. They perform their
functions reasonably well and thus attention is becoming focussed upon
the behaviour of the gases and particulate matter in the off-gas ducting.
This is because. in reality. the behaviour of the gaseous species in the
ducting and their interaction with the particulates is not well understood.
Disasters can occur when particulate accumulates and blocks the off-gas

duct.

it would be useful to know how ducting dimensions and geometry

influence:

* the global and relative movement of the gas and particuiate
phases:

# the rates of heat loss of both phases and radiation heat transfer

impact on them for different particle sizes and particle loading:
* the chemical reactions between the gaseous species; and
# the influence on gas and particle chemical composition of

temperature, etc, on entry to the ducting.

in particular, it would be useful to identify the means to control the
amount of combustion in the hood and the distribution of the particulate

phase.



Increasing pressure is being placed on engineers and plant designers to
“have recourse to every available modern theoretical and analytical means
to quantify and enhance the off-gas duct performancs. Much could be
learned from the careful instrumentation and monitoring of the daily
operating of existing systems. Any attempt to do more than this is
however filled with problems. Converters and off-duct systems are very
expensive and there is no reassurance that a new radical design will offer
improved performance. Even the cost of experimenting with

modifications on existing designs is prohibitive.

Over the last decade some work has been done in this subject area. but
it has tended to concentrate on one or two at the most of the above
aspects. Also the nature of the physical system. renders laboratory
experimental work very difficult since the problems of scale-up vyield
inherent constraints, thus frequently making the scaled—down maodels
results not valid for the full-scale system. At the same time. as
mentioned before. the ‘hostile’ plant environment makes full-scale

measurements difficuit.

The short literature survey in Section 1.3 reveals deficiencies in many of
the chemical reaction models and the exclusion of radiation from some of
the heat transfer models. is clearly unacceptable for the temperatures
found in the off-gas ducts. New models have been developed which
make fewer simplifying assumptions concerning the chemical reactions.
Also a new radiation model has been developed which takes account of

both the gaseous and particulate phases.

The code for both the radiation and combustion models is lengthy and
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complex. However, it was modularised in the form of convenient
subroutines designed to be easily added to a general fluid-flow solver,
such as PHOENICS. This provides a powerful framework for the

modeiling and analysis of ducting systems, accounting for:

# three—-dimensional turbulent fluid flow;
* gaseous and particulate phase:. and
# heat transfer.

The Implementation of the newly developed models into PHOENICS
enhanced its capabilities and overcame previous difficuities in modelling of

furnaces.

The present work is developed with reference to a real industrial problem
of paramount importance., namely the flow of a mixture of reacting gases
and pure iron particles, through off-gas ducts. encountered in

metallurgical applications.

In summary, items that have been studled and models that have been

developed are:

# multiphase radiative heat transfer between the particles. gases
and walls, factors that are of prime Importance Iin evaluating

heat losses:

# chemical reactions in the gaseous phase:

# interphase processes (momentum, heat and mass transfer) ;
* solidification of iron particles;

# the influence of turbuience:. and

-11-



#* the influence of geometric configuration.

To the authors knowledge. no previous published model makes a detailed
examination of all these phenomena in off-gas ducts. For the case of
radiation heat transfer. no previous model accounts for emission and
absorption from both phases and scattering by the particulate phase. in
such a way as to be easily incorporated into a general fiuid—flow solver,
For the chemical reaction model., important ideas have been developed.
taking into account a combined turbulence influenced and Arrhenius type
reaction rate. suitable for both exothermic and endothermic reactions and
coping with non-premixed gases of arbitrary composition. This involves

far fewer simpiifying assumptions than previous models.
This thesis examines all the important aspects of the off-gas phenomena
and important conclusions are drawn about efficiency and operating

conditions.

1.5 Subject and Method of Investigation

This thesis can be divided into two main parts.

The ftirst part deals with the general phenomena occurring in the duct,
including turbulence and two-phase radiation heat transfer. Predictions
are made for different operating conditions. dlifferent geometric
conflgurations, particle sizes and loadings. Where possible the

predictions are compared with available experimental resuits.

In the second part of the work. predictions are made for systems that

also include chemical reactions in the gaseous phase. Air and natural
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gas are also injected into the system. through various injection points and
results are presented for a variety of cases in two- and three-dimensions
with various gas compositions. Reaction models for one., two-reactions,
with Arrhenius and kinetically influenced rates are considered and again

where possibie predictions are compared with experimental results.

In summary, the ultimate object to the present study is the development
and application of a complete mathematical model and of a computer
simulation methods for off-gas ducting systems which provide both insight
into the interaction between the major physicochemical factors and a tool

for design assessment and optimisation.

1.6 Qutline of the Thesis

This thesis contains seven chapters.

Chapter 1, the present chapter. forms the introduction. Chapter 2 gives
an outline of the physical and mathematical modeliing of the probiem. it
contains descriptions of the governing two-phase equations. turbulence
and auxiliary relations, such as interphase heat transfer, interphase
friction., particle solldification and boundary conditions. it also contains
an outline of the solution procedure embodied in the employed software

package PHOENICS.

Chapter 3 is devoted to the modselling of thermai radiation. The newly
developed two-phase radiation model is discussed in detail and existing

models are presented.

Chapter 4 is concerned with the novel chemical reaction models.

-13-



Chapter 5 presents resuits with and without radiation. for a variety of

geometries and operating conditions. Comparison with experiments are

presented where possible.

Chapter 6 contains results with radiation and chemical reactions for a

variety of two—- and three-dimensional geometries for one and two-phase

problems.

The last chapter in the thesis. Chapter 7, assesses the extent to which

the objectives of the prese'nt investigation are fulfilled and makes

suggestions for future work.
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CHAPTER 2 - THE BASIC MATHEMATICAL MODEL

2.1 introduction

The problems of flow and heat transfer in combustors and furnaces are of
a multidisciplinary nature because of the multitude of physical and
chemical phenomena involved. For this reason. attention must be
focussed on the general principles which govern the behaviour of the flow
in such complex configurations as well as on the validity of assumptions

made to reduce the complexity of the problem.

One type of assumption concerns the simplification of the furnace
geometry, which in its full complexity would be prohibitively expensive to
modei. in terms of storage and computational time. A second type of
assumption is needed since the physical and chemical processes cannot
at present be caiculated by an exact method (Bradshaw et al (1981)).
The validity of these assumptions may be demonstrated oniy by

comparison with experimental data.

The conservation equations of mass, momentum. chemical species and
energy are well established and. when éxpressed in partial-differential
forms. can be coupled with the above assumptions. to provide the
foundations upon which the prediction procedures will be based.
Empirical correlations for interphase—friction factors. interphase
heat-transfer factors. latent heat. reaction-rate laws and others are also
needed to provide a quantitative formulation of such complex two-phase

flows.

The equations which describe such processes are known and numerical

procedures are available to solve them. but the storage capacity and
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speed of present day computers are not sufficient to allow a practical
solution. Hence the need to develop physical and mathematical modsls

that can be applied to such complex situations within practical resources.

For laminar flow the equations can be solved numerically using existing
numerical techniques, without major problems. However, in the case of
turbulence. numerical solution of the equations requires a fine
computational mesh. which is vastly in excess of what current computer
hardware and software can accommodate (Spaiding (1983(a)): Anderson
et al (1984)). This is due to the fine scaies of the energy-containing
eddies. However. for most practical purposes. details of the fine—scale
fluctuations are seldom required. since the knowledge of time—-averaged
values of the dependent variables is usually sufficient for engineering

purposes.
In the present chapter the differential equations governing the fluid
dynamics and heat-transfer for three—dimensional flows are presented. in

polar coordinates. together with the required auxiliary relations.

2.2 The Dependent and independent Varlables

The following are the dependent variables of the problem: velocities of
the gas and particles in the radial. azimuthal and axial directions. vj.
vo, uj. u2. wj and wao. pressure p. assumed to be the same for both
phases. gas and particle volumetric concentratlons, Rj. Ro: enthalpies of
gas and particles, hy. ha: turbuience kinetic energy and dissipation rate
of the gaseous phase. k. €. composite radiation fluxes in the radial.
azimuthal and axial direction, RY, RX and RZ. and. the chemical species

concentrations., cj. ¢c2, c3 and c4.
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The independent variables are: the radial. circumferential and axial

distances, r. e, z of a polar-cylindrical coordinate system.

2.3 The Partial-Differential Equations

The mathematical model wused in this work is based on the
finite~difference analogues of the partiai-differential equations that govern
the three-dimensional. transient or steady flow of two distinct fluid

phases. The terms in the following differential equations denote

influence on a ‘unit-volume’ basis.

2.3.1 The mass—-conservation equations

The voiume fractions, densities and velocities of each of the two phases.

in order to satisfy the mass-conservation principle. obey the following

equations.

(i) Gas—-phase equation:

gz (p1Ry1) + 2. (piRwy) + le (p1Ryrvy)

az r ar
1 a9
= - = (2.1).
+ 7 26 (p1RUy) 0 2
Cii) Particle-phase equation:

3 a la
po (poR2) + 3z (poRowo) + - ar (poRorva)

1 3
Ll o = (2.2).
+ (poRous) 0

The volumetric fractions Ry and Rp are related by the ‘space-sharing’

equation:
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2.3.2 The conservation of momentum equations

2 13
ar (rRipivid) + = = (Ripiuid)

9 (..R. 1
ot (PLRL®) + ¢ r 2o

=~ =

+ & Ripwie = (rRiry 22)

9z ar

18 gpip, 20,2 . 3 :
* ¥ e (Rilo 59 + o3 (Rilp 22) + S (2.4);

where ¢ stands for uj. u2. vi. v2, wjy and wo: Fe¢ and Sy are diffusion
coefficients and source terms: and subscript | refers to the phase in
question (gaseous or particulate). For the applications considered. Ty
for the gaseous phase is equal to keff/ag, 1. where ugff is the effective
viscosity and o4, 7 the Prandti/Schmidt number for variable ¢. For the
particulate phase Iy is assumed to be zero (eg. no diffusion) in the

absence of other reliable physical information.

The effective viscosity. pugff. of the gaseous phase is defined and
calculated from the (k-e) two-equation model of turbuience (Launder and

Spalding (1974)):

Curi
Leff = -Lé—— + up (2.5);

where the empirical constant C, is equal to 0.09 and k.e and up are the
turbulence @anergy. its dissipation rate and the laminar viscosity

coefficient. respectively.

The source terms, Sg. for the momentum equations, are given in Table
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2.1 below in the form in which they occur in the finite-difference
equations, eg. as the integral over the fihite—difference cells. They
contain contributions such as: the pressure gradient in the relevant
direction, the gravitational force. the interphase—friction term. viscous

stress terms (involving gradients of. velocities) as defined by the

Navier-Stokes equations. etc.

¢ IS¢dvol (lIntegral source term for finite-difference cell)
w3 VRy (p1g-3p/az) + Cgl(wa-wy)
wo VRo(pog—-3p/az) + Cg(wy-wo)

V is cell volume;
Cs ls interphase friction coefficient.

2
piu
V1 Ay (11 - 8 4 cecvpv)
pou3
V2 VR2 <L,.g - §$> + Cflvy-v2)
upr -VR1 2 + Crcus-uy)
1 1 36 + Cfriuz-u
uor -VRo gg + Csr(uy-u2)

The equations for the angular momentum, ur, is
solved in preference to that for u.

TABLE 2.1: SOURCE TERMS IN MOMENTUM EQUATIONS

2.3.3 The conservation of energy equation

Let hy. ho stand for the stagnation enthalpy of the gas and solld phases
per unit mass., respectively., by which is meant the thermodynamic
enthalpy plus the kinetic energy of the phase plus any potential energy
associated with the position of the fluid in a force field. plus heat of
combustion (see Chapter 4). Then the first law of thermodynamics

leads to the following equations.
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i) Gas—phase energy equation

3 1
at [(PIM-pIRy] + + 3r (MRiprvihy)

12 (Rypjuihy) + 2

r 36 a2 (p1R1wihy)

= Cflva-viIva + Cglwo-wydwa + Cf(uo-uydup
3R

: ]
- Q12 - p 3¢ * Sh (2.6).

Cii) Particie-phase enerqy equation

a 1 3
at ((p2ho-p)R2] + r ar (rR2pavohp)

12 a
+ o 20 (Ropousho) + a2 (poRowoho)

= Crlvyi-v2lvy + Ce(wi-wolwy + Celuy-u2)ug

R

: 2
—q12_p'éT+Sh 2.7).

where c'ng is the rate of heat transfer from gas to particles; and p is the
pressure which is assumed to be shared by both phases. Sh includes

the terms accounting for radiation heat transfer (see Chapter 3).

2.3.4 The conservation of chemical species equation

If we denote the mass fraction of a chemical species 2 by my. then the

conservation of chemical species equation is given by:

3 12 rmeoivi la

at (pgmg) + - 3 (rmgpivi) + r 26 (mgpiuy)
8. , 1a el

+ pyn (mppiwi) = - ar (rmglCp ar)
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1 3 2¢ a 2¢
+ — —— —— .
r 30 (mplp ae) + 2z (mglp az) + Sg (2.8);

where S¢ is the rate of generation/destruction of species 2, by chemical
reaction. per unit volume. The term Sy is discussed in Chapter 4, and

Cg is the exchange coefficient of 2.

2.3.5 The general differential equation

The above conservation equations (2.6), (2.7) and (2.8) can be cast

into a generalised conservation equation of the form:

a -—
3t (rp®) + div (rpve - rrggrade) = Sy

t t t !

transient convection diffusion source (2.93.

The pressure variable is associated with the continuity equation:

22 4 div (V) = 0 (2.10).
at
2.4 Auxiliary Relations

The above set of equations has to be solved in conjunction with
observance of constraints on the values of the variables, represented by
algebraic relations. The constitutive relations used for the present
application are given below. It should be mentioned that. although little
emphasis is placed on these relations, their proper form and function are
essentlal to realistic predictions for the two-phase flows under

consideration.

2.4.1 The Interphase—friction coefficilent

The ability to predict the Interphase drag or the relative velocity between
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Although the drag experienced by a solid particle moving through a fluid
is also dependent upon a number of other factors including fluid
turbulence. acceleration. particle shape etc. equation (2.14) can be
used with reasonable confidence in most problems of practical interest

(Clift et al (1971)).

2.4.2 The interphase heat-transfer coefficient

Although the equations solved for the transport of heat between the
gaseous and particulate phases are those of the phase enthalpies.
equations (2.6) and (2.7)., it is convenient to think in terms of
temperatures. Ty and T2. by introducing the specific heat capacities. ¢
and c2. of the two phases, respectively. Then, assuming Tg to be the
particle surface temperature (ie the temperature of the interface between
the two phases). we can calculate the rates of heat transfer from gas to

the particle surface. c'ns. and from particle surface to the particle

interior, &52. These are given by:
Ns = a1 (T1-Tg) (2.16);
Qs = ap (Tg-To) (2.17):

where aj and ap are heat-transfer coefficients for the gas and solid.
respectively. multiplied by the interface area through which the transfer
occurs. ay is calculated by assuming Nusselt numbers for the gas is
2, valid for spherical particies. in the absence of any other reliable
experimental evidence. The heat~transfer coefficient a» is computed
assuming a cubic temperature distribution within the particle (Markatos

and Kirkcaldy (1983)). which leads to:
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ap = 22 Ag (2.18);

where Ag is the interface area. A is the particle thermoconductivity and p

is the particle radius.

An energy balance over a control voiume enclosing the interface yields:

Qs2 - Qg = O (2.19).

Combination of equations (2.16), (2.17) and (2.19) yields:

_ajTy+apTo .
s = (aj+ap) (2.20);
and
. ayjags(Ty-To) .
dis = = Qg2 (2.21).

(ay+ap)

2.4.3 Latent heat — particle solidification

In many practical applications, particies enter a domain at high
temperature, in a molten state. As the fiow progresses., the
temperature drops. due to radiation and convective heat losses. The
particles solidify at a temperature which is constant for a given pure
substance. Therefore, given that Tm is the particle meiting
temperature. and L is the heat of soiidification, the particle surface

temperature. Tg. is now deflned as:

r h2
EE for ho ¢ Ty Co2
ho-L
Tg = —%E— for ho » (TyCo + L) (2.22).
Tm for Tm02 < h2 < Tm 02 + L
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2.4 4 Wail heat transfer

In many practical applications, as in a furnace for example, the walls are

either water-cooied or sustained at a constant temperature. Ty,.

To calculate the wall heat-transfer rate for turbulent flow. the
Chilton-Colburn form of the Reynolds analogy is used (Gunton et al
(1983) ;. Cebeci and Bradshaw (1984)). in which the Stanton number,

St. is related to the friction coefficient, Cy. as foliows:

St = C¢ Pr—2/3 (2.23);

where Pr is the Prandtl number and the friction coefficient. C¢. is related

to the wail shear-stress, Ty.

For points near the wail the generation of turbuience energy is balanced
by the dissipation and it can be assumed to be in local equilibrium;

therefore we can write (Ng and Spalding (1972)):

Tw = 0.09 kp (2.24),

The friction coefficient. C¢§. can now be calculated using the ‘wall-friction’
approach., (Spalding (1982(a)): Launder and Spalding (1974): Gupta

and Lilley (1985)), and Is given in terms of the Pj—function, where now:

.
)
D
(+P; v JZJ)
and
-1/4
g g
Pj =9.24 (—% - 1) (%) (2.26):
t.o Ot.¢
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where g4 and ot,4 denote the laminar and turbulent values of the
Prandtl/Schmidt number appropriate to the transport of ¢ (ie. the
enthaipy in this case). and u is the velocity component parallel to the

wall.

The heat transfer rate per unit area at the wall, qw is then deduced

from:

aw" = St plul (hg=hy) (2.27);

where hp is the enthalpy at the grid node near the wall and hy is the

enthalpy corresponding to the prescribed wall temperature. Ty.

2.4.5 Turbulence model

Turbulence motion is very important in most practical simulations.
including the present one. Ideally. to predict a turbulent flow., the exact
time—-dependent Navier-Stokes equations should be soived. In practice
this is not feasible because turbulence is fully three—dimensional with
some of the important processes taking place in very small time- and
space-scales. The numerical soiution of the exact time-dependent
equations would require prohibitive computational time and storage

(Spalding (1983(a)) and (b)).
Fortunately, we are usually interested in only time-averaged effects and
therefore can approximate these equations by statistical correlations in

terms of quantities that can be measured or deduced.

Many turbulence models have been proposed and their validity varies
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according to their application (Launder and Spaiding (1974)). A survey
and classification of turbulence models (zero-. one-. two-equation,
stress equation models. large eddy simulations. etc). can be found in

Markatos (1986): Carvalho (1983): Lumley (1983): and Rodi (1980).

In the present work, the two-equation k-e (energy-dissipation rate)
turbulence model is used for the gaseous phase. The k-e model has
been tested in inert as well as in reacting flows (Khalil (1981, 1982):
Markatos (1986):. and Bradshaw et al (1981)). it was the obvious
choice because of its simplicity. economy and because its abilities and

limitations are known.

2.5 The Solution Procedure

The solution of the above conservation equations has been obtained by
application of the finite—-domain solution procedure embodied in the
generai purpose PHOENICS computer program (Spalding (1981): Gunton

et al (1983)).

The finite—domain equations are solved using the SIMPLEST and IPSA
algorithms (Spalding (1979(a). 1980(b)). The integration proceeds
along the axis of the off-gas duct from bottom to the top and it is

repeated. sweeping the domain until convergence is achieved.

2.5.1 The finite—difference qrid

For the finite~domain equations a conventional staggered grid that
overlays the physical domain is used. For a general, three-dimensional
grid. each cell (control-volume) has 6 faces. e, w, s. n, h and 2. and

6 neighbours E. W. S, N, H and L. as shown in Figure 2.1.
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Cell-centre points P are defined within each cell and are located at its
geometrical centre. Its neighbour-nodal points are referred to as points
N. S. E. W, H and L (north. south, east, west. high and low). The
lines joining P to its neighbours cut the cell-faces at points n. s. e. w,
h and 2. The velocities are stored at the centre of the cell faces. to
which they are normal (denoted by (-)). ie. at points n, s. e. w, h
and 2. All other variables ¢ are stored at the centres of the cell

themselves, see Figure 2.1.

The advantages of the staggered arrangement for the location of the

velocities are:

# It places the velocities between the pressures which drive them.
This is an advantage for the solution procedure adopted for the
continuity equation.

# These velocities are directly available for the caiculation of the
convective fluxes across the boundaries of the node containing
control volumes.

The only disadvantage is that the control volumes used to calculate

velocities are displaced from those used to calculate the other variables

and therefore need special consideration.

2.5.2 The finite—difference equations

The finite—diference equivalent of the differential equation (2.9) for a

general variable ¢. is obtained by integration over the entire volume of

the domain. Thus assuming steady-state:
f£f divirpve — rfg gradeldV = fff Sg dV (2.28);
vV vV
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where V denotes volume of the integration domain.

Application of the Gauss divergence theorem on (2.28), yields:

I (rpve - rTg grade). dA = Jff Sg dV (2.29);
A v

where A denotes surface area.

For the source term, ¢ is assumed uniform throughout the control cell

and therefore:

I85 Se dV = VS, (2.30).
v

In the surface Integral of (2.29), variables are assumed constant over

each cell face and thus:

II (rpvé-rre grade) .dA = > (rove-rre grade) .A
A e.w.n.s. :
h,2

(2.31).

In the RHS of (2.31) the partial derivatives contained in the term

rre¢grade. A is represented from a plecewise-linear profile for ¢ (Patankar

(1980)). For example for the s-face we have:
2% - %p~%s .
(rr¢ as)s As (r‘l"¢)s ((dZ)S) As (2.32);

where ¢p is the value of ¢ at the nodal point P, ¢g is the unknown value

of ¢ at the face s.
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It is convenient to introduce F; and D; where:

(rr,A; ).
Fi = roviAg b = LA (2.33):

where | stands for the celi-faces s, n, 2. h. w. e and 8; for the
distances &x. 8y, 8&x at the different cell faces i. Both F and D have
the same dimensions, with F indicating the strength of the convection and
D is the diffusion conductancs. D always remains positive and F can

take both positive and negative values. depending on the direction of the

flow (Patankar (1980)).

The discretised equation can now be written as:

P (Cidy) - b (Cioy) + £ Di(dp-d)

i=e.n.h i=w.s. 2 i=w.s.,?

- T Dy (6i-dp) = VSg (2.34);
ize.n.h

where ¢p. ¢j. Ij and Dj as abovs.

The values of the ¢; at the control volume faces are obtained by an

upwind-difference scheme. which states that the vailue of & at an

interface i. is equal to the value of ¢ at the grid point on the upwind
side of the face. For example:
dg = P iLf Fe>0
(2.35).
®g = OF Lf Fe<0

The values of the other ¢; can be defined similarly.
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Equation (2.30) for the source—-term at a nodal point P is expressed in a

‘linearised’ form (Patankar (1980))., such as:

where:
x x %
SC = (S¢) - ('g%) ¢p* and Sp = ('g%) ,

with the '*' values denoting the guess value or the previous-iteration

value of ¢p.

Substitution of the linearised form (2.36) of the source term and the

upwind-difference forms of ¢; into equation (2.34) we now obtain:

(Ap—=SpV) = ( z Aidoi) + SpV (2.37);
p~Sp¥)%p j®] c
JSE.W.S.N.H.L

where:

Aj =Dj + [{-F;.0]} for J=E.N.H

(2.38);

Aj =Dy + [[Fj,Oll for j=W.S.L

where the symbol [[A.B]] denotes the greater of A and B, | are the

neighbour nodal points of P, ie. W, E, S. N. H and L and V is the cell

volume.
Also the Ag coefficient expresses the combined effects of convection., and

diffusion. linking the property at the point P with its E. W. S. N, H and

L nodal neighbours. and is given by:
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= T Al (2.39):
{=E.W.S.N.H.L

in the absence of sources and boundary conditions.

To obtain the volume fractions (r); and densities (p)j. used in equations
(2.33), at? the cell faces i=e.w.n.s.h and 2. linear interpoiation is

employed between the nodal points [=E.W.N.S.H and L. one either side

of these i-faces. The values of Ij coefficients at the Ii-faces are
obtained as the harmonic mean of the nodal points j, on either side of
these i-faces (Patankar (1980)). For the velocities no interpolation is

needed since they are stored at the ceil faces.

2.5.3 Solving the sets of finite—domain equations

The means by which PHOENICS solves these coupled system of
finite—difference equations is complex and a full description of algorithms
would be extremely lengthy. Details are given in Patankar and Spalding
(1972). Patankar (1980), Spalding (1980(b)),(1981) and Markatos and
Spalding (1983). However, in order to use the package effectively the
user has control over a number of numerical parameters which greatly
influence the convergence properties of the algorithm. These will now

be described.

The solution of the sets of equations for all ¢ are obtained by an iterative
scheme. which is called ‘repeated z-direction sweeps’ (Spalding
(1981)). through the integration domain. The whole set of cells is
regarded as consisting of one-cell-thick ‘slabs’. extending in the x- and
y—directions, and piled one on top of the other in the z-direction. A

single ‘sweep’ therefore starts with attention being paid to the bottom siab
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of cells and solves for all variable ¢. with the values of ¢ at the next
higher slab regarded as known. Attention is then focussed on the next

slab up with the ¢-value being adjusted by reference to those in the siabs

both above and below. The procedure contlhues until the top—most slab
is reached. The user specifies the number of sweeps to be performed
in a run.

Velocities u and v are solved by a Jacobi point~-by-point procedure and

this means that any ¢p is updated for all nodes of the grid form:

T..At(bi_'f'Sc
_ i

%= T - 5

At the next sweep. the ¢'s on the RHS have the values created in the

(2.40).

previous one.

The user has a choice of two ways in which the pressure values are
updated. Either the values are updated at each siab with the other ¢
flow variables or the pressure values are updated at the end of each

compiete sweep (called a ‘whole—field solution’).

Convergence is monitored by calculating the change in each flow variable
vaiue between iterations. Printouts of variable values can be obtained at
special monitor points defined by the user. Residuals in mass

conservations can also be printed.

DTFALS(¢) is a ‘false-time step’. used to slow down the variation of any
solved—for variable ¢. other than pressure. It is not always necessary to

use these values. but if divergence occurs without them. the user can
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slow down the variation by employing them. DTFALS operates by adding
to the balance equation for variable ¢. the term: (¢-¢*)rp.vol/ st where r
is the volume fraction of the phase in question, p is its density, vol
stands for cell volume., and &ty is the chosen value of false timestep.
The above term is added to both sides of the equation. (using new and

old values) so it makes no difference to the ultimate solution.

2.5.4 Boundary conditions - sources/sinks

All boundary conditions are inserted in PHOENICS as source or sinks of

one or more variables. These are represented by iinear expressions of
the form:
S¢=(Cq + [(Spl]) (V¢"¢p) (2.41);

where the mass source Sy is given by:

Sm = Cm (Vm—pp) (2.42).

The symbol [[ 11 refers to the use of the upwind practice., the subscript P
refers to the centre of the finite—~domain cell in question and Cg. V¢ are

referred to as the ‘coefficient’ and the ‘value’ of the variable ¢.

The finite-domain equation for a boundary cell is the same as Equation
(2.40), where one of the neighbours is missing (the one corresponding
to the boundary cell face) and where the linearised source Sc+Spdp
contains the additional source/sink due to the boundary conditions.

Thus the equation becomes:
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T Aidi + Sc + CgS
L (except boundary) . ¢ *>0

= (2.43).
% (Ap - Sp - Cg)

2.5.5 The steady-state solution sequence in PHOENICS

The solution sequence for the complete model discussed above is

summarised in the following flow chart, Figure 2. 2.

START

Read Data

Y

Start of sweep

WV

Start of slab solution

W

Correct p and velocittes

V

Slab solution for R‘s.c’s. h’s., k-e | /N
velocities and radiation fluxes

N4
Calculate continuity errors and store

¢

Repeat unttil Y
| SWEEP=L_SWEEP
then STOP End of slab 3>* Repeat for
1Z=1.NZ
N4
N

Solve p’ for whole field

Y

End of sweep

FIGURE 2.2: SOLUTION SEQUENCE FLOW CHART FLOW
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2.5.6 Short description of PHOENICS

The computer package PHOENICS is a general computer code system
capable of simulating a large variety of fiuid flow, heat transfer and
chemical processes. it is divided into three main parts. each with its
own indlividual function to perform: EARTH, SATELLITE and GROUND.
EVARTH is the general equation solver and it is supplied with data from the
SATELLITE in a once-for-all manner. The SATELLITE is used for setting
up the problem, input data such as domain dimensions, finite—difference
grid spacing. initial values and boundary conditions in linear form only.
The GROUND routine is. in contrast. in constant communication with
EARTH. Therefore. it is generally used to provide EARTH with any
additional information, such as fluid property functions. non-linear
boundary conditions, reaction rates., solution of radiation fluxes and
others not available in EARTH. In short, it is used to provide EARTH
with information that has to be updated as the calculation proceeds.
GROUND is the means by which an advanced user can greatly extend the

capabilities of PHOENICS.
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CHAPTER 3 - MODELLING OF RADIANT HEAT TRANSFER

3.1 introduction

In mathematical modelling of flow and reaction processes in furnaces and
combustors, it is most wessential to represent adequately the
characteristics of heat and mass transfer. The model should be able to
determine. among other things. the actual heat flux distribution to the
‘furnace walls, and to predict the local temperature distribution of the
participating phases. Since chemical reactions involved in the
combustion process are strongly temperature dependent. accurate
calculation of the local temperatures is needed if the evaluation of the

reaction rates and species concentrations are to be meaningful.

in real furnaces and combustors of industrial size, two main modes of
heat transfer exist, namely radiation and convection, with the former
being often the dominant one. The probiem of determining the radiation
heat transfer at a point located either on a wall or within the gas in a
furnace is a very complex one., especially if there is more than one

phase present (eg. gases and particles).

Consider a small volume of gas and particles within the furnace.
Energy will be emitted by this volume. The emission depends on the
gas composition, the particle sizes and the local temperature. and it is
not difficult to calculate. The amount of energy arriving at this volume
is., however, difficult to determine. The reason is that the Intensity of
radiation at a given small volume is influenced by the geometry and the

properties of the absorbing and scattering medium filling the furnace.

When the mean path of radiation is very large. and the wall temperature
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is uniform. it is possible to express the influence of radiative heat
transfer by way of sinks, proportional to the fourth power of the local
temperatures. The calculation of these sinks is based on the
assumption that there is a negligible amount of absorption and scattering
of radiation within the medium. Their effect on the temperature
distribution through the medium is then deducted by direct solution of the

regular differential equations for the stagnation enthaipy.

Another simple way of accounting for radiation when the mean-free—path
of radiation is small compared with the furnace dimensions. is the
‘conduction approximation’, in which the effect of radiation is accounted
for via an additional thermal conductivity coefficient, proportional to the

third power of the locai temperature.
Unfortunately. in most practical cases. the value of the mean-—free-path
of radiation varies with position within the furnace and is neither large nor

small enough for either of the above methods to be used.

3.1.1. Equation of radiant energy transfer

The basis of all commonly used methods of solving the radiation
problems. is the equations of radiant energy transfer. it Is derived by
writing a balance equation for monochromatic radiant energy. passing in
a specified direction. through a small volume of an
emitting-absorbing—~scattering medium. For steady-state conditions. and
for coherent isotropic scattering. the equation is expressed (see for

example, Khalil (1982)) as:

a.v) |A(r.ﬂ) = - (Ka,A+Ks,)\) l)‘(l’,ﬂ) + Ka')\ Ib',\(r‘)
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Ks,a
41

g Ix (r.) d a (3.1);
Q=4n

where: I\ (r.Q) is the radiation intensity: which is a function of the
wavelength. position and direction; b, A is the monochromatic intensity of
black body radiation at the temperature of the medium: q is the solid
angle: and Ka, ) and Kg ) are the spectral absorption and scattering

coefficients of the medium. respectively, for a wavelength A.

3.2 Existing Methods for Radiation Heat Transfer

The difflculty of solving equation (3.1) has given rise to various
approaches and solution procedures. These approaches are termed to
be either of the differential type or the integral one. For a sufficiently
fine discretisation they all yleld accurate solutions and to this extent they
are all satisfactory. However., for real engineering combustors, thers
are some additional requirements to be satisfied. The two most
important of these are the geometric flexibility and computing economy of

the radiation solution calculations.

All existing radiation models are normally divided into three groups.
commonly referred to as: ‘zone method’. ‘Monte Carlo method’ and ‘flux

method’.

In the zone method (Hottel and Cohen (1958): Hottel and Sarofim (1967)
and Smith et al (1985)), the walls and the interior of the enclosure are
divided into zones (surfaces and volumes) of finite sizes; these are
sufficiently smail for the local temperature and other physical properties to
be considered uniform within each of the zones. The radiative

interchange in the enclosure. is first obtained by determining radiative
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exchange factors for each zone pair combination in the furnace., taking
account of attenuation by Intervening gases. and including the effects of
reflection within the enclosure. These exchange factors. the ‘total
exchange areas’. are the constants of proportionality in equations relating
the exchange of radiative energy to the difference in the fourth power and
temperature of each respective zone pair. and give a solution for the

radiation exchange within the furnace.

The evaluation of the total exchange areas forms an essential part of the
zone method of analysis. They are constructed according to the laws of
radiation geometry. taking account of the physical-chemical properties
(emissivity and absorptivity) of the radiation media, and describe the way
in which radiation is exchanged between the various combinations of
emitting—-absorbing volumes and emitting—absorbing-reflecting surfaces.
For simple geometries these volumes have been tabulated (see Hottel and
Sarofin (1967) and Hottel (1975)). This technique gives the complete
solution of grey gas system, ie one in which the gas absorption
coefficient, Kg. is independent of the gas temperature and the wavelength
of the incident radiation. The model can also be applied to real gases.
such as water vapour and carbon dioxide. which do not behave as grey
gases. because of the discrete nature of their absorption bounds. This
is done., representing the emissivity of the real grey gas as a weighted
sum of the emissivities of a number of grey gases., as given by (see

Beer (1974) and Smith et al (1985)):

€g = ¢ ag.n (1-e7Kn aPL) (3.2):
n

where: ag, n Is the fractional amount of energy in the spectral region
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where grey gas of absorption coefficient Kn exists: L is the path length
for radlation; p is the partial pressure of the absorbing gas: and n is the
number of gases. The exchange between each zone pair is then

calculated using the integrated form of the transport equation (see Shah

(1979)):
dal _ _ Ko T* .
ds - Ki + - (3.3);
t !
absorption emission
where: | is the intensity of radiant energy: K is the absorption

coefficilent. and o is the Stefan—-Boltzman constant.

This method has been extensively and successfully used to predict radiant
heat transfer in furnaces (Hottel (1975) and Steward et al (1974)).
However, the zone method Is based on the integral form of the radiation
transport equation and for this reason does not couple easily to the
simultaneous solution of the differentlai equations for flow and chemical
reactions. Furthermore. it is too demanding in both computer time and
storage capacity to be incorporated economically into a complete
prediction code for general three-dimensional problems (see Khalil

(1982)).

The Monte Carlo method (see Xu (1981) and Wall et al (1982)). uses a
random number generator to establish directions and the process of

radiative emission, absorption, scattering and reflections are expressed as

probabilistic events. Representative rays, typically no more than 9 for
reasons of economy, are fired in random directions. The required
quantities are then evaluated as each ray crosses the enclosure. A
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high degree of accuracy can be achieved provided we take enough rays.
but these will always be a statistical error in the generation of numbers

and a significant amount of computer time is needed.

The flux methods (see Siddall (1973) and Beer (1974)) provide an
easier alternative to the calculation of the radiant heat transfer. without
too great a loss of accuracy in many cases. The flux methods employ
diffusion-type differential equations for radiation-flux parameters and are
therefore compatible with the flow equations and associated solution

procedures.

The basis of most flux methods analysis is a balance for the flux of
radiant energy in a specified direction through an elementary volume.,
derived on the assumption that the material within the element is optically
grey (greater accuracy can be achieved by relaxing this restriction).
The main physical generalisation associated with the flux methods is the
division of the solid angle surrounding a point into a number (2N) of
solid angies. in which the intensity is assumed to be a specific function.
The 2N simuitaneous differential equations., thus derived. can be solved

with relative ease by standard finite-difference techniques.

Very simplified assumptions for the intensity distribution lead to methods
for one-dimensional radlatlon transfer of the Schuster—-Hamaker,
Milne-Eddington etc types used in astrophysics (see Siddall (1973) and

Truelove (1976a).

In the approximation by Hamakar (1947). for a one—dimensional case in

light-scattering material. the following flux distributions are used:
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di _ _
dx - (a+s)! + sd + aE (a)
r (3.4);
dJ
ax - (a+s)J - si - aE (b) J
where: | and J are fluxes in the positive and negative x-direction and a

and s are the absorptivity and scattering coefficients, respectively.

Lockwood and Spalding (1971) have extended the above model to
axlsymmetric geometries. thus accounting for the radiation fluxes in both
axial and radial directions., in an absorbing and scattering medium.
They also assumed that the angular distribution of both incident and

scattered radiation is isotropic.

The model was further extended to cover three-dimensional geometries
while preserving the nature of the ordinary differential equations (Patankar
and Spalding (1972) and Spalding (1980(a)) and it is known as the
‘six—flux’ model. Several applications of this model in two- and
three-dimensional combustion chambers and furnaces (Gosman and
Lockwood (1973): Khalil et al (1975);. Whitacre et al (1975):. and Khalil
(1979)) and In fires in enclosures (Markatos and Pericleous (1984))

have been reported. often with satisfactory results.

De Marco and Lockwood (1975) and Lockwood and Shah (1978),
developed and evaluated a variant of the above flux model. based
originailly on a six-term Taylor series approximation for the angular
distribution of intensity in a grey scattering and absorbing medium. The
model also combines features of the spherical-harmonics and

discrete-ordinate methods. It was tested for a number of cases. but it
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has the disadvantage that it Is not easlly adapted to new-coordinate
systems. Also by increasing the number of terms retained in the Taylor
series to improve accuracy. it has proved to be expensive with respect to

computer time.

Shah (1979) and Lockwood and Shah (1980) discuss the merits of the
zone. Monte—-Carlo and flux methods. and propose a new ‘discrete
transfer’ model which is essentially a mixture of all three methods. it is
based on solving for representatively directed beams of radiation within
the enclosure between the known wall boundary conditions and on the
subsequent computing of the radiation sources. which arise within the
finite—-difference control volumes of the flow domain. due to the passage
of the beams. This method presents the advantage of being easily
adaptable to compliex geometries and yielding solutions of good accuracy
(Carvalho (1983,1985): Jeng et al (1984): and Boyd and Kent (1986)).
However, computer time economy is its critical point especially in the
case of complex geometries, where fine discretisation is needed. coupled

with careful shaping of the control volumes and positioning of the rays.

Other methods are the Spherical Harmonics model. the discrete ordinary
mode!l and others. but these are not widely used. More details may be

found in Khalil (1982).

in parallel with the development of the above models and increased
emphasis on burning fuel more efficiently, researchers started paying
attention to the radiative properties of the emitting species (Truelove
(1976b)) . The principal radlating species in conventional fuel flames

are COs and Ho0O and suspended particulates. Studies were performed
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on the spectral distribution of the radiative transfer for various
compositions of gases and particle sizés in simple geometries (Beer et al
(1973). Karman et al (1984), Steward et al (1974) and Grosshandler et
al (1985)). and although the results were encouraging. the models were
too demanding Iin both computer time and storage capacity. Other
‘simple’ models, (Truelove (1984)), combined the Mie theory of
electromagnetic scattering with optical properties predicted by the classical
electron theory of metals, to predict radiant heat transfer through the

cover-gas in a sodium-cooled fast reactor.

The present work is based on the single—phase six-flux radiation model of
Spalding (1980(a)). which was developed to account for two-phase
problems (ie radlating gases and particies) . Both models are described

in detail below. in polar coordinates.

3.3 The Single—Phase Six~-Flux Model! in Poiars

Patankar and Spaiding (1972) and Spalding (1980(a)) developed a
radiation mode! for single—phase applications by extending and modelling
the original ideas of Hamaker (1947). The model involves the solution
of three second order differentiai equations., for the ’‘six-fluxes’ of
radiation. in a semi-transparent medium. In this model attention is
focussed on the quantities, I+J, K+L, M+N, (Figure 3.1)., where | and J
are. respectively, the forward and backward radiation fluxes in the radial
direction, and K and L. and M and N, are the corresponding fluxes in

the axial z-direction and e-direction in units of W/m2,

3.3.1 The differential equations

In polar coordinate, the single-phase. six-flux model is:
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19 (i) = —(a+s) | + aE + S (1+JHKIL+MHN) + J/r (a)
r dar 6
14 (r) = (ats)d - aE - S (1+J+K+LAMIN) + U/ (b)
r dr 6 |
% = —(a+s)K + aE + -3 CH+JHKHL+HMN) (c)
G o (atsIL - aE - S (1+J+KHLAMHN) (d)
dz 6
1am _ _ s
rde - (a+s)M + atE + 6 (1 +J+K+L+M+N) (e)
1 aN _ - _ s '
rde - (a+s)N at 6 1+ J+K+H_+M+N) (f)
(3.5);

where:

r = radial distance (m)

b 4 = axial distance (m)

e = angular distance (rad):

a = absorptivity coefficient (m~1):

s = scattering coefficient (m~1);

E = aT4: black body emissive power (W/m2): and

g = Stefan-Boltzmann constant (W/m2/K4) .

Algebraic manipulation of equations (3.5) gives the second-order

differential equations, which are:

1 3

18 1 9 (1i0)] = -26a + (a + 22)(1+d) - S (K+L+M+N)
r dar dr 3
a+s+ F

(a)
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[_1__9_ (K+L)] = -2Ea + (@ + S2)(Ktl) - 2 (1+UtM+N)

at+s dz 3 3
(b)
ld [_1 d _ 2s s
- 4 [T G5] W) = -2€a + (a + £ (M) - S agekeL)
(c)
(3.6).

The above equations (3.5) and (3.6) can only be applied to one-phase
problems, eg only gases or only particles with smail modifications; and
the absorption coefficient, a. in some early work by Gosman and

Lockwood (1972) was taken to be:

a=0.21 mfy + 0.12 Mpr (3.7):

to account for the emitting properties of the gas—-fuel mg,;. and the

gas-product Mpr in a reacting system.

3.4 The Two-Phase Six—Fiux Model in Polars

The present contribution is concerned with the prediction of the radiant
heat transfer in two-phase flows of gases and particles in polar
coordlnates, with direct Iindustrial applications in the metallurgical
industry. The new two-phase model developed in this work attempts to
overcome the limitations and problems of the single-phase model in
predicting accurately the radiant heat transfer distribution inside an

industrial system.

3.4.1 Assumptions

The following formulation is based on the assumptions that:

(D Gaseous radlation is a volumetric phenomenon.
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i

(i)

Civ)

3.4.2

Definea:

Particle radiation is a surface phenomenon.

No radiation is transferred by scattering of the gases. this is
not a limitation of the model, but a justified simplification for the
present application, described below where scattering from the
gases is negligible.

The surfaces of the particles are assumed to be diffuse. in
other words, diffuse reflection occurs if, regardless of the
direction of the incident radiation. the intensity of the reflected
radiation is independent of the reflection angle. Thué reflected

radiation is of uniform intensity in all directions.

Formulation of the equations

particles absorptivity coefficient (dimensionless)
particles scattering coefficient (dimensioniess)
in—-depth gas—absorptivity coefficient (m~1);
black-body emissive power for particles (W/m2) ;

black-body emissive power for gases (W/m2) .

Consider N number of particles in a volume. V. and let Rp be the

particle volume-—fraction present in V. Then:

Rp = Nx(particle volume)/V (3.8).

Assuming that the particles are spherical and of the same size, say

radius r. the number of particles. N, in volume V. is given by:

3 R. V
—2 (3.9).
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it follows that the total surface area. A;. of particles in volume V., is:

At = (4mr2)N (3.10):

or using (3.9):

Ry V
Ay = —2— (3.11).

in reality, radiation is distributed through all 4m radius of solid angle. but
is resolved into the six—coordinate directions, shown in Figure 3.1. in the
present model. Therefore. considering a unit volume containing a
number of radiating particles. the particle radiation from their surface is

divided equalily amoung the six—directions of Figure 3. 1.

In order to comply with Spalding’s single—-phase six—flux model the
dimensionless particle absorption, and scattering coefficients. ap and Sp-
respectively, must be converted to ‘in-depth’ coefficients having units of
m-1, This leads to the definition of the ‘effective in-depth absorption

coefficient’. ap’. (m~1), and ‘effective in—depth scattering coefficient’.

’

sp’. (m~1) given by:

ap’ = ap Ap (3.12);
and
where:

Ap 6 . X
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where V is now taken to be unity and Ap is the total effective surface of

particles per unit volume for each of the six-directions.

The above modifications are incorporated into the new, two-phase,

six—-flux model described below.

3.4.3 The differential equations

The six first-order differential equations for the radiation fluxes. . J. K,
L. M and N, and in the presence of two-phase. using the notation

defined above are given by:

1d_ - Sp J
r dr (rt) = agEg+apApEp - [ag+(ap+3p)Ap]| + 6 Ap (1 +J+K+L+M+N) + r
(a)
L9 (rh) = ~agEa-anAaEn - [8g+(8n+SadAnld — —PAr (1+J+K+L+M+N)+ 3
r dr = ~agEg-apApfp - [ag*(ap*splAplJ ~ 57Ap -
(b)
dK L E +anAnEn - [aq+(BntSIAGIK + 2B Ay (1+JHKHLHMHN)
dz _ 2gtg*apAptp ~ lag+iap?Splhp 6 P
(c)
@ . Eq— En + [agt(an+sp)Anpll + EQ An (1+J+K+L+M+N)
9z - “2gEg~apApEp + [ag*(ap*splip 5 Ap
(d)
1M e ta AE. - [ant(antSa)AqlM + 2B Ay (1+JHKHAMAN)
r de - agEg*apApEp g*(ap*splAp 6 “p
(e)
T aN _ o Sp
r de = agEg apApEp + [ag+(ap+3p)Ap]N + 6 Ap (1 +J+K+L+M+N)
f)
(3.15).

The resuit of further manipulation of equations (3.15) gives the

second-order equations:

~-52-



ld. r d = - -
r dr ( s l) ar (I"’J)] = 2apApEp 2agEg
ag*(ap*sp)fp*

S 2s
- 32 Ap (KeL+M#N) + (apAp+ag + ___g_'ﬁg) 1+ (a)
d 1 g - _5p
. [(ag+(ap+sp)Ap) K] = - B o

2sphp
+ (apAp+ag + 3 ) (K+L) - 2apApEp - 2agEg (b)
1d ] a - - -
F 88 |CagriagrapiAne) ds (W] = - 2apAgEp - 2agkg
g*(3p*splAp

S 2spA

- 32 Ap (1+J+K+L) + (apAgtag + —o—2) (W) (c)

(3.16).

The finite-difference equivalent of equations (3.16) are easy to derive

and they are given in Section 3. 5.

The variables solved for in the developed program are the combined

radiation fluxes RX, RY and RZ of both phases, given by:

=M+N (a) e~-combined flux ]
RY=1+J (b) radlal-combined flux : (3.17).

RZ=K+L (c) axtal-combined flux

3.4.4 Further notes on the six—fiux model

The six-flux model. as well as the four- and two-flux models, s
applicable only when the medium (eg gases. particles, etc) is not
transparent. in the absence of scattering and absorption. radlation will
be transmitted., say from zj to zp etc, but not from zy to yy (Figure

3.2). because equations (3. 15) are one-dimenslonal.

The only way that radiation from the y-wall can be ‘felt’” on the z-wall Is
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via absorption and scattering within the present medium.

3.4.5 Enthalpy-source terms

The influence of the radiative heat transfer is expressed by way of
sources and sinks., as functions of the fourth order power of the local

temperatures. distributed throughout the domain.

Then the contribution of the radiation fluxes to the stagnation—-enthalipy

source/sink term is given by:

) For the gaseous phase:
s(1) = ag (RX+RY+RZ) - BagEq (3.18).
rad

Gii) For the particuiate phase:
s(2) = a; (RX+RY+RZ) - 6apkp (3.19).
rad

A linearisation procedure was applied to equations (3.18) and (3.19).

(Patankar (1980)) to heip convergencse.

3.4.6 Derivation of the radiation boundary conditions

There are six boundary conditions to be considered. one for every

direction. These are:
dRX QBEI dRrY dRY dRZ dRZ
de |e=0’ de [(e=8" dr |r=0" dr |r=R’ dz {z=0" dz iz=h
(a) (b) (c) (d) (e) (f) (3.20);

where conditions (3. 20) refer to either walls. inlets or outlets.

in general, the walls of a furnace or combustion chamber are either
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water-cooled. or refractory surfaces. or composites of both with which
the computational cells used in a finite~diference procedure are in
contact, and it is possibie to derive boundary conditions for a quite
general wall. In this work. the walls are assumed opaque: that is if the

transmitted component of wall radiation is assumed to be zero.

Some of the flux arriving at the wall, Figure 3.3. is reflected back into
the chamber and this is augmented by the emission due to the

temperature of the wall.

For a general case. equating the wall fluxes, the flux, Fy. leaving the

wall is given by:

- +
Fw = (1 - &) Fw + ey o Tyt
(3.21);
t t

reflected emitted
where €y is the emissivity of the wall and Ty is the temperature of the
wall. This relationship (ie equation 3.21), is commonly found in the

literature (see for example, Shah (1979)).

Boundary conditions (equation 3.20(a). (b) and (c)). are assumed to
be the zero gradient conditions in an axisymmetric coordinate system. and
in the absence of walls in the e-direction. to comply with the symmetry

requirement that the net flux (ie F;Q + Fw) is equal to zero.

The rest of the boundary conditions are described beiow.
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3.4.6.1 Radlial direction boundary condition

There are two cases to be considered. one with the boundary wall and

the second one. when there is a blocked region inside the domain. as

shown in Figure 3. 4.

For the wali case. at point Py. using equation (3.21). flux Jyw. leaving

the wall is:

Jw = &w 0 Tw? + (1-gy) 1y (3.22).

Using equation (3. 17(b)) and back-substituting in (3.22), we get:

RYw-6w 0 Tu?
ly = —2 ;few w | (3.23);
and
(1-ew) RYytew 0 Tu?
Gy = —¥ "W W T W (3.24) .

2-ew

Algebraic manipulation of equations (3.15), (3.23) and (3.24) gives:

[ﬁ(a +(ap+Sp)Ap)+1]
| & = (20Ty# - RV e (3.25).
wall R(2-ew)
Simiiarly. for the blocked region boundary condition. we have:
(rag+(ap+sy)Ag+1]
%21 er = (RYg-20Tg%) B 79" “p™%p P (3.26) .
blocked r(2-<g)
regton

in the case of an outiet or Inlet in the radial-direction, we assume:

...56..



drY
dr

3.4.6.2 Axial direction boundary conditions

There are four cases to be considered. Two for walls, one for inlet

and one for outlet, as shown in Figure 3.8S.

As before. at point Pp. flux L. leaving the top wall is:

LH = ew 0 Ty? + (1-¢y) Ky (3.27).

Algebraic manipulation of equations (3.27). (3.15(c) . (d)) and

(3.17(c)) gives:

dRZ _ 4 [agt(ap+sp)Apl ey

4z |z=H = (2a0Tyw-RZY) 2 ey (3.28).
top
wall

Similarly for the lower wall, at point P:

dRZ _ _ 4 [ag*(ap+sp)Anley

dz |z=n = (RZ_-20Ty™) 2 ey (3°29)f
Lower
wall

For the Inlet., at point Py, if we assume that there is no radiation in the
negative z-directlon (le flux Li=0), leaving the domain at z=0, but a
percentage. «, of radlation is crossing the plane z=0 into the domain,

then the inlet radiation flux K,, at point P, is given by:

Ki = a eg ¢ Tin? | (3.30);

where eg Is the absorptivity of the gas at inlet and Tj, is the gas inlet

temperature.
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Algebraic manipulation of equations (3.30). (3.15(ec). (d)) and

(3.17(c)) gives:

dRZ = . .
dz 1z=0 = (ag + ap + Sp ) K (3.31).

tnlet

The outlet boundary condition. at point Py, dRZ/dzlz=L is assumed to be

the zero gradient condition.

In the case of an inlet in the y—direction a similar equation to (3.30) can

be used ie:
Jw = aeg o Tin? (3.32).
3.5 Discretisation of the Two—Phase Six-Flux Radiation Equations

3.5.1 The control-voiume approach

To solve the second-order differential equations (3.16), the
control-volume approach is used (see Patankar (1980)., Anderson et al

(1984) ., which is also used in PHOENICS.

The calculation domain is divided Into a number of non-overiapping
control volumes (sub-domains)., such that there is one control-volume
surrounding each grid point. it is most convenient to establish the
control volumes in such a way that the grid point lies halfway between the
boundaries of the two-dimensional control volume, for exampie. as in
Figure 3.6. The differential equations (3. 16) are integrated over each
control volume. Piecewise profiles expressing the variation of the fluxes
R;i between the grid pbints are used to evaluate the required integrals.
The result is the discretisation equation containing the values of R; for a

group of grid points.
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The discretisation equation obtained in this manner expresses the
consearvation principle of all fluxes R;. for the finite—control volume. just

as the differentlal equation expresses it for an infinitesimal control

volume.

in reality the control volumes are three-dimensional celis., having six

sldes and eight corners, as in Figure 3.7 where points:

P refers to the node point within the cell;

N north neighbour node (+ve y-direction)

S south neighbour node (-ve y-direction):

E east neighbour node (+ve x-direction):

W west neighbour node (-ve x-direction)

H high heighbour node (+ve z-direction):. and

L low neighbour node (-ve z-direction).

3.5.2 Discretising the z-direction fluxes

Using equations (3.16(b)) and (3.17(c¢c)). the second order differentiatl

equation for the z-direction can be rewritten as:

a_ 1 a - _ ?2
o [(ag+(ap+sp)Ap) S (RZ)] = - 32 (xAV)A
2S,A
- p'p, _ -
+ HZ(apAp+ag+ 3 ) 2apApEp 2agEg (3.33).
Let
r = L (3.34);
ag+(ap+sp)Ap ’ ’

then, there are three cases to be considered. one for a general cell

away from the boundaries and one for each boundary (le high and low).
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3.5.2.1 General case away from boundaries

Consider the node point P and its high and low neighbours., H and L,
respectively. and the distances between them as shown in Figure 3. 8.
Points 2 and h refer to the locations of the low and high boundaries,

respectively.

The LHS of equation (3.33) using (3.34) can now be written as:

o dRZ "y dRZ'
LHS (3.33) = —3Z2 dz 18 (3.35)
209
- RZy_RZ RZ._R
- & [ Comp) -t i)
p p O_+Dp
1 1 Th Ty I'h Iy
= RZu + RZL - ( )y RZ } (3.36).
2Dp Dp+DH 1 7 D +Dg Dp*DH © DL+Dp <P

Equating (3.36) with the RHS of (3.33) we now get:

s
Sp
D_+DF| RZy + DL—U— RZL+20p 3 (Rxp+HYp)Ap+2ApapEp+2agEgJ
I Ty ' 289 '
Dp*DH * D_+Dp *+ 2Dp {ag+(ap * 3 Ap]

RZp =

(3.37).

3.5.2.2 High boundary

in the case of a high boundary such as in Figure 3.9 we define:

dRZ/dzlz=h as a linear combination of such that:

dRZ

o = hc:RZp + (3.38).

Then from equation (3.35) and using (3.33) we obtain:
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.1 - ry R4
LHS (3.39) = - [Fh (aRZpa) - Iy (G )] (3.39 (

Equating (3.39) with the RHS of (3.33) we now obtain Rzp 'btain F

boundary given by:

rl §Q L) 1
Th B + O +0, RZ_+2Dp [ZapApEp+2agEg+ 3 Pp (RX+RY)} (RX+RYH
Rzp = i! 2s _
(BE:EE - h o) + ZDp [ag + (ap+ 5—9) Ap] )]

(3.40. (3

The coefficients a and B for equation (3.38) are obtained from eqed fron

(3.28), where:

(agt(antsnp)Anl €
a=-—3 P D D W (3.41) (3
2 - ey
and
B = (—a) (20TyH) (3.42) (3

3.5.2.3 Low boundary

As before. for the case of a low boundary. Figure 3.10, we de 10. wi
dRZ/dzlz=f as a linear combination of RZp. using equation (3.38),o0on (3.3

that:

dRZ
—— = (3.
dz |z=1 RZp + B (3.43).

Again using equations (3.43). (3.33) and (3.35) with alge with

manipulation we obtain:
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Cn S
e RZy - Ty B + 2Dp [59 Ap (RX+RY) + 2apApEq + 2agEgJ
p = Th 25p |
Dp+DH+r2a+2Dp [ag+(ap+ 3)Ap]

(3.44)

Equation (3.44) gives the value of flux at point P at the low boundary
and the coefficients a and B of equation (3.43) are obtained from

equation (3.29). where:

- (agt+(ap+sp)Ap) ey

a = eu (3.45);
and
B = (~a) (20T (3.46).

in the case of an inlet at low-z the low boundary condition is given by
equation (3.30) and therefore appropriate values should be given to the

coefficients a and B8 of equation (3. 43).

3.5.3 Discretising the radial—-direction fluxes

Using equations (3.16(a)) and (3.17(b)). the second-order differential

equation of the y-direction can be rewritten as:

s
1d r d (RY)] = - =B A (RX+R2)
rdr tlats)A. + 1 dr 3 P
ag*tap¥SplhAp *
2spAp
+ (apAp+ag+ 3 ) RY - 2apApEp - zagEg (3.47).

Let:
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r = C : (3.48) .
ag+(ap+8p)Ap + F

Then, there are three cases to be considered. one for a general cell

away from the boundaries. and one for each boundary (ie north and

south) .

3.5.3.1 General case away from boundaries

Consider the node joint P and its north and south neighbours. N and S,
respectively, and the distances between them. as shown in Figure 3.11.

Points n and s, refer to the locations of the north and south boundaries

respectively.

The LHS of equation (3.47), using (3.48) can now be written as:

ary| _ dRY
In gr In ~ s ar ‘s]

2Dp

LHS (3.47) = % [ (3.49):

1 : RYN-HYQ RYQ -HYS}
Cn - Is

r2Dp Dp+DN Dg+0p
1 1fn s 1 Tn T's

= RYN + RY ] - [ + ] RY
reDp Dp*ON N T DgtDp  °] T r2Dp Dp+DN T DgtDpl TP

(3.50).

Equating (3.50) with the RHS of equation (3.47), we now obtain:

Cn Ig Sp
) Dp *ON RY!‘+ D§¢DE!RYS + 2!?pr [2agEg+28pApEp * 3 (RXp+RXp)]
RYp = Tn ., Ts orD | e + 2_32) A }
Dp+DN ~ Dg+Dp P [ag a ¥ 737 fp

.51).
3.5.3.2 North boundary (3.5

In the case of a north boundary., such as in Figure 3.12. we define
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dRY/drlr=n, as a linear combination of RYp, such that:

gRY

ar | p=n = GRYp + B (3.52).

Then, from equation (3.49) and using (3.52), we obtain:

1 Rrp-RYg
LHS (3.47) = 270, [rn (aRYp+@) - Ty ( 5o s )] (3.53).

Equating (3.53) with RHS of (3.47)., we now obtain the RY-flux value at

the north boundary. given by:

r , s
Dpi0g RYS + In 8 + 2rDp [ZapApEp+2agEg + 32 A (HXp+HZp)J
RYp = s

p IS

Dp+Dsg

25
- rna + 2er [ag+Ap (ap + "‘é’g)}

(3.54).

The coefficients a and B for equation (3.52) are obtained from equation

(3.30), where:

[1+R(ag+(ap+sny)Ap) ]
«=- e (3.55);
R(2-ey)
and
B = () (20TyH (3.56).

3.5.3.3 South boundary

As before. for the case of a south boundary. Figure 3.13, we define
dRY/drir=s, as a linear combination of RYp. using equation (3.52), such

that:
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dRY

ar |r=s = GRYp *+ B (3.57).

Again using equations (3.57), (3.48) and (3.49), with algebraic

manipulation, we obtain:

Tn . Sp
RZp = Tn 25p '
Dp + rs x + 2er [ag + (ap+ ’ 3 )Ap}

(3.58).

Equation (3.58) gives the value of the radial flux at the south boundary
and the coefficients of « and B of equation (3.57) are obtained from

equation (3.26), where:

(r(aqg+(an+ss)An)+1]
« =B 70" %™’ (3.59);
r (2-eg)
and
B = (~a) (20TgY) (3.60).

in the case where the south boundary is the symmetry axis. « and B8 are

taken to be equal to zero (ie equation (3.20(c)).

3.5.4 Discretising the e—direction fiuxes

Using equations (3.16(c)) and (3.17(a)). the second-order differential

equation for the e-direction can be rewritten as:

1d 1 d_ -_EQ
r de [(ag+(ap+sp)Ap)r de RX} =~ 3 Ap(RZp*RYp)
2s,A
<Spp } )
* (apAptag + —5==) RX - 2apEpAp - 2agfg (3.61).
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Let:

1
[ag+(ap+sp)Ap] r (3.62).

r =

Then., there are again three cases to be considered: one for a general

cell away from the boundaries. and one for each boundary (ie east and

west) .

3.5.4.1 General case away from boundaries

Consider the node point P, and its west and east neighbours. W and E.
respectively. and the distances between then as shown in Figure 3. 14.

Points w and e. refer to the locations of the west and east boundaries,

respectively.

The LHS of equation (3.61) using (3.62) can now be written as:

I dRxt dRX

LHS (3.61) = 55 [Fe ol - lw} (3.63).

- AXE-"Xp AXp~AXw

= 515 [Fe oo — W oo

p p*De p*Ow
1 Fe T'w 1 Fe T'w

= RXg + - + RX

(3.64).

Equations (3. 64) with the RHS of equation (3.61)., we now obtain:

Te Tw Sp
DB?DE RXg + DE¢UW RXw + 2er [2agEg+2apApEp + 3 Ap(RYp+RZp)1
P le_,. % _ ., op [a ap + =) A ]
Op*Og ~ Op+Dw P19 %P " 3 p

(3.65).
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3.5.4.2 West boundary

For the case of a west boundary. as in Figure 3.15, we define

dRX/dele=w. as a linear combination of Rxp, such that:

dRX

de e=w=<xRXp+ B (3.66).

Substituting (3.66) in (3.63) and equating LHS and RHS of equation

(3.61). we obtain:

To Sp
e

Dp+Dg

RXP=

25
+ er + 2r'0p [ag"’(ap + —32) Ap]

(3.67).

Equation (3.67) gives the value of the RX-flux at the west boundary. and
values of the coefficients a and B are obtained from equation (3.20(a))

and they are equal to zero. for reasons explained in Section 3.4.6.

3.5.4.3 East boundary

As in the case of the west boundary. dRX/dele=e. is defined by equation

(3.66), where:

dRX

de le=e = & pr + B (3.68).

Algebraic manipuiation of (3.68). (3.66). (3.63) and (3.61). gives:

r S
g B + qagbw RXy + 2rDp [2agEg+2apApEp + 2 A (HYp+RZp)]
RXp = T ’ Zp '
Dp‘.'m - re x + 2er [ag+(ap + 3 ) Ap}

(3.69).
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The coefficients « and g In (3.68) can be obtained from equation
(3.20(b)) and these equal to zero, for the reasons explained in Section

3.4.6.
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FIGURE 3.1: RADIATION FLUXES IN POLARS
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CHAPTER 4 - THE COMBUSTION MODEL

4.1 introduction — Review

Combustion is a major feature of the flow in furnaces. The aim of
combustion modelling is to arrive at the calculation of the temperature.
T. the mixture density, p. and the mass fractions of the chemical

species involved. m;

Combustion is the process of interaction between fueli and oxidiser. which

is accompanied by the ilberation of heat and sometimes emission of light.

The importance of combustion processes in engineering is significant,
being used for power production. in the process industry and for
domestic and industrial heating. in the process industry much fuel is
burned as an essential ingredient of the production of engineering
materials. such as: iron, steel, glass. refined fuels and other
hydrocarbon derivatives. Coal. oil and natural gas may be used as fuel
and knowledge of the combustion process is a vital one in the design and

operation of the relevant combustion systems.

Combustion is a very complex phenomena since the change from the
reactants to the final products includes many intermediate reactions
involving the formaiion and interactions of intermediate species and free
radicals. Reactions can vary from simple ones to very complex ones,
with consecutive steps or coupled ones (Kondrat'ev (1964)) involving
primary reactions and secondary reactions. For example. Tsatsaronis
(1978) has presented a reaction mechanism for methane-oxygen mixtures
which contains 29 elementary reactions. involving 13 different chemical

species. Turbulence further complicates the problems since it influences
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the mixing of reactants and products and for this reason it has attracted

considerable attention.

Spalding (1971) presented a model of turbulent combustion which involved
the calculation of the magnitude of the fluctuating concentrations and
adequately predicted the main features of turbulent diffusion flames. He
also presented two further modeis. where in the first one, the time—mean
reaction rate is related to the time-mean concentrations and temperature
at the point in question, by a bimolecular Arrhenius expression. in the
second model. the local reactibn rate is taken to depend also on the rate

of breakup of the eddies by the action of turbulence. and to be controiled

by this rate when it is low enough. He concluded that the eddy-breakup
term appears to be essential, if the dominance of hydrodynamic
processes is to be correctly simulated. The eddy-breakup model is

expiained in more detail in the following sections.

Mason and Spalding (1973) presented an extension of the work by
Spalding (1971)., to calculate the rate of spread of flames through a
turbulent combustible gas. using the k—-e model for the hydrodynamics
and the eddy-breakup model for the chemical reaction rate. Comparing
with experimental data. they concluded that the eddy-breakup model is
capable of predicting the spread of turbulent flames behind baffles rather

well.

Rhodes et al (1974) presented a series of predictive modeis for turbulent
shear flows with simuitaneous chemical reactions., using a probabilistic
model for evaluating the influence of turbulent fluctuations on the chemical

reactions of a hydrogen-air diffusion flame. They compared with
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experimental resuits and concliuded that the interaction between turbulence

and chemical reaction is important, perhaps dominantly so in some flows.

Bray (1974) used the exact equations of turbulence for reacting flows. to
derive an approximate form of the turbulence kinetic energy balance

equation, for premixed. two-dimensional. turbulent flames. at low Mach

numbers and high Reynolds number. He also experimentally observed
effects of turbuience on a variety of turbuient flame configurations. He
concluded by observing that certain phenomena - such as turbulence

generation as a result of shear produced within the flame. turbulence
energy removal due to velocity divergence resulting from heat release.
diffusion of turbulence energy and reduction of turbulence Reynolds
number - occur under the influence of combustion: and interaction
between turbulence and combustion depends upon the balance between

these often opposing effects.

Eighobashi and Pun (1974) studied turbulent diffusion flames in a smali.
axisymmetrical cylindrical furnace. using town gas and proposed a
procedure for calculating the probability of chemical reaction in turbulent

diffusion flames. which agreed well with experimental results.

Spalding (1972,1974) brlefly reviewed models for turbulence, radiation.
chemical kinetics and two—phase effects for predicting
combustion—chamber flows. In particular, for the combustion model he
discussed the Iidea on Arrhenius rate, having its basis on a
physicochemical concept (collision frequency. activation energy) plus
emapiricism. He also discussed the idea of turbulent diffusion flames

and the spread of a turbulent flame through already premixed gases.
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He stressed the analogy with the dissipation of turbulence energy and of
concentration fiuctuations. He showed that predictions based on the

eddy-breakup model hypothesis agree well with experimental data.

Pope (1976) described a preliminary investigation into the use of
probability approach to model turbulent reacting flows. He paid attention
to the effects of the turbulence on the reaction and concluded that in a
combustion system, the average mass fraction and reaction rate of each
species. and the average density and temperature may be determined
from the average joint probability distribution of temperature and the
specles. He obtained solutions for homogeneous isotropic flow situations
corresponding to diffusion and premixed flames. For the appropriate
conditions. an expression for the average reaction rate was obtained

which is similar to Spalding (1972) eddy-breakup model.

Spalding (1977(a)) presented a simpie model for the rate of turbulent
combustion, where the local rate of global reaction. in a turbulent gas of
non-uniform fuel-air ratio, is expressed as a function of five parameters.
These parameters are the time—average mixture fraction. the maximum
and minimum values of the mixture fraction, occurring as a consequencse
of the fluctuations, and the time-average fuel concentrations at two
nearby points. Predictions were made of the spread of both unmixed

and premixed propane-air flames.

Lockwood (1977) extended existing combustion modelling for diffusion and
for premixed turbulent reacting flows. to handle the general case of
combined diffusion and premixed reaction and is intended for engineering

use.
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Spaiding (1977(b)) presented the ESCIMO theory (for Engulfment,
Stretching. Coherence. Interdiffusion, Moving Observer). The theory
was explained as having ’‘biographical’ (Lagrangian) and ‘demographical’
(Eulerian) aspects., which are almost independent of one another.
Resuits were presented for several fluid-dynamically simple systems., such
as the confined premixed flame, the free turbulent jet. etc. Spalding
(1978) applied the ESCIMO theory of turbulent combustion to a one-step
exothermic chemical reaction between premixed fuel and air in a
steady-flow, well-stirred reactor and demonstrated the capabilities of the

theory.

Gosman et al (1978) described a general computer—-based procedure for
the prediction of gaseous—fired cyiindrical combustion chambers which can
handle diffusion, partially-premixed and premixed combustion. The
reaction rate is based on the ‘macroscale model’ described by Lockwood
(1977) assuming a one-step global reaction between the gaseous fuel

and oxygen.

Bray (1978) reviewed the interaction between combustion and turbulence
from the point of view of a modeller, and discusses the effects of
combustion on the structure of turbulence and effects of turbulence on

chemical reaction rates.

Arbib et al (1980) developed a computer program for the solution of the
set of elliptic non-linear partial differential equations that describe
turbulent reacting flows of the kind encountered inside combustion
chambers. Their investigation combined a two-equation model of

turbulence with three global chemical reactions in realistic combustor
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geometry. and obtained fair agreement between predictions and

experimental data.

Williams and Libby (1980) reviewed works related to turbulent reacting
flows with consideration of both premixed and non-premixed flows and with
emphasis on the similarities Iin the formulations appropriate to the two
cases. when the chemical reactions are fast. An approach to the
description of trace-species undergoing finite-rate chemical reactions Iis
outlined and persisting difficuities in modelling the fluid-dynamics and

transport processes in turbulent combustion, are stated.

Abou-Ellail and Abou-Arab (1981) studied co-—axial diffusion flames for
different velocity ratios of fuel and air. They assumed global kinetics for
the combustion model and that the reaction between fuel and oxidant

takes place in a one-step. reversible reaction.

Khalit et al (1981) obtained results for a gas-fired furnace using three
different modeis for combustion, namely for the diffusion, premixed and
arbitrary fired flames using the models outlined in Hutchinson et al

(1976) .

Westbrook and Dryer (1981) reviewed some of the principles and
techniques involved In the development and application of various kinetics
models for hydrocarbon fuels (CO, CHg. Ha. Og. etc). which have been
developed using data from a variety of experimental syustems. They
also emphasised the need for additlonal considerations on the

non-Arrhenius temperature dependence of reaction rates. etc.
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O’'Brien (1986) discussed the recent extensions and contributions to the

statistical theory of chemical reactants in turbulent fiows.

In the 21st Symposium (international) on Combustion (1986) a number of
people presented various works of turbulent reacting flows. Baum et al
(1986) presented a mathematical model. with results. of the local
transient diffusion-controlled reaction between initially unmixed species.
Pope and Correa (1986) presented joint pdf calcuiations of a
non-equilibrium turbulent diffusion flamse. Further works can be found in

the proceedings of the conference (to be published in 1987).

Work also has been carried out for the cases. where the non-gaseous
phase combusts. More information on the subject can be found in:
Spalding (1979(b))., (1982(b)). Smith (1982), Kansa and Perlee
(1980). Lockwood et al (1980), Chung and Yun (1985). and in the
proceedings of the 21st Symposium (international) on Combustion

(1986) .

4.2 Existing Models ~ Background

Despite the compiexity of the combustion process. the furnace engineer is
usually interested only in the general representative features of the
process such as time—averaged values of velocities. temperatures.
concentrations and densities. Consequently, the assumption of a global
one-step reaction mechanism between fuel and oxidant, as represented by
Equation (4. 1), is a very useful simplification. which aids the process of

numerical prediction:

Fuel + oxidant - products (4.1).
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This assumption reduces the number of active species to only three.
namely: fuei, oxidant and final product. for which the transport equations

(2.8) can be solved.

In these equations, the rate of generation or consumption of the chemical
species 2. Rg per unit volume, appears as a source or sink term, S¢. in
the relevant equations. Many attempts have been made to model this
term and one of the earlier ones is the expression of Kondrat'ev (1964).
He gave an expression for the fuel reaction rate. Rj,. as a function of
temperature, T. pressure P, the order of the reaction n, and the

chemical species concentrations, as follows:

Rfy = f™ (T. P. concentrations) (4.2).

Another way of expressing the reaction rate is to take into account the
collision or interaction of a single molecule of fuel with a single molecule
of oxidant given that, at a particular temperature., the number of
collisions is proportional to the locai concentrations of reactants in the

mixture. Thus:

Rfu - Kf mfu mox (4.3).

Clearly for most chemical reactions the rate depends greatly on the
temperature and this can be taken into account by a temperature

dependent expression for Kg. Arrhenius (1889) suggested the following:

K¢ = A exp(-E/RT) (4.4);

where A (called the pre-exponential factor) and E (the activation energy)

are temperature independent parameters determined by experiments.
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Values have been reported for many elementary reactions by various

authors (see Chapter 6).

Reaction rates employing Equation (4.4) are said to be of the ‘Arrhenius’
form. However, for some reactions studied with high accuracy and
whe.n the temperature range is large it has been found that Equation
(4.4) does not yield a very adequate representation (Libby and Williams
(1980)), Gardiner (1984)). in such cases. more complex temperature

functions, usually of the form:

K¢ = BTO exp(-E/RT) (4.5):

have to be used. Equation (4.5) and other rate-coefficient functions

which differ from (4.4), are said to describe ‘non—-Arrhenius’ behaviour.

Spalding (1971), in his eddy-breakup model. for premixed turbulent
flames. suggested a different approach in which the reaction rate can be
expressed in terms of flow properties that can be calculated. This

model is explained. in detail, in Section 4. 4,

in practice. two types of combustion are distinguished: homogeneous and
heterogeneous. The first type is typical of gaseous fuels and gaseous
oxidant, where the reactants are mixed at the molecular Ilevel.

Heterogeneous combustion is typical of liquid and solid fuels.

Homogeneous combustion can be modelled as either kinetically- or
diffusion-controiled. in the kinetically influenced model the fuel and
oxidant are premised, and the prepared fuel-oxidant mixture is supplied to

the combustion zone. In the diffusion-controlled model they are not
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premixed and combustion occurs as soon as fuel and oxidant mix.

4.3 The Diffusion—Controlled Modei

Pun and Spalding (1967) and Spalding (1979(b)). developed the idea of
the Simple Chemically-Reacting System. (SRCS). by assuming a global,
one-step. infinitely fast chemical reaction between fuel and oxidant.
where they combine in stoichiometric proportion. This model also
involved convenient simplifying assumptions about the species

thermodynamic and transport properties.

The diffusion-controlled model, employed in part of this work is based on
the SRCS model and it is presumed that whenever fuel and oxidant exist
together within a cell, the chemical reaction will proceed instantaneously
to completion in a single step. producing compiete combustion products.

such that:

1Kg fuel + S Kg oxldant - (1+S) Kg of products (4.6).

in this model., the effective exchange coefficients Lgff for all species are
assumed to be equal. although they need not be uniform (ie. they can
have differant values at different spatial positions. The second
assumption that has to be made is that fuel and oxidant always combine
in stoichiometric ratio as given by Equation (4.6). A consequence of

the model is that the quantity:

m
¢ = mfy "%! (4.7);

where m¢, and mgx are the time-averaged mass fractions of fuel and

oxidant, respectively. and S is the stoichiometric oxidant requirements of
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the unit mass of fuel, becomes a passive scalar (ie. it obeys the
transport equation (2.8) with no source terms). This will be

demonstrated later in this section.

It is convenient to work with a dimensioniess ¢. by defining the mixture

fraction f., given by (Spalding (1980(a)):

f = ¥ (4.8):
0~ ®1 s
where the subscripts 0 and 1 designate ¢ at the fuei and oxidant stream

inlets  respectively, assuming a two-stream mixing process. as

represented in diagram (4.1).

In the diagram (4.1) the fuel flows from stream Sg (often entering in a
pure state) at the rate of f Kg/s. and oxidant flows from the ’auxiliary’
stream Sj. at the rate of 1-f Kg/s. to form a ‘mixture’ M, which flows at

the rate of 1 Kg/s.
Equation (4.8) can aiso be written as:

Mox _ Mox

) (mey = —57) ~ (mfy g ) oxidant stream
= Mo x Mo x
(mfy = —5~) fuel stream ~ (Mfy - g ) oxidant stream

(4.9).

The value of f at the combustion front is denoted by fgT and at this point

there is no fuel or oxidant present. its values being given by:
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n
mgiL = mgiL (1-F) (4.14) .

The mass fraction of the remaining product species can now be found

from:

mpr = .‘_mdll_mox_mfu (4.15).

Then because the fuel and oxidant engage in a simple chemical reaction

with a fixed stoichiometric ratio S. it follows that the reaction rates are

related as follows:

]

S Rox = Rfu (4.16) .

Equation (4.16) can be used to show that ¢ in Equation (4.7) is a

passive scalar. This follows from the transport equations of fuel and

oxidant which are:

V.(pumsy) = V.(FgfeVmey) + Rey (4.17);

V(pg_mox) v.(reffvmox) + Rox (4.18).

Dividing (4.18) by S and subtracting it from (4.17) we now obtain:

Mox Mox Rox
V.[pulmey - —-S'—)] = V.(FgffVimsy -~ —é—)] + Ry -~ S
(4.19).
Using Equations (4.16) and (4.17) we now obtain:
V.(pug) = V. (CgffVey) (4.20);

which Is the transport equations of ¢. with no source terms.
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4.4 The Kineticaliy—-influenced Model

In many flow situations such as when the gases are premixed., prior to
the combustion chamber. the infinitely fast reaction assumption. is invalid
and it is therefore necessary to provide for a finite rate of reaction. To
do so. a source term is required in the conservation of chemical species

equation (2.8)., to account for the consumption or generation of the

species at a finite rate.

Various models and approaches have been suggested (see Khalil (1982))
that vary from muliti-step to on'e-step, reversible or irreversible reactions,
accounting for various dependencies of the reaction rate with

temperature. turbulence and other quantities.

In this section. finite rate. single-step reaction mechanisms with one— or
two-simuitaneous reversible or irreversible reactions, are considered.
They are based on the eddy-breakup model of Spalding (1971), where
the local reaction rate is proportional to the rate of formation and breakup

of the turbulent eddies.

The essential ideas of the eddy-breakup model are: that the turbulent
reacting mixture consists of interspersed sheets and filaments of fully
reacted and completely unreacted material and that the rate of
transformation of the gas from one state to the other depends upon the

rate of stretching of the sheets and filaments.

This model appears to work reasonably well (Bradshaw et al (1981),
Khalil (1982)) in situations where the reactants are premixed at the

stoichiometric ratio before they enter the combustion chamber. in his
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variables. ie. mass fractions mp. mC and mp of species D, C and A,

respectively. can be calculated independently by the equations:

1-mg(1-XYZ)-mp (1+X)

mc 1+XY (4.26);
mp = (mp + (mc-mg2)Y1X (4.27);
x »
ma = ma(l1-f) + S(nB-an) (4.28);
where:
m
X = — (a)
mA
y = awp )
= owe (b) (4.29);
mc
Z == (c)
mg

where wa and wg are the molecular weights of substances A and C,

respectively.

The foilowing constraints are also applied:

0<f<1, with =0 at stream Sy and f=1. at stream Sj.

0¢smasm™a. with ma=m”a at stream Sg and ma=0. at stream Sj.
O(ma(m*g. with mg=0 at stream S, and m5=m"5, at stream Sj.
0¢mc<1, with mg=0 at stream So and mg=m*g. at stream Sj.

0<mpsm™p. with mD=m*D at stream Sg and mp=0., at stream Sj.

These constraints were introduced to aid convergence of the iterative

schemes.
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The reaction rate employed is an extension of the one suggested by

Spalding and is given by:

Rg = m &’5 (4.30):

where m is taken to be:

- mA
m = mi.n(ng.—S-) (4.31):

where mg and mp are the available reactants B and A respectively, and

s is the stoichiometric ratio.

The motivation for Equation (4.31) is the fact that in the cases of
non-stoichiometrically mixed gases. the reaction rate is dependent on the

species that is in shortest supply.

4.4. 1.1 Source terms for Mg

Because of the non-premixed nature of the model five cases must »be
considered: |
Case 1: mg = 0 : no reaction.

Case 2: maA = 0 ! no reaction.

Case 3: The temperatures inside the combustion chamber are outside the
temperature range within which the reaction can take place. as
dictated by the Gibb's free energy and the chemical
thermodynamics of the reaction. Therefore no reaction
occurs.

Case 4: ma/S * mg: Reaction rate is controlied by mg. ie. excess of A

“or A and B at stoichiometric proportions.
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Case 5: mp/S < mg: Reaction rate is controlied by mp. ie. excess of

species B.

The source term Sg is given by Equation (4.30) and to incorporate it

into PHOENICS., it is put in the form:

S = Cg (vg - mg) (4.32);

where Cg and Vg are the coefficients and the value of Sg and are given

in Table (4.1).

In summary. the main advantages of the above model are:

Q) chemical species do not have to be in stcichiometric proportions
before they mix:

Gii) only two equations are directly solved for (ie. for variables f

and mg) and the others can be derived from them:

Case Coefficient Cg . Value Vg
1 0 0
2 0 0
3 0 0
4 pe/k 0
x
x ma

5 pe/k fmg - — (1-f)

S

TABLE 4.1: SOURCE TERM FOR REACTION (4.24)

Giii) the model is consistent with available solving techniques and it

is therefore. easy to incorporate in a general fluid flow package
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such as PHOENICS.

4.4.2 The standard reversible—-one—-reaction modei

Consider four species present in a combustion chamber: reactant A.

entering through stream Sq,. reactant B, products C and D. entering

through stream Sj. The reversible reaction taking place is:
(a)
aA + bB _ cC + dD (4.33).
(b)

In this model transport Equations (2.8) must be solved for three of the
constituent species (eg. species A. B and C) while the fourth one

(product D) is obtained using:

mp = 1-ma-mg-mc (4.34),

For reaction (4.33(a)). there are three source terms to be considered.

one for each of the species A, B and C. given by:

RA = -m %é (a)
Rg = -m Sp £= (b) (4.35);
- ch
- - — %
Re alp k (e

where m is taken to be:

m = minimy. ggl (4.36);

since the reaction is iimited by the reactant in shortest supply. The
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stoichiometric ratio Sy, for reaction (4.33(a)) is given by:

Sg = b—w§ (4.37).
awp
For reaction (4,.33(b)), the source terms are:
- aWA pe
Rp = m e K (a)
- wa pe
=m (4.38);
Rg = m G k (b)
Rc=-m ‘%’é (c)
where now, m is taken to be:
m = mln[mc.%] (4.39):

since the reaction is again controlied by the reactant in shortest supply.

The stoichiometric ratio. Sp. for reaction (4.33(b)) is given by:

Sp = EVTC: (4.40).

4.4 2.1 Source terms

Since the gases are not premixed and are not in stoichiometric

proportions. there are flve cases to be considered for each direction of

the reaction (4.33).

For reaction (4.33(a)) the cases are:

Case 1: mpa =0 : no reaction.

Case 2: mg =0 no reaction.
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Case 3:

temperature range that reaction can take place and therefore no

reaction occurs.

Case 4:

limited by ma.

Case 5.

limited by mg.

Sources (4.35(a).

Sy = Ci(Vi-¢)

where coefficient C; and values V; for the species A, B and C are given

(b) and (c¢)) are again put in the form of equation:

mg/Sg * ma:. Species A in shortest supply. ie.

mg/Sa< ma: Species B iIn shortest supply. ie.

Gas temperatures Iinside the combustion chamber are outside the

(4.41):

in Table 4.2.
Case |Species A Species B Species C
4 |Ra=-mp ES Rg=-mp 25 s Rg= cHe maA pe/k
A=A i Ak Sa aWp
m=ma | Ca=pe/k ca=10"10 Vo= NC pe mpa1010
A VA aWp k
VA=0.0 vg=—mp £5 841010 Cc=10"10
__™, pe _ MNc ™ e
S RA= (Sa) K Re=-mg pe/k = 3Wa S5 K
Eu=g—8 Ca=10"10 Cp=pe/k Cc=10"10
a
__(™_ pe 10 , _ MC pe ™ . 10
VA= (Sa) K 10 vg=0.0 e} alp kK Sg 10
TABLE 4.2: SOURCE TERMS FOR REACTION (4.33(a))
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For reaction (4.33(b) the cases to be considered are:

Case 1 mgc =0 no reaction.

Casg 2: mp =0 no reaction.

Casé 3. Temperatures in the combustion chamber are outside the
temperature range, where reaction can take piace. ie. no
reaction occurs.

Case 4. mg > mp/Sp: ie. excess of mc., and reaction rate is controlled
by mp.

Case §5: mg € mp/Sp: ie. reaction rate controlled by mg.

The source term coefficients Cj and values V; for reaction (4.33(b)) are

given in Table 4. 3. Species D can be obtained by equation (4.34).

Case |Species A Species B Species C
Aa= a0 pe Rg= 8 ™D pe Ao= - 20 ps
mo cWe Sp k cWe Sp k Sp k
"‘C>‘S’g
ca = 10710 cg = 10710 Ccc = 10710
=
So
A=§_W.A".‘_DE]0]0 Vsiam%]o'l() Vg=- ps ™ 1010
MG Sp k MG Sp k K Sp
awp bWy
_ 8% pe 2" pe .
. A cWe mc K cWe Kk Rc mc pe/k
"'C‘gg
_ Ca = 10710 Cg = 10710 Cc = pe/k
m=mC
aWp bWg
%A pe .10 —B _ PE 1410 =
Va NG mC 10 Vg NG mC | 10 Vg = 0.0

TABLE 4.3: SOURCE TERMS FOR REACTION (4.33(b))
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4.4.3 The two-simuitaneous reactions modei

Consider the two reactions:

S
aA +bB - ¢cC + dD (a)
(4.42);
- So _ -
eE + bB - cC + dD (b)

which can proceed simultaneously.

When reactants A and E are in excess compared with the quantity of
reactant B present, we will assume that the masses of reactant B
reacting with E and with A, per unit time. are in the ratio A: 1. Without

loss of generality we can assume A:1.

There are two stoichiometric ratios to be considered: Sj. for reaction

(a). related to species A and Sp. for reaction (b). related to species

E. given by:
bwg
Sy = ‘a'm (4.43);
and
oHg
So = -eW—E (4.44).

Species A and E are considered to be the two fuels in reactions (4.42)

reacting with species B.

The reaction rates must be divided into a number of distinct cases.

The simplest are:
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Case 1: mg=0
or no reaction at alt

(ma=0 and mg=0)

Casg 2: mg#0 with:
Case 2.1: mp=0
and reaction (4.42(b)) proceeds alone
mg#0
or
Case 2.2: mp#0

and reaction (4.42(a)) proceeds alone

Case 3: Temperatures of the gas mixture are outside the temperature
range over which reaction (4.42) can proceed and hence there

is no reaction.

For simplicity it is also assumed that the temperature ranges over which

the two reactions can proceed. are the same.

The more complicated case where ma. mg and mg are non-zero and
temperature is Inside the range at which reaction can proceed must now

be considered. It can be subdivided into the cases shown in Table 4. 4.

The minimum amount of species B, required for Species A and E to
react fully is: Syma+Somg. since species A and E require Simp and
Somg amount of mg. respectively. If this is available. mpg Is said to be

in excess (Case 4.1). When. however:
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mg<Simp + Somg (4.45):

then the available amount of species B. must be divided between A and E

in the ratio A1 1 (Case 4.2).

Case 4
atl reactants
are non-zero

i

Case 4.1 Case 4.2
} L
excess of mg not enough mg
te. Le.

mg3S1ma +Somg mg<Syma+Somg

Case 4.2.1 Case 4.2.2
mg>Sjma/ A+Somg mg<Syma/ A +Somg
not enough mg more than enough mg

TABLE 4.4

In this case. species A and E would have required Sympa and ASomg
amounts of species B respectively., with a total requirement of

S1ma+ASomg out of the availabie amount mg.

Hence., the Iindividual requirements of species A and E out of the

avallable mg will be:
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q) amount of mg reacting with mp is:

Simamg
STMA+ ASome (4.46).
(i) amount of mg reacting with mg is:
ASomemg (4.47)
Symp+ASomg ' '

Because of the A: 1 ratio, in favour of the available amount of species E.
species E (ie. mg) will then be determining the amounts of mg each of
the species A and E will be allocated for the reactions (4. 42). Hence.

there are two cases to be considered:

ASomemg

SMA* ASomE > Somg (4.48):
which gives:

g > 3 SymA+Some (4.49);
and

ASomemg

S1ma+ASome £ Somg (4.50):
which gives:

mg < % S1ma+Somg (4.51).

Equation (4.49) corresponds to Case 4.2.1 where. although there is not

enough species B for both reactions. there is not enough species E
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either. Equation (4.51) corresponds to Case 4.2.2 where. this time
there is more than enough mg for reaction with the available mg. and

proper consideration is needed for the allocation of reactants.

In reactions (4.42) there are five species present and hence. species A,
B. C and E are solved for and species D can be obtained using the

equation:

mp = 1-ma-mg-mg-mg (4.52).

The reaction rates are based on the modified eddy-breakup model and for

the non-premixed modifications are of the forms:

RA = - mp pe/k (a)
Rg = - mg pe/k (b)
- (4.53):
Rc = mg pe/k (c)
RE = - mg pe/k (d)

where again reactions are controlled by the species in shortest supply

and take account of the priority of reaction (4.42(b)) over (4.42(a)).

The coefficients C; and values V; of the sources (4.53) and the values of

m; are given In Tables 4.5.1, 4.5.2 and 4.5.3.
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Species A | Species B
Ra = - B my Rg = - 25 (symp+some)
ma = mp mg = Symp + Somg
Ca = pe/k Cg = 10710
Va = 0.0 Vg = - (Sima+Somg] £2 1010
Species C Species E
W, cW, -

ps SC k. - _ ps
Re K { alp mA + oW mgl Rge Kk ME
- cWe EWC -
mC = Gwa ™A * o ME! mg = mg
Ccc = 10°10 Ce = pe/k
Ve = % ng 1010 VE = 0.0

TABLE 4.5.1:. CASE 4.1, EXCESS OF mp
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Species A Species B
Ra = - mp E< Rg = - =
k k
o= mg—Some -
A S mg = mg
Ca = 10710 Cg = pe/k
VA = - mg 251010 Vg = 0.0
Species C Specles E
R = £% mg R = - 2% g
- cWNc mg-Somg  cWg -
mC—aWA( S )+9Wr._-mE ME = M
cc = 10710 Ce = pe/k
Ve = % ng 1010 VE = 0.0

TABLE 4.5.2: CASE 4.2.1 WITH mg>S1ma/A+Somg
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Species A Species B
RA = - mp % RB = - mg %é
;\ = TATS m =
A S1ma+ASome "B = ™8
Vao = 0.0 vg = 0.0

- 8 pe - pe
CA = (SimaraSome’ K 8 =
Species C Specles E
Rc = mg £= Rg = - mg £<
- o mgmy - Amemg
mc awp Syma+ASomg mE Simp+ASomg

, Mo _ Amgme

eWE Syma+ASome
vc=;|c‘:—é1o1° VE = 0.0
Amg

= 10-10 = pe

Cc =10 Ce (S]MA+ASQME) k

TABLE 4.5.3: CASE 4.2.2 WITH mgsSyma/A+Somg
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4.4 4 The Arrhenius influence

As mentioned above. Spalding (1971) in his eddy-breakup model
suggested that the reaction rate should be taken as the minimum of the
eddy-breakup rate and of the laminar Arrhenius rate., which expresses the

temperature dependence of the rates.

Khalil (1982) defines the eddy-breakup timescale Tg as:

Tg = 5 (4.54);

and the ‘chemical time’ Tk. as given by Borghi (1973):

Tk = (Ap ( T  my) exp(~-E/RT)1"] (4.55).
i#fuel
The ratio:
Is (4.56)
Np = T .56);
is called the Damkohler number Np. When Np<1.0. then the reaction

is kinetically influenced. due to rapid mixing which is characterised by
large values of e/k and when Np>1.0 the reaction is controlled by
mixing. Libby and Williams (Eds. 1980) state on the subject of Np that
many different Damkohier numbers can be defined depending on the
choice of reactants. flow characteristics and other factors. and therefore
they suggest that caution should be exercised in drawing conclusions on
the basis of the numerical value of a particular Np. Nevertheless. the

following conclusions can be drawn.
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In the regions where Tg (Equation (4.54)) is larger than Tk (Equation
(4.55)). the mixing of the reactants is slow and the reactants are at a
suitable temperature and concentration to react as soon as they intimately
mix. Therefore, the reaction is controlled by the eddy-breakup rate
(Equation (4.21)). On the other hand. when Tg is very small, which
corresponds to a large dissipation rate of eddles and rapid mixing. the
reaction is controlled by the Arrhenius rate. This Iimplies that the
reactants are in intimate contact but their temperature and concentrations
are not suitable for the reaction to proceed very fast. Therefore, in this

case, the smallest rate is the Arrhenius rate.
Assuming a reaction of the form:

A+B-C+D (4.57).

the Arrhenius reactions rate is given by:

R =k p2 Xp Xg (4.58);

where p Is the molar density of the species and X; is the mole fraction of
species |. The reaction coefficient k is given by equations (4.4) and
(4.5). which express the ‘Arrhenius’ and ‘non-Arrhenius’ behaviour of

the reaction. respectively.

A more explicit formula for the Arrhenius rate is used in the present

work, as follows:

R=(k p2 ( T gi) 1 mfy
[mfu i fu

(4.59);
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which is derived from Equation (4.58). The usual units of R are

(Kg/m3s) moles and of k m2/molecule/sec or cm3/mol/sec.

4.4.4.1 Parameters that Influence the Arrhenius rate

(n Uncertainty factor (UF)

"The uncertainty factor (UF) given for each rate coefficient. k. is such
that k x UF and k/UF provide probabie approximate upper and lower
bounds respectively to k at the temperature within the range 1000-3000K.
for which the rate coefficient is least accurately known. Such
uncertainty factors take account of the random errors quoted by different
authors., or possible systematic errors and of the need to extrapolate
availlable resuits into temperature ranges often widely different from those
of the experimentals themselves. and are consequently somewhat
subjective. Large uncertainty bounds associated with the rate coefficient
of a given reaction do not necessarily imply that there may be substantial
errors in calculations involving the reaction. A reaction with large
uncertainty factor in its rate coefficients may in any case be so fast that
it is close to chemical equilibrium: on the other hand, a different
reaction aiso with large rate uncertainties. may in any case be so siow.
that its contributions are overwheimed by those of concomitant mixing

processes”.

Note - the above is an extract from Jensen and Jones (1978).

(2) ‘Third bodias’ or ‘collision parameters’ and ‘collision

efficiencies’

A particularly difficult point In the description of chemical kinetics arises
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in the case of reactions involving ‘third bodies’ or ‘collision partners’.
Different third bodies have different (and sometimes unknown) efficiencies
in these reactions. in the present work. ‘third bodies’ are assumed to
be the ‘bath-gas’ molecules. M, most likely to be found in a typical
flame, excluding the fuel. The idea of ‘collision efficiencies’ introduces
an extra term, B¢ in the calculation of the Arrhenius reaction coefficient.

k. such that:

knew = ﬂc kold (4.60).

A list of collision efficiencies. Bg. can be found in Gardiner (1984) and
Braulch et al (1972,1973,1976). For example., Gardiner (1984) states
that the recommended collision efficiencies relative to Ha for k vaiues in

a Ha/02/CO system are those given in Table 4.6.

Be |1.0 |]0.4} 0.4 ]6.5]|]0.75|1.5| 6.5 |0.35

TABLE 4.6: COLLISION EFFICIENCIES TABLE

For a particular problem, where some or ali of the species are present.

a weighted average has to be taken given by:

T my By
w
Bw = ————[#;uel mt (4.61);

i#fuel wy

where w; Is the molecular weight of the species i.
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4.5 Thermodynamic Properties

4.5.1 Enthalpy equations

The enthalpy equation contains the contributions from sensible energy and

chemical energy (kinetic effects are neglected) .
For our purpose the specific enthalpy is defined as:

h=Cp T+ I mH (4.62);
i

for composition-dependent but not temperature-dependent Cp. where Hj is

the heat of reaction with respect to the fuel |.
The specific heat. Cp. Is given by:

Cp = E ij mj (4.63).

For temperature- and composition-dependent Cp. h is given by:

T
h=_s [Cp(T)] dT + EmHy (4.64)
T=273 L

where Cp(T) Is the specific heat of the mixture at a temperature T and is

given by:

Cp(T = £ (ap+b(T + ¢ T2 + d;T2) (4.65);
L

where:
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mywi

aj = MWy A
(4.66) .
_ MW
by = Tm Wy Bi oetc

The coefficients Aj, By, Cj. etc., are given in Barin et al (1982) and
originate from the definition of Cp.i(T). the specific hedt of the species

i, defined as (Barin et al (1982)):

Cp,i(T) = A +B{ T+ CiT2 + D T2 (4.67).

Integrating Equation (4.64) we obtain:

b Cj d
h=ct (aiT + 28 T2 - =% 4+ =t 13) + K (4.68);
Y 2 T 73
where:
- by - c d; -
K=EmH - E (aT + == 72 - =t + -t 73, (4.69).
L L 2 T 3

Given h, Equation (4.68) can be solved using the Newton-Ramson

method to retrieve the temperature T.

Differentiating Equation (4.64) we obtain:

dh _ = .

4T = Cp (T (4.70):
or

hT) -h(T) =

= Cp(T) (4.71).

T-T
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Equation (4.71) can now be used to retrieve the specific heat of the

mixture at temperature T. so that:

h(T) = ép(T) (T-T) + h(T) (4.72):

where Ep(T) is the effective specific heat of the mixture.

Equations (4.62) and (4.64) aiso satisfy the transport equation (2.8).
Given the temprature T, the specific heat Cp and specific enthalpy h,

can aiso be retrieved., by employing Equations (4.72) and (4.65).

4.5 .2 Density caiculations

The density of the gaseous phase is calculated using the perfect gas law:

= B :
P =T (4.73);

where p is the operating pressure.

R = Ro/M (4.74);

where Ry is the universal gas constant, and

m
:z—--L

.
. (4.75).
v e 4.75)
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CHAPTER 5 - THE OFF-GAS DUCTING SYSTEM

5.1 Introduction

The mathematical models and numerical procedures discussed in the
previous sections. have been implemented within the PHOENICS
framework., for simulating full-scaie. modern. industrial off-gas ducting
system of the type used in steelmaking. Details of the geometrical
configurations considered. the computationai grids used. inlet-, outlet-
and wall-boundary conditions and reiated parameters employed for the

modelling of the off-gas ducting system processes. are given fully in the

following sections.

The effects on the off-gas duct performance of such operating conditions,
as the temperature and compasition of the gases. loading. diameters and
temperatures of the particles., influence of the inlet and auxiliary port
positions and others. are aiso examined and resuits are presented and.

discussed.

The processes are considered to be either axisymmetric or
three~dimensional. They are turbulent and two-phase, where phase one
refers to the gaseous phase. consisting of a mixture of gases. and phase
two, is the particulate phase. consisting of pure iron particies assumed to

be spherical and all of the same radius.
A number of different geometric configurations in two- and

three—dimensions are considered and results of their simulations are

presented and compared.
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5.2 inlet Conditions - Initial Vaiues

Consider a cylindrical duct of radius R and polar coordinate axes as

shown in Figure 5. 1.

Inlet velocity profiles for the two phases must be provided and they are
assumed to be equal. The iniet velocity distributions are taken to be

defined by the following power law:

rn
V(r) = Vpax [1-(5) ] (5.1);

where n is equal to 8, so as to give a typical turbulent profile. Vmax
can be obtained by employing Equation (5.1) to calculate a given

volumetric flow., so that:

R n
Volumetric flow rate = 2mVmay & [1—(%) }r dr (5.2).
0

If we are given the mean inlet velocity Vi, it follows that:

Vmax = (T) Vin (5.3).

The kinetic energy of turbulence at the iniet kijn is assumed to be uniform

and is estimated from the equation:

Kin = €0.01) V{42 (5.4);

and its dissipation rate. € is calculated from Spalding (1982(a)):
€in = ¢ Y (5.5):
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where Cp is the turbulence model constant equal to 0.09 and 2 is the

characteristic lengthscale assumed to be R/10.

These two relations (5.4) and (5.5) give good representation of the
mean level of the kinetic energy of turbulence and its dissipation rate in a
fully developed pipe flow (Launder and Spalding (1974), Spalding

(1982(a))).

The inlet enthalpies are those corresponding to the inlet temperature Tj,
and for the case of the gaseous phase is also related to the inlet

chemical species concentrations m;™.

The radiation fluxes RX, RY and RZ are initialised to a value of the order
of cTin"' W/m2. This value corresponds to a constant temperature of

Tin with no absorption or scattering of radiation.

The density of the pure iron particles is taken to be equal to 7897
Kg/m3' their specific heat 750 J/Kg/K and their thermal conductivity 33
W/m/K. For the gaseous phase. the thermal conductivity is taken to be

equal to 0. 144 W/m/K.
The mass fraction of the particulate phase in gr/Nm3 (say FECO) is
obtained from the following equation, which is dependent on the local

values of the velocities Wg and Wp, volume fractions Rg and Rp and

~ densities Pg and Pp of the two phases:

Ry W
FECO = po 22 —P (5.6)
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where pg is the gas density under NTP. Equation (5.6) represents the
ratio of the particile and gas mass fluxes through an area SA. muitiplied
by the NTP gas density to express the particle loading under normal

conditions.

Latent heat of solidification is modelled as explained earlier, in Chapter
2. where the particle solidification temperature is taken to be equal to

15009C and the latent heat L. equal to 2.474x105 J/Kg.

Wall heat-transfer is accounted for using the prescribed modei. described
in Chapter 2. In cases where there are cooling tubes inside the
off-duct. the wall heat-transfer is enhanced by multiplying the heat
transfer rate per unit area (Equation (2.27)) by the appropriate area
increase. arising from the bigger surface area of the cooling tubes with

respect to the walls.

5.3 Outiet Boundary Conditions

Usually. the conditions at outiets are not known, but in most cases the
outlet boundary is located in a region where the flow is expected to be
everywhere outwards—directed and therefore insensitive to downstream
conditions. it is then justifiable to set the coefficients linking the interior

nodes to the neighbouring boundary ones to zero.

However, values of the velocity component normal to the outiet are
obtained by prescribing an external pressure, so that the continuity
equation Iis satisfled (eg. the correct outflow is computed from the
difference in pressure between the prescribed external pressure and the

calculated pressure in the outflow csll).
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5 4 The Basic Model

Consider a simple off-duct configuration in three-dimensions. as shown in

Figure 5.1. of radius R equal to 1.0m and of length L equal to 26.0m.

The inlet temperature of both phases is equal to 1575°C and the wall is
kept at a constant temperature of 300°C. The gaseous flow rate at inlet
is 500 NmS3/min (ie. 56.41 m3/sec. under the given conditions) ,
comprising of 66% CO. 11% COp. 13% Hp., 9% HoO and 1% No.  The
specific heat of the gases is assumed to be constant and equal to 1552

J/Kg/K.

A basic model in two-dimensions is used as a starting point., eg. before
the introduction of particle solidification, radiation and combustion. The
purpose of exercising this model is to gain insight into the behaviour of
the solutions vis-a-vis grid size. optimum relaxation parameters. and
solution sweeps. which will be used for the complete model. without the

additional complications and uncertainties of the full modslling.

5.4.1 Determining the optimal computational parameters

The selection of the optimum finite~difference grid. the relaxation
parameters and the number of solution sweeps through the domain

required for convergence is a complex task.

The aim is to establish the coarsest possible grid which. together with the
appropriate relaxation parameters and the least possible number of
sweeps. leads to practically accurate solutions of the original differential
equations, without unrealistic computational demands. This is achieved

in part by obtaining solutions with increasing number of grid nodes
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and/or sweeps. until a stage is reached where the solution exhibits
negligible changes with further increases in the number of nodes and/or

sweeps.

The question of grid and sweep dependence for the early stages of the
work was examined for the basic model only (because of computer time
limitations) , as for each test it was necessary to obtain a fully-converged
solution in order to make a valid comparison of the results.
Consequently, it is assumed that the grid sizes and optimum parameters
for the simple two-dimensional case will also be suitable for the
three—dimensional case. it would be desirable to confirm this by
additional calculations using more refined grids in a three-dimensional
case. However, the storage and CPU time requirements appear
prohibitive in the context of the time-sharing mini-computer available for

this work.

Runs were performed with the following grid sizes and number of
iterations:
(D Particle of diameter 100um and 100 g/Nm2 concentration:

(1a) 10x26 with 200 sweeps for convergencs.

(1b) 19x51 with 100 sweeps for convergence.

(1c) 19x51 with 200 sweeps for convergence.

(1d) 33x76 with 200 sweeps for convergence.

(1e) 33x76 with 100 sweeps for convergence.

(2) Particles of dilameter Sum and 10 g/Nm3 concentration:
(2a) 10x26 with 100 sweeps for convergence.

(2b) 10x26 with 200 sweeps for convergence.
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(2c) 19x51 with 200 sweeps for convergence.

(2d) 19x51 with 100 sweeps for convergence.

The ‘reference cells’ for the 10x26, 19x51 and 33x76 grids were (6.13),
(11.25) and (18.36) respectively; these celis correspond to the same

physical location in the domain.

Monotonic convergence was easily obtained for all cases. using a value
of 0.1sec for the ’‘false-time step’ relaxation parameter, applied for
variables vy, v2. wi. wa, hj’'and ha, to slow down their variation during

the solution procedure.

The total CPU time for some of the above cases was:

(1a) 1413 sec (2a) 723 sec
(1b) 2396 sec (2b) 1445 sec
(1c) 4738 sec (2¢) 4876 sec

(1d) 10927 sec

The first two grids. 10x26 and 19x51 above. required 200 sweeps for
adequate convergence. Comparison of the resuits at the above

reference cells is given in Tables 5.1 and 5. 2.

Overall, the variables hy. ha. wy. wa, ro, pj and p. for both particles

sizes., have settled down well.

For the 100um particle diameter agreement is good to about three
significant figures for cases (1c) and (1d). and for the small particle

size. the agreement is slightly better. Large (relative) changes in
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radial velocities, vy and vp. are acceptable since they are very small in
comparison with the overall velocity magnitudes. Agreement in the
turbulence variables k and € is poor for both cases. especially for the
larger particles. This is to be expected. since the turbulence model is
highly sensitive to grid refinement. The variations with grid refinement,
however, are not fed back strongly into the other flow quantities., which

do not appear to be very strongly dependent on the predicted turbulence

viscosity.
CASE la 1b 1c 1d
GRID 1x10x26 1x19x51 1x19x51 1x33x76
SWEEPS 200 100 200 200
VAR | ABLE
H1 2.781x106 | 2.79x106 2.783x108 | 2.792x106
H2 1.349x106 | 1.339x106 | 1.352x106 | 1.337x106
KE 3.409 2.558 3.127 2.595
EP 7.728 4.962 6.614 4.974
Vi 1.955x1072 | 1.675x102 | 1.398x1072 | 1.624x10~2
V2 2.353x1072 | 3.164x1072| 1.866x10"2 | 3.007x10~2
Wi 18.63 18.32 18.49 18.36
w2 17.19 16.72 17.01 - 7.05
R2 2.312x1076  {2.295x1076 | 2.304x106 | 2.226x10~6
P1 9.805x10%  |9.805x104 | 9.805x10% 9.805x104
RHO 0.1678 0.1672 0.1678 0.1671

TABLE §.1: PARTICLES OF 100 um DIAMETER AND 1OOg/Nm3

CONCENTRATION
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CASE 2a 2b 2c
GRID 1x10x26 1x10x26 1x19x51
SWEEPS 100 200 200
VAR | ABLE
H 2.776x106 | 2.779x106 | 2.775x106
H2 1.342x106 | 1.340x108 | 1.341x106
KE 3.232 3.242 2.992
EP 7.130 7.154 6.161
Vi 2.145x1072 | 2.152x10"2| 1.580x10~2
V2 2.143x1072 | 2.151x10"2|  1.580x10~2
Wl 18.53 18.51 18.38
w2 18.50 18.45 18.33
R2 2.051x107 | 2.081x10~7| 2.088x10~7
P 9.805x104 | 9.805x104 | 9.805x104
RHO 0.1680 0.1682 0.1680

TABLE 5.2: PARTICLES OF Sum DIAMETER AND 10g/Nm3

CONCENTRATION

From the above studies it is concluded that cases (1¢) and (2c) (ie.

19x51 grid) are the best appropriate to be employed. but that satisfactory

results can be obtained using a 10x26 grid.

5.4.2 Heat losses for the basic model (no radiation)

Total heat losses have been calculated for different particle sizes and inlet

particle concentrations and are as follows:
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conical bundle of 124 cooling water tubes of diameter 60. 3mm.

1)) The primary zéne which has a 2m diameter and is 3.3m high.
consists of 124 tubes of 38mm diameter with 13mm fillet welded
between each water-tube. as shown in Figure 5.3, which are
part of the cooling system of the off-gas duct.

i) The secondary zone which has 12 straight sides each 510mm in
length. with 10 water-tubes on each side (also with fillet in
between each water-tube., ie 12 sides 10x(38+13)), again part

of the cooling system.

The cooling system, incorporated in the three sections. is designed to
cope with a mixture of the off~-gas and gas leaking in at the top of the
skirt known as ‘false-air’. and Its purpose is to keep the wall

temperatures within acceptable limits.

In this model. primarily., we are interested in the primary and secondary
zones. The increased surface-wall area. due to the cooling tubes, is
taken into account by increasing appropriately the heat transfer coefficient
at the walls. This increase provides an efficient and easy
implementation taking Into account the cooling effect of the water tubes.
In the case of the skirt, gas leakage can occur above and below because
of the pressure difference inside and outside the off-take duct. This
leakage is represented in the model by the side-opening in Figure 5.2,
positioned 3m above the entrance as shown. This leakage will be

referred to as side-injection.

The resulits presented below in two-dimensions refer to the standard case

of 50um particle radius, 1009r/Nm3 particle inlet concentration with latent
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heat and water-cooling tubes, based on the basic geometric model for a

typical off-gas duct, with and without radiation.

The heat transfer coefficient at the walls was increased by 43.24% and
40.94%, for the primary and secondary zone respectively., for the

appropriate sections of the off-take duct.

The cases examined are:
) straight duct with and without side-injection and radiation: and
Gib restricted particle Inlet with and without radiation and

side—injection.

The purpose of case (i) was to establish whether or not by restricting
the particle inlet area from zero to half-radius. so that the particles are
concentrated in the centre of the duct. away of the walls, it had any
effect on the generai flow properties. Particles are assumed to enter
the duct for case (ii) at a mass flow rate equal to that of the standard

case.

The volume flow rate through the side injection is 20% of the volume flow
rate through the main inlet under NTP conditions. The temperature of

the side-injected gases is assumed to be 105°C.

All the computations reported below were carried out with a finite-domain
grid having 10x26 control cells in the y- and z-directions, respectively.

The distribution of grid cells is uniform in both directions.

For the results reported. convergence was good and it was unnecessary
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to use relaxation. Two hundred domain sweeps were sufficient to ensure
good convergence. The total CPU time used for cases inciuding
radiation was about 1800sec on the PRIME 750 minicomputer, compared

with about 1500 seconds without radiation (200 sweeps, 10x26 grid).

5.6 Results without Radiation

5.6.1 Straight duct only

Figures 5.4 and 5.5 show the axial (w) -velocity components of the
gaseous and particulate phases. respectively. The prescribed iniet
profiles of about 22 m/sec can be seen at the inlet. and the exit
velocitles of both phases are about 18 m/sec. The particulate phase is
slowing down faster than the gaseous phase because of gravity and lower
velocities are found near the walls because of wall friction and low wali
temperature. Highest velocities are found in the centre of the duct

where the particles appear to be about 1 m/sec siower than the gases.

Figure 5.6 shows the temperature contours of the two phases in degrees
Celsius. They are leaving the duct at about 1500°C in the centre. The
solidification region (s’haded) occupies a considerable area of the duct
and the overall temperature drop between inlet and outlet is about 100°C

with wall temperatures close to 1100°C near the top.

Figure 5.7 shows the particle mass fraction contours in gr/Nm3. There
are very low concentrations near the walls and fairly uniform
concentrations over the rest of the duct. The highest concentrations are
found about three-quarters of the way from the centreline to the wall at

the iower end of the off-gas duct.
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5.6.2 Straight duct with side—-Injection

Figures 5.8 and 5.9 show the axial (w)-velocities of the two phases.
respectively. There is an increase in the velocities of the two phases of
about 2 m/sec. over most of the duct. compared with the non-injection
case., Figures 5.4 and 5.5. This is due to increased volumetric flow.
The side-injection effect can be detected near the low walls and as
before. the particles are slowing down faster than the gases. The exit
velocities for both phases are about 19 m/sec. compared with about 18

m/sec for the non-injection case. Figures 5.4 and 5.5.

Figure 5.10 shows the temperature contours of the two phases. The
exit temperatures are approximately 12709C for both phases. Because of
the cooling affect of the low temperature, side-injected gas. the
temperatures are much iower than the non-injection case, Figure 5.6. As
a result the solidification region (shaded) occupies a smaller region of
the duct. Wall temperatures are iower than before with about 800°C

near the injection port.

Figure 5.11 shows the particle mass fraction contours. The lowest
values are found near the walils and the highest near the centreline of the
duct, where the range of values is small, around the value of 105
gr/Nm3. The effect of the side-injection Is to create two regions of high
concentrations. One small one near the entrance and another large one
along the centreline of the duct. Hence. the net effect of the
side—injection is that the particles are pushed towards the centreline of
the duct., as expected. As a result they have minimal contact with the
walls and therefore lose less heat than the gases. This explains the

slightly higher temperature of the particulate phase at the exit (Figure
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5.10).

5.6.3 Particle restricted iniet

For the results presented in this section (and in Section S5.7.3 below) ,
whenever the particulate phase is very dilute (eg volume fraction less
than 10~7) the axial velocity w, the radial velocity v and the enthaipy h,
of the particulate phase. are assigned the respective values w, v, h of
the gaseous phase. The effects of these changes can be seen in the
resulits. This was done because if the volume fraction is less than 10~7

PHOENICS leaves w. v and h at arbitrary values.

Contours on all plots (except mass-fraction) which are below the dotted

line refer to the gaseous phase.

Figure 5.12 shows the axial (w)-velocity components of the two phases.
Again particles are siowing down faster than the gases. As can be
seen from Filgure §.14, there are no particies near the wails and the
highest value of particle concentration is about half of the way from the

centreline to the wall.

Figure 5.13 shows the temperature contours. The solidification
(shaded) reglon now occupies the upper part of the duct and compared
with Figure 5.6. both phases appear to be slightly hotter than before.
which is attributed to the fact that the particles are away from the

walls.
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5.7 Results with Radiation

5.7.1 Stralght duct

Figure 5.15 shows the axial (w)-velocity components of the two phases.
Again the particulate phase is slowing down faster than the gaseous one
and comparison with the non-radiation case. Figures 5.4 and 5.5. shows
a more rapid decrease of the velocities, due to the lower temperatures
and higher densities. This is shown in Figures 5.9. 5.10 and 5.16.

The exit velocities are now about 15 m/sec at the centre.

Figure 5.16 shows the temperature contours of the two phases. They
are leaving the duct with about 1090°C at the centre. The solidification
region (shaded) is now oniy at the lower part of the duct and although
the temperature difference between the two phases at this region is
considerable. the gap is closing very rapidly. giving a temperature
difference at the exit of about 10°C. Comparison with the non-radiation
case. Figure 5.6. shows that radiation induces lower temperatures and a
reduction of about 400°C in the exit temperatures of both phases. with

considerable effect on the heat losses (see Section 5.9).
Figure 5.17 shows the particle mass-fraction contours. it appears that
the introduction of radiation produces no appreciable change in particle

distribution. compared with Figure 5.7.

5.7.2 Straight duct with side—injection

Figure 5.18 shows the axial (w)-velocity components of the two phases.
There is an increase in the velocities of both phases due to the
side-injected gas. by about 2 m/sec over most of the region, compared

with the non-injection case. Figures 5.8 and 5.9. The side-injection
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effect can be detected near the walls at the lower part of the duct and
because of gravity, particles are slower than the gases. and the two

phases have an exit veiocity of about 17 m/sec.

Figure 5.19 shows the temperature contours (9C) for the two phases.
Wall temperatures are lower than the non-injection cases (Figure §5.16)
due to the low temperature injected gas. The overall effect of the
injection is a reduction in the temperatures of the two phases at the exit
and over the rest of the duct. with an exit temperature of about 1020°C.
There is a much smaller solidification region (shaded) at the lower part
of the duct. very close to the side-siot. due to the influence of the low
temperature side-injected gas. Temperature drop at exit between wall
and centre of the duct is now about 300°C, compared with 4000C of

Figure 5.6.

Figure 5.20 presents the particle mass-fraction contours with low values

near the walls and highest near the centre of the duct.

5.7.3 Straight duct with restricted particle iniet

Figure 5.21 shows the axial velocity (w)-components of the two phases.
and as before. particles are slowing down faster than the gases with exit
velocities for the two phases of about 14 m/sec. @ Compared with Figure
5.15, it can be seen that in the present case the exit velocities are
slower., due to the more heavy concentration of particles in the middle of

the duct (Figure §.23).

Figure 5.22 shows the temperature contours and the particle solidification
area (shaded). Exit temperatures are about 1100°C, slightly higher

than before (Figure 5. 16).
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Figure 5.23 shows the particle mass—-fraction contours. with fairly uniform

high concentration distributions in the centre and low at the walls.

5.7.4 Straight_duct — radiation—-side inlet. restricted—particle inlet

Figure 5.24 shows the axial (w)-velocity components of the two phases.
it can be seen that the side-injected gas increases the velocities of both
phases with the bigger increase observed in the gaseous phase.
However. near the centre of the duct, immediately above the
side-injection area. the particles appear to go faster than the gases. but
very soon they slow down as they progress up the duct and their

velocitles are slower than that of the gases at the exit.

Figure 5.25 shows the temperature contours which again are very much
the same as in the non side-injection case. Figure 5.22. except for the
very low-temperatures near the injection area. due to the low

side-injected gas temperature.

Figure 5.26 shows the particle mass-fraction contours. The joint effect
of the restricted inlet and side-injection is to push the particles to the
centre of the duct. thus increasing their concentration. It appears that

there are virtually no particles in the region near the walls.

5.8 Comparison with Experimental Resuits

The exit temperatures of a typical off-gas duct were measured
experimentally with the help of a thermocouple in an open (exposed)

sheath.

Despite the advance techniques deveioped over the years for flow-field
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modelling and diagnostics (Gupta and Lilley (1985)), the fact remains
that experimental measurements In complex flow situations are very
difficult to make. and in many cases. their accuracy is questionable. In
the case of a normal gas environment with cool walls. the use of a
thermocouple could lead to a significant underestimation of the gas
‘temperature. However, if there are considerable amounts of dust present
and the thermocouple is in the centre of the gas stream. then there will

be little radiation heat transfer between the walls and the sheath and the

measurements can be assumed to be reasonably accurate.

The measured temperatures (J Moodie (1984)) were found to be between
1000°C and 11009C (ie 10% variation) . The temperatures predicted by
the model for all cases with radiation agree very well with the measured
values. since they range between the above values. The predicted
values with no radiation present depart considerably from the experimental

values.

Case 5.7.2 is the closest geometric representation to the typical off-gas
duct and in this case the predicted gaseous temperature of about 1020°C
is well within the measured values. Because of the complexity of the
flow in realistic situations other experimental results were dlifficuit to be

obtained.

5.9 Standard Case - Heat Losses Parametric Study

In all the above calculatlons., the gas absorptivity coefficient (ag), was
taken to be equal to 0.15 (m~1). the particle absorptivity coefficient
(ap). equal to 0.1, the particle scattering coefficient (sp). equal to

0.01 and the wail emissivity (ey) equal to O0.8. These values were
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provided by the collaborating establishment.

The heat losses for the standard case with radiation were found to be
0.8068x107 J/s, using the above values, compared with the value of

0.3523x107 J/s, for the standard case without radiation.

Parametric studies were performed to find the influence of the gas
absorptivity. particle absorptivity, and the particle scattering coefficients,
wall temperature and wall emissivity variations and low Z-boundary
condition variation. on the sys'tem total heat losses. These results are

presented in the following tables.

5.9.1 Variation of an. Sp. ag radiation parameters

The following tables present the influence of radiation parameters ap
(Table 5.4, Figure 5.27); ag (Table 5.5, Figure 5.28): and sp (Table

5.6) on the total heat losses.

From the tables below, it appears that ag (Figure 5.28, Table 5.5) has
the greatest effect on the total heat losses and the bigger its value the

greater the heat losses.

ag=0.15: sp=0.01

ap 0.1 0.2 0.3 0.4 0.5

Heat Losses

J/s. x107 0.8068 | 0.8104 | 0.8175 | 0.824 | 0.827

TABLE 5.4: INFLUENCE OF ap (DIMENSIONLESS). FIGURE 5.27
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ap=0 . Sp=0 .01

ag 0.05 0.1 - 0.2 0.25 0.3

Heat losses

J/s. x107 0.5581 0.6959 | 0.8843 | 0.9403 | 0.9830

TABLE §.65: INFLUENCE OF ag (m~1), FIGURE 5. 28

ap=0.1: ag=0.15

Sp 0.02 0.03 0.04 0.05 0.5

Heat Losses

J/s. x107 0.8105 | 0.87106 | 0.8108 | 0.8109] 0.8230

TABLE 5.6: INFLUENCE OF Sp (DIMENSIONLESS)

The influence of ap (Table 5.4, Figure 5.27) is very small compared to
that of ag- The influence of Ssp (Table 5.6) was found to be so smalil

that It can be disregarded as long as: ap/sp*10.

In summary, for the standard case of 50um radius and 100 gr/Nm3
particle inlet concentration, ag seems to be the dominant parameter for
the heat losses. with minimal contributions from the particulate phase

parameters.

5.9.2 Variation of wall temperature

Two sets of heat losses are presented. one with radiation and one without

radiation, for comparison purposes:
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Tw (C) 200 300 400

Heat lLosses

J/s x 107 0.8315 |0.8068 | 0.7838

TABLE S5.7: INFLUENCE OF WALL TEMPERATURE (RADIATION CASE)

Tw (C) 200 300 400

Heat Losses

J7s x 107 0.3827 | 0.3523 | 0.3221

TABLE 5.8: INFLUENCE OF WALL TEMPERATURE (WITHOUT RADIATION)

As expected. the resuits indicate (Tables 5.7 and 5.8, Figure 5.29),
that for both radiating and non-radiation cases. the lower the wall

temperature. the greater the total heat losses.

5.9.3 Wali_emissivity (ey) variation

€w 0.0 0.5 0.8 1.0

Heat lLosses

J/s x 107 0.3479 |0.7825 | 0.8068 | 0.8147

TABLE 5.9: INFLUENCE OF WALL EMISSIVITY (Figure 5.30)

These results suggest that the highest heat losses are obtained with

ew=1.0 (ie with a black wall surface), and the lowest with €,=0.0 (ie
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very highly poiished surface).

It is interesting to note that the heat losses for ew=0.0 are very close to
those for the standard non-radiating case. which are equal to 0.3523x107
J/s. This is because. when ey is very low the walis act as reflecting
surfaces and little radiation escapes to the wall. As a result, radiation

merely redistributes heat inside the duct.

5.9.4 Low z-direction boundary condition variation

The low z-boundary condition dRZ/dz|z=0 is defined by Equation (3.31),

as:
dRZ - ‘v’ :
dz lz=0 = (agtap’+sp’IK (56.7);
where K = a €g ¢ Tin4 (5.8):
and:

a = radiation percentage crossing the plane z=0 from the furnace below.
eg = gas absorptivity at inlet (m~1).
o = Stefan-Boltzmann constant (W/m2/K) .

Tin = gas temperature at inlet (K).

To determine the influence of the boundary condition two cases were

considered:

Case 1

K=0. le. no radiation is crossing the plane z=0. from the furnace below
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giving heat losses equal to: 0.8089x107 J/s.

Case 2

K=cTin4. assuming a=1 and €g=1.0 giving heat losses equal to:

0.7596x107 J/s.

Also from the standard case. where a=0.5 and €=0.1. the heat losses

were equal to 0.8068x107 J/s.

The results show that the higher the value of K the lower the heat loss.
On the other hand. the higher the value of K., the higher will be the

temperatures in the duct. This apparent anomaly can be explained as

follows:

In the presence of radiation the heat lost per second by the particles and

gases is not the same as the heat extracted through the wall. in fact:
[Heat Llost per second ] _ [Net heat absorbed ] _ (Net radlation
by particles and gases by wall per second flux out of top
due to convectlon and bottom of
and radiation duct

5.9.5 Heat losses with particle size variation

Table 5.10 presents heat losses with respect to particle size varlation
down to 40um. From the table it appears that heat losses are
independent of the particle size down to 40um radius. However, for
smaller sizes, heat losses are expected to be considerably greater since
the particle surface area is inversely proportional to particle radius

(Equation (3.11)).
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At this stage. convergence problems prevented the calculation of the heat
losses for smailer particle sizes. However, when combustion was
introduced (see Chapter 6) results were obtained for particle sizes down
to 0.5um (see Table. 6.2, Figure 6.10) which showed the small particle

size influence on the heat losses.

Particle
Radtius. um 40 50 100 150

Heat Losses

J/s x 107 0.8071 0.8068 | 0.8025 | 0.795

TABLE 5.10: PARTICLE SIZE INFLUENCE

5.9.6 Heat losses - summary

All the results above are based on the standard case with:

Particle Inlet concentration = 100 gr/Nm3
Particle radius = 50um

0.15 m™!

Gas absorptivity coefficient (ag)

Particle absorptivity coefficient (ap) = 0.1

Particle scattering coefficient (sp) = 0.01
Wall emissivity (egy) = 0.8
Wall temperature (Ty) = 300°C

Table 5.11 presents a summary of the heat losses for radiation and

non-radiation standard cases.
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Case Remarks Heat Losses J/s.x107

Standard Duct - radiation Section 5.7.1 0.8068
Standard Duct - no radiation | Section 5.6.1 0.3523
Side injection - radtation Section §.7.2 0.6025
Annular duct - no radiation | Section 5.6.3 0.3523
Annutar duct - radiation Section 5.7.3 0.7993

Annular duct - radiation

- side injection Section 5.7.4 0.6015

TABLE 5.11:. SUMMARY - HEAT LOSSES

The standard case values with radiation agree well with experimental
results (J Moodie (1984)). The grid used (10x26) was found to be

adequate for the present calculations.

Side-injected gas and the particle annular inlet distribution seem to have

little effect on the overall heat losses. as it was shown above.

The above resuits have demonstrated the success of the new radiation
model. predicting temperatures at the top of the duct close to the
measured values. The model also fits easily into the existing PHOENICS

framework and is general in its application.
The above results show that the effect of radiation on a turbulent

two-phase flow can be of considerable importance and that the most

important factor is the gas absorptivity coefficient.
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A number of boundary conditions were tried on the radiation model and it
was found that they played little role in the determination of the resuits.
in the end. it was decided to use the most obvious boundary conditions

which were described above.

it has been found that the radiation fluxes converge more slowly than the
other variables. In practice some Gauss—-Seidel iterations for the
radiation fluxes may be necessary for every one sweep for the other
variables, for at least a few sweeps. adding an extra 15-20% to the total

CPU time which was 1500 seconds.

5.10 Results with Variable Specific Heat

All the results previously reported were obtained using a constant specific
heat for the gases. In order to establish the effect of variable specific
heat (temperature and composition dependent). two cases were
considered. one with radiation and one without radiation for the straight

duct configuration.

Figures 5.31 and 5.33 show the temperature contours for the radiation
and non-radiation cases respectively. Comparing these results with the
respective constant specific heat cases. Figures 5.6 and 5.16, it can be
seen that the predicted temperatures are lower than before by about
509C. with ciose agreement on the predicted wall temperatures. This
can be seen from Figure 5.35 where exit gas temperatures are plotted
against radial distance for constant and variable specific heat for the

radiation case.

The predicted temperature difference of about 50°C considerably affects
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the velocities of the two phases shown in Figures 5.32 and 5. 34
compared with the respective constant specific heat cases. Figures 5.4,

5.5 and 5.15.

These effects are attributed to the fact that the constant specific heat of

1552 J/kg/K originally used is too high and not consistent with the large

temperature variations.
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CHAPTER 6 - THE INDUSTRIAL FURNACE MODELLED WITH COMBUSTION

6.1 introduction

In this chapter the implementation of the combustion models introduced in
Chapter 4 is described. Results are presented for a variety of two- and
three-dimensional configurations with one- or two-phase flows. The
offect of variations in Inlet gas composition and other iniet parameters is

studied. In all cases radiation is included.

6.2 The Diffusion—_and Kinetically-influenced Models Implementation

The models were applied to a typical off~gas duct as shown in Figure
5.2. The inlet voiume flows are the same as in Chapter 5. ie. 500
Nm3/min but the new inlet composition (by volume) is 90% CO and 10%
COs. with an Iniet temperature of 15750C. Air (23.2%0o and 76.8%
No. by mass) at a temperature of 1049C is injected through the side siot

at a rate corresponding to 20% of the main volumetric flow.

The reaction taking piace is:

2C0 + O + (N2) - 2C0o + (N2)
(fuel) (oxidant) (inert) - (product) (inert)

(6.1):

and the initial mass—fractions are given in Table 6. 1:

species CO COo Oo No

m { 0.851 0.7149 | 0.232 | 0.768

TABLE 6. 1: SPECIES INITIAL MASS FRACTIONS
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The heat of combustion of CO is taken to be Hj, = 16.5x108 Jy/Kg (Barin
et al (1982)) and fgT. as given by Equation (4.10). is calculated to be
equal to 0.3232. For the diffusion controlled model (Section 4.3) the

stoichiometric diagram is shown in Figure 6. 1.

For the simple kinetically-influenced modei. Equation (4.21) is used to
model the reaction (6.1). in the present case. the stoichiometric
coefficients a. b and c of Equation (4.24) have values of 2, 1 and 2.
respectively. The computer program computes the mass fraction mgg of
CO and the mixture fraction f, using conservation principles. and the
mass fractions of the rest of the species are obtained from Equations

(4.26) to (4.28).

Reaction (6.1) is an exothermic one and as a precaution a maximum
reaction cut-off temperature of 3000°C was introduced for the diffusion
model. This value was found to aid convergence since when omitted
the diffusion model predicted highly unrealistic temperatures in the
reaction zone, frequently resulting in divergence. Also. because of the
very high generated temperatures. it is not necessary to include the

Arrhenius rate.

Figures 6.2 to 6.5 present the results for the diffusion modetl. These
should be compared with Figures 6.6 to 6.9 which show the resuilts of

the simple kineticaliy-influenced model for the same reaction.

Figure 6.2 shows the axial(w)-velocity components of the two phases.
There is an increase in the inlet velocities of the two phases. greater for

the gaseous phase than the particles. especially in the region of the
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injection. This is largely due to the high temperatures and low densities
generated by the chemical reaction. The exit velocities are about the
same for the two phases, ie. 18 m/sec and compared with the
non-reacting case, Figure 5.18, there is a smail difference of about 1

m/sec (although the inlet gas composition is different).

Figure 6.3 presents the temperature contours for the two phases. The

peak temperatures are about 3000°C and 2700°C for the gaseous and

particulate phases. respectively. Due to high temperatures. generated
heat losses are very high for both phases. The solidification region
(shaded) is situated near the top end of the duct. Wall temperatures

are very high in the lower half of the duct and much lower in the top
part. Exit temperatures are about the same for both phases. slightly
higher for the particulate phase with about 1387°C in the centre of the
exit compared with 1376°C for the gaseous phase. The temperature
drop along the centre line of the duct is about 300°C. Overall.

particles cool down siower than the gases.

Figure 6.4 gives the particle mass fraction contours with high

concentrations in the centre and fowest near the walls.

Figure 6.5 shows the mixture fraction f contours with the lowest values
near the injection slot, where there is little fuel present., and the highest
away from the injection plane where oxidant concentration is low. The

exit value of f is about 0.9,

Figure 6.6 shows the predicted axial(w) -velocity components of the two

phases using the simple kinetically-influenced model. Overall., the
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results are very similar to the diffusion model predictions., Figure 6.2.
oxcept in the region of the reaction zone. where veldcitles are much
lower than before. This is because of the lower predicted temperatures
and consequently higher densities. Exit velocities are slightly less than
before by about 0.45 m/sec. This is due to the temperature being 40°

lower than predicted by the diffusion model.

Figure 6.7 shows the temperature contours. The two phases are again
leaving the duct at approximately the same temperature (about 135000) .
The solidification region (shaded) is now occurring just above the centre
of the duct. siightly below the region where it occurred in the diffusion
model, Figure 6.3. Highest temperatures are attained at the
side-injection where reaction occurs with peak values of 2100°C and
2000°9C for the gases and particles. respectively. Results are very
similar to those of the diffusion mode! with the important exception that
peak temperatures are much lower now. This is consistent with
Bradshaw ot al (1981) who reported that although the diffusion model can
give qualitatively correct results. it overestimates temperatures in the

reaction region by amounts that can exceed 5000C.

Figure 6.8 shows the particle mass fraction contours and agreement with

the diffusion model is very good.

Figure 6.9 shows contours at the mixture fraction. f. and mass fraction
of CO. The mixture fraction attains its highest value at the inlet and its
lowest near the injection point. where the reaction rate is at its highest.
This corresponds to the highest and lowest values of CO. respectiveiy.

Apart from the region close to the injection siot there is good agreement
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with the diffusion model results.

Of the two models. the simple kinetically-influenced model gives the best
agreement with experimental results. especially in the case of temperature
field predictions (J Moodie (1984)). Unfortunately. these experimental
rasults are considered to be classified and confidential by the

collaborating establishment and cannot be presented here.

The kinetically-influenced model predicts a peak temperature of 21009C
for the gaseous phase at the reaction zone with about 30% of CO
combusted to COo. The theoretical (adiabatic) prediction for the case
where enough air is drawn to combust 30% of CO to CO2 (as in this
case). has given a temperature of 2230°C. Allowing for the present
non-adiabatic case with wall heat losses. it can be seen that the

predicted peak temperature is in good agreement with expectations.

In conclusion. the diffusion model is not recommended for serious
quantitative studies. The results produced confirm the warning reported
by Bradshaw et al (1981). it should only be used as a simple and

general guide to the overall fiow properties.

The simple kinetically-influenced model is more complicated than the
diffusion model and it requires more computer storage. However, it
produces far more realistic results without having to employ drastic
relaxation and temperature cut-off parameters. as in the diffusion model.

It can aiso be modified relatively easily to deal with reactions

incorporating natural gas.
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in Chapter § it was mentioned that the calculation of the total heat losses
was only possibie for particles as small as 40um radius. due to
convergence problems. Efforts to produce results for smaller particie
sizes were successful only with the simple kineticaliy-influenced model.

it also appears that the presence of combustion aids convergence.

Five different particle sizes were considered. ranging from 0.5um to
100um radius and the resuits are given in Table 6.2 and Figure 6.10.
As expected. heat losses are greatest for the smaller particle sizes due
to the particle increased surface area. which is inversely proportional to
the particle radius. For the very small particlé sizes (ie. 0.5um). heat
iosses increase dramatically. For even smailer particle sizes. the modei
breaks down and heat losses are probably better predicted by the Mie

theory (see for example, Edwards (1981)).

Particle
Radius. um 0.5 5 20 50 100

Heat Losses
J/s. x108 0.34571 0.1759] 0.1702 1 0.1700 | 0.1681

TABLE 6.2: TOTAL HEAT LOSSES

6.3 Methane Injection

The geometry of Figure 5.2 and the same inlet volumetric flows and
temperatures are considered. The inlet gas composition is 90% CO and
10% CO2 (by volume). The walls are assumed to be insulated and

methane (CHg) is injected through the side-slot at a rate of 10% of the

~160-



main volume flow rate. at a temperature of 1049C.

The reaction taking place is:

(a)
COo» + CHg - 2CO + 2Hp (6.2).
(b)

(oxidant) (fuel) (product) (product)
1 2

The mode! used previously is still appropriate and it is convenient to
regard COo as the ‘oxidant’ and CH4 as the ‘fuel’. The heat of reaction

of COo2 has been taken equal to -5. 7936x106 J/Kg.

The model described in Section (4.4.2) is employed to this reversible
reaction, and the stoichiometric coefficients a, b. ¢ and d defined in

Equation (4.33) are 1. 1, 2 and 2. respectively.

Two cases are considered: one with only reaction (6.2a) active. and one
where the reaction (6.2) is reversible with rates depending on the local

temperature and gas composition.

The theoretical ‘critical’ temperatures of reaction (6.2) are determined by
calculating the standard free energy AGT (Glasstone (1960)). which
provides a means of determining whether a particular reaction is possible
or not under a given set of conditions. It has been found theoretically
that reaction (a) will take place for temperatures above 9169K and
reaction (b) for temperatures below 916°K. This ’critical’ temperature

was calculated from data given in Barin et al (1982).
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In the model employed. the equations for mass fractions of species CO2.
CH4 and CO are soived. and species Ho is obtained from Equation

(4.34).

The initiai mass fractions m;' and volume fractions at the iniet are

summarised in Table 6. 3.

Species COo CO

Ma§s fraction

mg 0.149 0.851
% Volume 10 90
fraction

TABLE 6.3: INLET CONCENTRATIONS

6.3.1 Resulits with reaction 6.2(a) only

Figure 6.11 shows the temperature contours of the two phases.
Temperatures drop very rapidly for both phases. and the exit value is
approximately 820°C. The solidification region (shaded) is at the lower
end of the duct and wall temperatures are close to 700°9C-800°cC.
Lower temperatures occur at the injection point (where the reaction rate
is greatest) because of the endothermic reaction. Gases cool faster
than the particles but the temperature difference appears to diminish near

the exit.

Figure 6.12 shows the axial velocity components of the two phases.

Gases appear to move faster than the particles near the exit because of

-162-



gravity acting on the particulate phase., aithough the two phases enter
with the same velocities. Lower velocities are found near the walils and

oxit velocities are about 15 m/sec.

Figure 6. 13 shows the mass fraction contours of CH4 and COo. Highest
values of CH4 are found near the injection port and for COs near the
inlet below the injection. CO2 is almost consumed at the exit and there
is still some CHg4 left. suggesting that CH4 was originally in slight excess.
Reaction appears to be very fast., with the two species consumed very
rapidly near the injection where they mix. Consequently, the

temperatures drop rapidly in this area.

Figure 6. 14 shows the mass fraction of CO and the gas density contours.
There is an increase in the values because of the generation of CO with
a highest vaiue of approximately 0.89. Near the central region of the
duct lowest values are found near the injection port., because of the
dilution with CHg4. Exit values are approximately 0. 86. Gas density is
highest at the injection area. where temperature is lowest, because of

the high reaction activity and the exit value is approximately 0.26 Kg/m3.

6.3.2 Results with the reversible reaction (6. 2)

Figure 6. 15 shows the temperature contours of the two phases. Results
are the same as with the one way reaction case. Figure 6. 11, with the
important exception that at the injection area. there is a local peak in the
gas temperature because of the heat generated by the exothermic reaction
(b). This suggests that the local temperature was lower than the
critical one and hence reaction (b) took over., thus generating heat.

The generated heat also increased the particle local temperature by a
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small amount.

Figure 6. 16 shows the CH4 and CO2 mass—fraction contours. Results
again are very similar to the one way reaction (a). Figure 6.13. The
small increase in CH4 and CO» values near the injection point where the
reaction changes direction. can just be detected. but overall there was

no signficant change.

Figure 6.17 shows the CO mass-fraction and gas density contours.
Again. overall contours are almost the same as in the one-way reaction
(a) except near the injection port. where reaction (b) dominates over a

smail region only.

6.4 Methane Injection — New Dimensions

Another off-gas duct with dimensions as shown in Figure 6.18 was aiso

considered.

The Iinilet gas volume fiow rate is 4000 Nm3/hr at a temperature of
15759C. consisting of 90% CO and 10% CO»2. as before. Methane
(CHy) Is injected through the injection port shown at 100 m/sec and
210C. Walls are assumed to be insulated and the same model of

Section 6.3. reaction (6.2). (reversible case). is used.

Three cases are considered: 10%., 7% and 5% of injected CH4. to

establish the best operating conditions.

6.4.1 10% CHg4 Case

Figure 6.19 shows the axial velocity component contours for the two
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phases. There is an increase in the axial velocities near the inlet

because of the side-injected CHgj. Exit velocities are about 36.5 m/sec
for both phases. At the lower and centre parts of the duct, particles
move faster than the gases. This is because of the more rapid

temperature drop in the gaseous phase due to the endothermic reaction
taking place. Even near the walls, velocities are high because the

insulated walls lead to higher temperatures and hence lower densities.

Figure 6.20 shows the temperature contours of the two phases. The
solidification region (shaded) occupies the iower end of the duct., above
the injection port. where the temperature difference between the two
phases is considerable. This difference diminishes near the exit where
the gas temperature is about 50°C lower than that of the particles.
Overall, the temperature drop between inlet and outiet is approximately
6509C showing the &effect of the endothermic reaction 6.2(a).

Temperatures are not low enough for reaction (6.2(b)) to proceed.

Figure 6.21 shows the volume fractions of the CH4 and CO2 species.
Highest values of CH4 are found at the injection port but CHg4 is
consumed very rapidly as it reacts with the available CO». Only smali

amounts of COos and CH4 are left at the exit.

Figure 6.22 shows the volume fractions of the CO species. Lower

values are found near the injection and higher near the exit.

6.4.2 7% CHg4 Case

Figure 6.23 shows the axial velocities of the two phases. which are

slightly higher than for the 10% case. Figure 6.19 by approximately 2
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m/sec. due to the higher temperatures. This is because there is less

CHg4 to react and therefore less heat can be extracted from the system.

Figure 6.24 shows the temperature contours of the two phases. The
solidification region now occupies a slightly bigger region compared with
Figure 6.20 of the 10% case. due to the higher temperatures. Exit

temperatures are higher than before. Figure 6. 20.

Figure 6.25 shows the volume fractions of the CH4 and CO2 specises.
CHg4 is almost extinct and can only be found in a small region around the
injection port. COo appears to be in excess. since a iot of it is left

unreacted. cqompared with the 10% case. Figure 6.21.

Figure 6.26 shows the volume fraction contours of the CO species.

Compared with the 10% case there is more CO in the system.

6.4.3 5% CHg4 Case

Figures 6.27 to 6.30 show the velocity, temperature and species
concentrations for the 5% case. Overall, they follow the pattern
established with the 10% and 7% cases. Since less CHg4 is available for
reaction. temperatures and velocities are higher. As a result of this,
the solidification region is now much greater than the 7% and 10% case.
and there is more CO»s left unreacted at the end. The region around
the injection port in which there is signficant amounts of CHgq is much
smaller. Exit temperatures are just beiow 1200°C and wail temperatures
are higher than before. Again reaction 6.2(b) never takes place

because temperatures are always higher than the critical temperature.
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6.5 The Two-Reaction Model

The two reaction model is -applled to the duct shown in Figure 6.18.
The inlet temperature is 1600°C with the inlet gas composition given in
Table 6. 4. The walls are made of refractory brick and this is modelled
at a uniform temperature of 300°0C. Natural gas (CHg4) is injected
through the side port at a volumetric rate of 5% of the volumetric main

inlet flow and temperature of 210C.

Species CO COo HoO Ho

% Volume 58.54 |15.24 7.59 }118.63

Mass
fraction 0.66 0.27 0.055 0.015

TABLE 6.4. INITIAL GAS COMPOSITIONS

The rea;:tions taking place are:

COo + CHq - 2CO + 2Ho (a)
(6.3):

HoO + CHg ~ CO + 3Hp (b)

and the two-reaction model. described in Section 4.4.3 is employed.
Species A. B. C. D and E in Equation (4.42) are CO», CHyg. CO. Hp
and HoO. respectively, and the stoichiometric coefficients a. b. c. d. e.
b. e and d are 1. 1. 2. 2. 1, 1. 1 and 3. respectively. It is also
assumed that the amounts of CH4 reacting with CO2 and HpO is in the

ratio 1 to 2 and hence A as defined in Section 4.4.3 is equal to 2.
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The heats of reaction of the COo and HoO species are taken to be
-5.786x106 J/Kg and -1.2595x107 J/Kg. respectively (Barin et al

(1982)) .

The theoretical critical temperatures below which the reactions (6.3)
cannot proceed are 916°K and 801°K, respectively. However.
experimental results (J Moodie (1985)) suggest that the presence of the
particulate phase raises these values to aproximately 10000K. After
some numerical experimentation the kinetically-influenced model was used
with reaction rate multiplied ,by the ramp function [(T-1000)/100]1 for
temperatures in the range 1100°K to 10000K. This greatly aided

convergence.

Figure 6.31 shows the axial velocity components of the two phases.
Particles appear to move faster than the gases at the centre of the duct.
by about 2 m/sec. because of the temperature difference in the region
between the two phases. At the higher end of the duct both p-hases

have approximately the same velocity.

Figure 6.32 shows the temperature contours. The solidification region
(shaded) occurs at the lower part of the duct. above the side-injection
port. where the temperature difference between the phases is
considerable. This is because of the high reaction rate of the
endothermic reaction giving rise to a rapid temperature drop. The
temperature difference between the phases immediately above the

solidification region is about 100°C with the exit temperatures of both

phases about 1150°C.

~168-



Figures 6.33 and 6.34 show the percentage voiume fraction contours of
the CHyq. COo and H20. CO species. respectively. The CHga
concentration is high near the Injection point and almost non-existent
further away. since it has reacted with COo and H20. to produce CO and
Ho. Exit values are approximately 10% CO2. 57.9% CO. 5% H2O and
27.1% Ho., which agree well with experimental results (J Moodie
(1985)) . Table 6.5 gives the theoretical percentage volume fraction of
the species at the exit., assuming that all CH4 reacts and A=2. it can
be seen there is good agreement with the predicted values. Total heat
losses are: 0.3547x108 J/s with approximately 75% due to the gases and

25% to the particles.

Specles % volume fraction
COo 11.07
CO 57 .43
HoO 4 43
Ho 27 .07

TABLE 6.5: THEORETICALLY PREDICTED EXIT VALUES

6.6 Co—current and Counter—current Sonic_Tuyeres

in this section CH4 is injected at sonic velocity, co—-currently or

counter—-currently with the main flow. from a tuyere positioned In the

centre of the duct. as shown in Figure 6. 35.

The sonic velocity of CH4 is obtained from (Krivandin and Markov

(1980)):
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w=/ &ar, (6.4):

7+

where R is the CH4 gas constant of 519 J/Kg/K, Ty is the injection
temperature of 2949K, and y is the ratio of specific heat at constant
pressure to that at constant volume which for CH4 is equal to 1.32.
Thus., the sonic velocity of CH4 for the given temperature of 2949K is

equal to 416.69 m/sec.

The inlet gas composition is 90% CO and 10% COp and CHg4 is injected
at a 7% rate. The kinetically-influenced model of Section 4.4.2 is
employed. with no reverse reaction. since experimental evidence suggests
that it does not take place (J Moodie (1985)). The walls are assumed

to be insulated and made of refractory bricks.

6.6.1 Co—current CH4 sonic_tuyere

Figure 6.36 shows the temperature contours of the two phases. The
particle solidification region (shaded) occupies the lower end of the duct
extending diagonally from the tuyere injection to the wall. Lower
temperatures are found around the tuyeres. because of the Ilow
temperature of injected CH4 and of the endothermic reaction taking place.
Exit temperatures are about 1000°C for both -phases and temperature drop
for the gaseous phase is more rapid than for the particulate phase.

especiaily in centre of the duct.

Figure 6.37 shows the axial velocity components of the two phases.
Highest velocities are found at the injection port. approximately 230
m/sec and 100 m/sec for the gaseous and particulate phase.

respectively. Exit velocities are about 45 m/sec for both phases.
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Figure 6.38 shows the CH4 and COo percentage volume fraction
concentrations. Highest CH4 values are found near and around the
tuyere. Highest values of COgo are found near the inlet of the duct.
below the tuyere. CH4 and COpo are consumed very rapidly and at the
exit there is approximately 2.5% COo and no CHg4 left. There is more

CO2 near the walls and less near the centreline.

Figure 6.39 shows the CO percentage volume fraction contours. with

lowest value at the injection area and highest nearest the iniet.

6.6.2 Counter—-current sonic tuyere

Figure 6.40 shows the temperature contours for the counter—current case.
The solidification region (shaded) now occupies a slightly smaller region
than the co-current case. Figure 6.36, slightly beiow the previous
position. Exit temperatures are approximately 70°C lower than before

and the overall temperature gradient is steeper than before, Figure 6. 36.

Figure 6.41 shows the axial velocity contours of the two phases.
Velocities are smailer than the co-current case. Figure 6.37. since CHg
is injected counter—currently with exit velocities of about 45 and 40 m/sec
for the gaseous and the particulate phase. respectively. At the injection

point the gaseous velocity is approximately -50 m/sec.

Figure 6.42 shows the percentage volume fractions of CH4 and CO2 and
Figure 6.43 the percentage voiume fractions of CO. Contours follow a
similar pattern with the co-current case. Figures 6.38 and 6.39, with the
important exception that CH4q and COs are disappearing more rapidly and

therefore CO values are higher.
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6.6.3 Average siab values

It is common practice in the process industry to calculate the
post—-combustion vaiue (%CO2 + %Ho0) and utilise this value to calculate
the oxidation rate of the off-gas. defined as (von Bogdandy et al (1984))
the sum of CO2 and Ho0. related to the sum (COs+Hs0+H2+CO).

Hence. the ’total-post-combustion’ value is given by:

PG = %002*-9“120
= %COp + %Ho0 + %Hp + %co * 100 (6.5).

The average slab values of CHg4. COs., CO. Hs0. Ho., TPC and gas
temperature. have been calculated for both cases and are given in Tables
6.6 and 6.7. Graphical representations of the average TPC and gas
temperatures. against the height of the duct are given in Figures 6.44 to
6.47. From these results. it appears that the counter—current case
induces lower temperatures by 69°C at the exit, whilst the exit
composition of the gases and TPC values are almost the same. The
important difference between the two cases is detected at the injection
region. The counter—current case induces a sudden drop in the gas
temperature (Figure 6.46) and TPC values (Figure 6.47) and then
smooths out. compared with the smooth gradient of the co-current case
(Figures 6.44 and 6.495). This is because of the rapid mixing of the
gases in the counter-current case. The same pattern can also be seen

in the values of the species in Tables 6.6 and 6.7.
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It is interesting to note that unlike previous cases with wail injections. In
the present cases. the iowest temperatures were at the centre of the
duct. Aiso, experimental evidence (J Moodie (1984) indicated a gas
temperature of about 1150°C, 3m above the tuyere. which agrees well
with the predicted values of approximateiy 1160°C and 1129°C for the

co-current and counter-current cases., respectively.

6.7 Restricted Iniet Cases

In this section. results are presented for two-dimensional and
three~dimensional cases for the restricted inlet geometry shown in Figure

6.48.

Methane injection is sonic and radially through the whole circumference.

Particles are not included in these calculations.

There are two main cases:

(a) 4000 m3/hr with 70% CO and 30% COo with 5§, 7 and 10% CHgyg
rate corresponding to oxygen operation in the duct.

(b) 8000 m3/hr with 35% CO. 15% COo and 50% No. Methane
flows are of 2.5%. 5%. 7% and 10% rate and the nitrogen is

due to air operation in the duct.

In both cases the walls are insulated. the reaction taking place is:

COo + CHg - 2CO + 2Ho (6.6);

and the reaction stops at 9169K,
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6.7.1 Case (a)

Figures 6.49 shows the velocity vectors for the gaseous phases for the
5% CH4 case. For the three CH4 concentrations velocity vectors are
similar and there is a recirculation zone above the sloped wall, as

expected with the reattachment point approximately 3. 75m above the inlet.

Figures 6.50 to 6.52 show the axial velocity component of the gaseous
phase for the 5. 7 and 10% CHg4 cases. At the exit, the velocities are
approximately 3.3 m/sec in the centre and 2.9 m/sec near the wail for
all three cases. with the velocities of the 5% case slightly higher from the
other two all over the domain. This is because the higher the
throat-injected amount of CH4. the greater the impact on the main flow
velocities (ie. it slows them down). Inside the recirculation zone. near
the wali. the velocity is approximately -5 m/sec. Overall, the velocities

drop very rapidly because of the expansion of the duct above the throat.

Figures 6.53 to 6.55 show the gas temperature contours of three cases.
respectively. Average exit temperatures are 921.3, 872.6 and 785.79C,
respectively. for the 5. 7 and 10% CH4 cases (aiso seen in Tables 6.8
to 6.10). The largest temperature drop is in the 10% case. since
there is more CH4 to react and consequentiy more heat extracted from
the system. Temperatures inside the recirculation region are
approximately 1102, 1010 and 864°C respectively for 5. 2 and 10% CHg.
Temperature profiles become flat at about 5. 30m above the inlet and have
a steep gradient near the walls. Overall, the temperature drops very
rapidly from the injection point to halfway up the duct and then it drops
very slowly. This is because there is little CH4 left in the top part of

the duct and therefore littie heat extraction.
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Figures 6.56 to 6.58 show the percentage volume fraction of CH4 and

Figures 6.59 to 6.61 for CO2 for the 5. 7 and 10% CH4 cases.

respectively. In all three cases. highest values of CH4 are found near

the injection point and lowest away from it. The available CH4 is

consumed very rapidly as it spreads out. At the exit there is not much

left as it can be seen from Tables 6.8 to 6. 10. Lowest values of CO»

are found Iinside the recirculation zone and highest in the centre.

Average COp exit vaiues are 22.42, 19.88 and 16.46% for the 5. 7 and

10% CH4 cases. respectively (aiso seen in Tabies 6.8, 6.9 and 6. 10).

Tables 6.8 to 6.10 give the average slab values of the temperature.

chemical species and TPC for the 5. 7 and 10% cases. respectively.

h(m) T(C) co2 CH4 CO+N2 H2 TPC

0.125 1570 30.000 0.8676E-05 70.000 0.6590E-03  30.000
0.375 1566 30.000 0.8233E-03 70.000 0.1625E-02  30.000
0.625 1561 29.880 O0.5848E-01 69.950 0.1090E 00  29.900
0.875 1425 26.640 0.3040E 01 67.750 0.2563E 01  27.480
1.050 1292 23.550 0.2330E 01 68.090 0.6031E 01  24.110
1.150 1205 22.140 0.1311E 01 68.720 0.7824E 01  22.440
1.250 1151 21.820 O0.7191E 00 69.110 0.8350E 01  21.980
1.350 1119 21.900 0.4088E 00 69.320 0.8363E 01  21.990
1.450 1102 22.080 0.2464E 00 69.440 0.8236E 01  22.130
1.750 1104 22.150 0.1448E 00 69.520 0.8188E 01  22.180
2.250 1114 22.250 0.1029E 00 69.550 0.8094E 01  22.280
5.750 1117 22.350 0.7470E-01 69.580 0.7998E 01  22.370
3.250 1110 22.420 0.5237E-01 69.590 0.7931E 01  22.430
3.750 1099 22.450 0.3715E-01 69.610 0.7909E 01  22.460
4.250 1084 22.450 0.2589E-01 69.610 0.7909E 01  22.460
4.750 1067 22.450 0.1755E-01 69.620 0.7918E 01  22.450
5.250 1049 22.440 0.1232E-01 69.620 0.7925E 01  22.440
5.750 1032 22.430 0.8917E-02 69.630 0.7931E 01  22.440
6.250 1016 22.430 0.6645E-02 69.630 0.7935E 01  22.430
6.750 1000 22.430 0.5079E-02 69.630 0.7937E 01  22.430
7.250 985 22.430 0.3966E-02 69.630 0.7940E 01  22.430
72.750 971 22.430 0.3156E-02 69.630 0.7941E 01  22.430
8.250 957 22.430 0.2552E-02 69.630 0.7942E 01  22.430
8.750 945 22.430 0.2094E-02 69.630 0.7943E 01  22.430
9.250 932 22.430 0.1740E-02 69.630 0.7944E 01  22.430
9.750 921 22.420 0.1461E-02 69.630 0.7944E 01  22.430

TABLE 6. 8: AVERAGE SLAB VALUES
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h(m) T(C)
0.125 1570
0.375 1566
0.625 1561
0.875 1375
1.050 1194
1.150 1091
1.250 1041
1.350 1019
1.450 1011
1.750 1015
2.250 1026
2.750 1031
3.250 1027
3.750 1019
4.250 1007
4.750 993
5.250 979
5.750 965
6.250 951
6.750 939
7.250 926
7.750 914
8.250 903
8.750 892
9.250 882
9.750 872

TABLE 6. 9:
h(m) T(C)
0.125 1570
0.375 1566
0.625 1561
0.875 1303
1.050 1049
1.150 919
1.250 874
1.350 864
1.450 866
1.750 872
2.250 884
2.750 892
3.250 892
3.750 888
4.250 881
4.750 872
5.250 862
5.750 852
6.250 843
6.750 833
7.250 825
7.750 816
8.250 808
8.750 800
9.250 792
9.750 785

TABLE 6. 10:

co2

30.000
30.000
29.840
25.460
21.400
19.590
19.160
19.250
19.450
19.540
19.660
19.790
19.870
19.900
19.910
19.900
19.890
19.890
19.880
19.880
19.880
19.880
19.880
19.880
19.880
19.880

AVERAGE SLAB VALUES

Co2
30.000
30.000
29.770
23.820
18.530
16.240
15.670
15.750
15.970
16.070
16.210
16.350
16.450
16.490
16.490
16.490
16.480
16.470
16.470
16.460
16.460
16.460
16.460
16.460
16.460
16.460

CH4
0.1180E-04
0.1121E-02
0.7997E-01
0.4075E 01
0.3058E 01
0.1708E 0Ol
0.9355E 00
0.5319E 00
0.3210E 0O
0.1889E 00
0.1342E 00
0.9719E-01
0.6791E-01
0.4808E-01
0.3346E-01
0.2267E-01
0.1591E-01
0.1152E-01
0.8594E-02
0.6573E-02
0.5138E-02
0.4093E-02
0.3314E-02
0.2723E-02
0.2265E-02
0.1905E-02

CH4
0.1617E-04
0.1537E-02
0.1103E 00
0.5462E 01
0.3952E 01
0.2176E 01
0.1188E Ol
0.6750E 00
0.4076E 00
0.2393E 00
0.1690E 00
0.1216E 00
0.8421E-01
0.5930E-01
0.4121E-01
0.2785E-01
0.1952E-01
0.1413E-01
0.1054E-01
0.8066E-02
0.6313E-02
.5036E-02
.4086E-02
.3364E-02
.2806E-02
.2366E-02

[eNeNeoNo N/

AVERAGE SLAB VALUES
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CO+N2-

70.000
70.000
69.930
66.990
67.490
68.330
68.840
69.120
69.270
69.360
69.410
69.440
69.460
69.480
69.490
69.500
69.500
69.500
69.510
69.510
69.510
69.510
69.510
69.510
69.510
69.510

CO+N2
70.000
70.000
69.910
65.960
66.750
67.870
68.540
68.900
69.100
69.210
69.260
69.290
69.320
69.340
69.350
69.360
69.370
69.380
69.380
69.380
69.380
69.390
69.390
69.390
69.390
69.390

H2
0.8239E-03
0.2766E~-02
0.1495E 00
0.3478E 01
.8048E 01
.1037E 02
.1106E 02
.1110E 02
.1096E 02
0.1091E 02
0.1079E 02
0.1068E 02
0.1059E 02
0.1057E 02
0.1057E 02
0.1058E 02
0.1059E 02
0.1060E 02
0.1060E 02
0.1060E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02

[elNeNeNeNeo]

H2

0.7466E=-03
0.3872E-02
0.2067E 00
0.4760E 01
0.1076E 02
0.1371E 02
0.1460E 02
0.1467E 02
0.1452E 02
0.1449E 02
0.1437E 02
0.1424E 02
0.1414E 02
0.1411E 02
0.1411E 02
0.1412E 02
0.1413E 02
0.1414E 02
0.1414E 02
0.1415E 02
0.1415E 02
0.1415E 02
0.1415E 02
0.1415E 02
0.1415E 02
0.1415E 02

TPC
30.000
30.000
29.860
26.540
22.080
19.930
19.340
19.350
19.520
19.580
19.690
19.810
19.890
19.910
19.910
19.910
19.900
19.890
19.890
19.880
19.880
19.880
19.880
19.880
19.880
19.880

TPC
30.000
30.000
29.810
25.190
19.300
16.600
15.860
15.850
16.040
16.110
16.230
16.370
16.470
16.500
16.500
16.490
16.480
16.470
16.470
16.470
16.460
16.460
16.460
16.460
16.460
16.460



6.7.2 Case (b)
In order to reduce computer storage requirements, the No is taken
together with the available CO. since they both have the same molecular

weight and N2 is present only as an inert species.

Figure 6.62 shows the velocity vectors for the 2.5% CH4 case. For
the four cases. vector plots are similar and there is a recirculation zone
above the sloping wali. as expected, with the reattachment point

approximately 3.75m above the inlet, as with case (a).

Figures 6.63 to 6. 66 show the axial velocity component for the 2.5. 5. 7
and 10% CH4 cases. respectively. At the exit the velocities are
approximately 6. 1 m/sec at the cell nearest to the walls, and 7.2 m/sec
in the centre for the 2.5, 5 and 7% cases; and 5.3 m/sec at the cell
nearest the walls and 6.5 m/sec in the centre for the 10% CH4 cass.
From these resuits it appears that the 10% case is approximately 0.7
m/sec slower than the other three and this is because the 10%
radially-injected CH4 has a greater effect on the main flow temperature.
Also, in all four cases. the velocity drop is very sudden from inlet to just
above the sloping wall. and then the decrease siows down. Inside the

recirculation zone near the wall, the velocity is approximately -10 m/sec.

Figures 6.67 to 6.70 show the temperature contours for the 2.5, 5, 7
and 10% cases respectively. Average exit temperatures are approximately
1104, 1023, 948.1 and 768.50C for the four cases. respectively (also
seen in Tables 6.11 to 6. 14). The largest temperature drop is in the
10% case. since there is more CH4 to react with the available COs and

consequently more heat extracted from the system. Temperatures inside

-178-



the recirculation region are approximately 1275, 1138, 1023 and 761°C,
respectively for the four cases. At the radial Iinjection-point the
temperatures are 1412, 1271, 1166 and 984°C respectively for the four
cases. Temperature profiles become flat at about 5.75m above inlet for
the 2.5, 5 and 7% case and at about 6.25m above inlet for the 10%
case. with a big gradient near the walls. Overall, the temperature drops
very rapidly from the injection point to about halfway up the duct and then
very siowly. This is because there is little CH4 left in the top part of
the duct to react and the temperature is also very low for the reaction to
proceed. The biggest temperature drop is found Inside the recirculation
zone., where the reaction is taking place at a higher rate because of the

high amounts of CH4 and COo».

Figures 6.71 to 6.74 show the percentage CH4 volume fractions and
Figures 6.75 to 6.78 the COso volume fractions for the 2.5, 5, 7 and
10% CH4 cases. respectively. in all four cases highest values of CHg
are found near the injection point, the smallest for the 2.5% case and
the biggest for the 10% CH4 case. The available CHg4 is consumed very
rapidly near and around the sloping wall and at the exit there is aimost
no methane left, as can also be seen from Tables 6.11 to 6. 14. CHag
spreads out in a similar manner in all four cases. with highest
concentrations inside the lower end of the recirculation zone. Exit
average values of COo are 11.92, 9.208, 7.262 and 4.713%.
respectively for the four cases. The highest consumption of CO2 Is

found in the 10% CH4 case and the lowest values inside the recirculation

zone where the reaction rate is at its highest.

Tables 6.11 to 6.14 give the average slab values for the chemical
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species and gas temperature. Ho is generated in higher amounts in the

10% case with exit values of 4.23, 7.94, 10.61 and 10.99% for the four

cases. respectively. These values are from an initial zero percentage

Ho concentration. The average exit values of CO and No are given
together with about 83.86, 82.85, 82.12 and 84.29% combined value at
the exit. The average slab temperature drops below the 1000°C at

approximately 6.25m and 9.5m above inlet for the 7 and 10% CHg

respectively.

For the 2.5 and 5% cases.

is always above 1000°C.

h(m) T(C) co2 CH4 co H2

0.125 1572 15.000 0.4373E-05 35.000 0.0000E 00
0.375 1570 15.000 0.4183E-03 35.000 0.0000E 00
0.625 1566 14.950 0.2982E-01 34.970 0.5301E-01
0.875 1489 13.780 0.1601E 01 33.280 0.1331E 01
1.050 1415 12.470 0.1259E 01 33.070 0.3206E 01
1.150 1360 11.830 0.7180E 00 33.260 0.4200E 01
1.250 1318 11.670 0.3959E 00 33.450 0.4490E 01
1.350 1290 11.690 0.2258E 00 33.590 0.4488E Ol
1.450 1273 11.770 0.1364E 00 33.690 0.4406E Ol
1.750 1275 11.800 0.8055E-01 33.750 0.4374E 01
2.250 1283 11.840 0.5758E-01 33.780 0.4317E 01
2.750 1285 11.890 0.4214E-01 33.810 0.4259E 01
3.250 1279 11.920 0.2979E-01 33.830 0.4218E 01
3.750 1269 11.930 0.2138E-01 33.840 0.4205E 01
4.250 1256 11.930 0.1479E-01 33.850 0.4205E Ol
4.750 1241 11.930 0.1019E-01 33.850 0.4210E 01
5.250 1225 11.930 0.7234E-02 33.850 0.4215E 01
5.750 1209 11.920 0.5297E-02 33.850 0.4218E 01
6.250 1194 11.920 0.3989E-02 33.850 0.4220E Ol
6.750 1180 11.920 0.3079E~02 33.850 0.4222E Ol
7.250 1166 11.920 0.2426E-02 33.850 0.4223E 01
7.750 1152 11.920 0.1947E-02 33.850 0.4223E 01
8.250 1140 11.920 0.1587E-02 33.850 0.4224E 01
8§.750 1127 11.920 0.1312E-02 33.860 0.4224E 0l
9.250 1116 11.920 0.1097E-02 33.860 0.4225E 01
9.750 1104 11.920 0.9267E-03  33.860 0.4225E 01

TABLE 6.11: AVERAGE SLAB VALUES

-180-

the average slab temperature



h(m)

0.125
0.375
0.625
0.875
1.050
1.150
1.250
1.350
1.450
1.750
2.250
2.750
3.250
3.750
4.250
4.750
5.250
5.750
6.250
6.750
7.250
7.750
8.250
8.750
9.250
9.750

TABLE 6.12:

h(m)

0.125
0.375
0.625
0.875
1.050
1.150
1.250
1.350
1.450
1.750
2.250
2.750
3.250
3.750
4.250
4.750
5.250
5.750
6.250
6.750
7.250
7.750
8.250
8.750
9.250
9.750

TABLE 6. 13:

T(C)
1572
1570
1565
1417
1276
1197
1160
1144
1138
1142
1151
1155
1153
1147
1138
1127
1115
1103
1092
1081
1070
1060
1050
1041
1032
1023

T(C)
1572
1570
1564
1361
1168
1068
1032
1024
1025
1030
1040
1047
1047
1044
1037
1028
1019
1011
1002

993

985

977

969

962

955

948

Cco2
15.000
14.990
14.910
12.670
10.250

9.092
8.797
8.835
8.955
9.007
9.082
9.157
9.210
9.229
9.231
9.225
9.220
9.217
9.214
9.212
9.211
9.210
9.210
9.209
9.209
9.208

co2
15.000
14.990
14.870
11.850
8.663
7.174
6.782
6.817
6.959
7.018
7.109
7.199
7.264
7.287
7.289
7.282
7.276
7.272
7.269
7.267
7.265
7.264
7.263
7.263
7.262
7.262

CH4
0.8549E-05
0.8180E-03
0.5840E-01
0.3010E 01
0.2313E 01
0.1306E 01
0.7192E 00
0.4103E 00
0.2480E 00
0.1466E 00
0.1046E 00
0.7634E-01
0.5372E-01
0.3845E-01
0.2651E~01
0.1825E-01
0.1296E-01
0.9490E-02
0.7151E-02
0.5523E~-02
0.4357E-02
0.3500E-02
0.2856E-02
0.2363E-02
0.1979E-02
0.1674E-02

AVERAGE SLAB VALUES

CH4
0.1172E-04
0.1122E-~02
0.8023E-01
0.4016E O1
0.3020E 01
0.1691E 01
0.9294E 00
0.5298E 00
0.3203E 0O
0.1890E 00
0.1345E 00
0.9770E-01
0.6836E-01
0.4873E-01
0.3356E-01
0.2306E-01
0.1636E-01
0.1197E-01
0.9021E-02
0.6968E-02
0.5498E-02
.4420E-02
.3610E-02
.2989E-02
.2506E-02
.2122E-02

OO0O00O0

AVERAGE SLAB VALUES
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CO+N2
85.000
85.000
84.930
81.750
81.410
81.770
82.120
82.380
82.550
82.650
82.720
82.770
82.800
82.820
82.830
82.840
82.840
82.840
82.840
82.840
82.840
82.840
82.850
82.850
82.850

82.850

CO+N2
85.000
85.000
84.900
80.650
80.260
80.750
81.210
81.540
81.760
81.880
81.960
82.020
82.070
82.090
82.110
82.110
82.120
82.120
82.120
82.120
82.120
82.120
82.120
82.120
82.120
82.120

H2
0.3951E-03
0.9273E-03
0.1080E 00
0.2564E 01
0.6037E 01
0.7830E 01
0.8361E 01
0.8375E 01
0.8243E 01
0.8193E 01
0.8098E 01
0.8001E 01
0.7932E 01
0.7909E 01
0.7909E 01
0.7918E 01
0.7926E 01
0.7932E 01
0.7935E 01
0.7938E 01
0.7940E 01
0.7942E 01
0.7942E 01
0.7943E 01
0.7944E 01
0.7944E 01

’

H2
0.4345E-03
0.1710E-02
0.1505E 00
0.3483E 01
0.8062E 01
0.1038E 02
0.1108E 02
0.1112E 02
0.1097E 02
0.1091E 02
0.1080E 02
0.1068E 02
0.1060E 02
0.1057E 02
0.1057E 02
0.1058E 02
0.1059E 02
0.1060E 02
0.1060E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02
0.1061E 02



h(m) T(C) co2 CH4 CO+N2 H2

0.125 1572 15.000 0.1765E-04 85.000 0.4753E-03
0.375 1570 14.990 0.1691E-02 85.000 0.2546E-02
0.625 1561 14.830 0.1210E 00 84.850 0.1935E 00
0.875 1262 11.260 0.5772E 01  79.030 0.3939E 01
1.050 914 7.670 0.4467E 01 85.820 0.2045E 01
1.150 792 5.521 0.2861E 01 86.630 0.4988E 01
1.250 758 4.744 0.1680E 01 85.950 0.7627E 01
1.350 759 4.537 0.9571E 00 85.310 0.9200E 01
1.450 769 4.518 0.5503E 00 84.560 0.1037E 02
1.750 773  4.558 0.3023E 00 85.880 0.9264E 01
2.250 785 4.635 0.2068E 00 85.750 0.9407E Ol
2.750 794 4.736 0.1452E 00 85.960 0.9161E 01
3.250 800 4.790 0.9780E-01 85.650 0.9457E 01
3.750 801 4.808 0.6812E-01 85.550 0.9577E 01
4.250 800 4.805 0.4621E-01 85.430 0.9718E 01
4.750 797 4.785 0.3140E-01 85.200 0.9988E 01l
5.250 793 4.768 0.2210E-01 85.000 0.1021E 02
5.750 790 4.754 0.1609E-01 84.840 0.1039E 02
6.250 787 4.744 0.1208E-01 84.710 0.1053E 02
6.750 784 4.736 0.9312E-02 84.610 0.1064E 02
7.250 781 4.729 0.7343E-02 84.530 0.1074E 02
7.750 779  4.725 0.5904E-02 84.460 0.1081E 02
8.250 776  4.721 0.4828E-02 84.410 0.1087E 02
8.750 773  4.717 0.4006E-02 84.360 0.1092E 02
9.250 771  4.715 0.3366E-02 84.320 0.1096E 02
9.750 768  4.713  0.2859E-02 84.290 0.1099E 02

TABLE 6.14: AVERAGE SLAB VALUES

6.8 Three-Dimensional Sloping Wall Configuration - Six Sonic

Tuyeres

in this section results are presented for three-dimensional runs with six
sonic tuyeres. The Inlet volume flow rate is 8000 Nm3/hr composed of
15% CO2. 35% CO and 50% Ns., by volume., injected at 15759C.
Methane (CHg4) is injected radially through the six sonic tuyeres at a rate
of 7% of the main-flow rate at 2940K temperature. The geometry is

shown in Figures 6.79(a) and (b).

There are two cases to be considered:
(a) Wall-injection: ie. the tuyeres are positioned at the top end of
the sloping wall as shown in Figure 6.79(a).

(b) | Throat injection: ie. tuyeres positioned at the bottom end of the
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sloping wali as shown in Figure 6.79(a).

The six tuyeres are positioned at intervals of 60° and symmetry of 300
exists. as shown in Figure 6.79(b). Because of the 300 symmetry, the
results presented below for both cases. are for the e-planes 3.7509,
11.250, 18.75° and 26.25° degrees. For both the wall- and
throat-injection cases. a 300 siab is considered with CH4 Injected at the
cell adjacent to the wall and to one of the symmetry planes. To allow
for the symmetry only one half of the actual tuyere flow rate is introduced
into the cell. The centre of this cell corresponds to ©=3.759, at 1.45

and 0.875m above the inlet for the wall and throat cases. respectively.

6.8.1 Wall—-injection

Figures 6.80 to 6.83 show the velocity vectors and the temperature
contours for ©=3.750, 11.250, 18.759 and 26.25°, respectively. There
is a large recirculation zone above the sloping wall with the reattachment

point approximately 3.46m above the inlet.

At the Injection plane ©=3.750, the large velocity vectors above the
sloping wail correspond to the CH4 wall-injection. and as we move away

to e=11.250, etc planes., the size of the vectors decreases.

The exit temperature has a flat profile at 1067°C. Inside the
recirculation zone the temperature is approximately 848°C, and on the
same z-plane at the centreline 14910C. At the reattachment point the
temperature is 1066°C and 11450C on the same z-plane. at the
contreiine of the duct. At the injection zone, 6=3.750 the temperature

is 7809C on the cell nearest the wall and 9720 9769 and 977°C at
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6=11.250, 18.759 and 26.25°, respectively. The lowest temperature of
approximately 7159C is found in the centre point of the sloping wall,
approximately 0.6m from the centreline and about 1.40m above the inlet.
At this point the reaction rate is at its highest and therefore heat
extraction is also at its highest. The temperature drops very rapidly
along the centreline to about 11000C halfway up the duct and then very
slowly, since the reaction rate is very low. Above that point. highest
temperatures are found along the centreiine and lowest closest to the

wall. Overall. the temperature profiles look similar for all e-planes.

Figures 6.84 to 6.87 show the percentage volume fractions for the CHg4
and CO2 specles for the e-planes. respectively. Chemical species
profiles look similar for all e—-planes. with the exception of the highest
vaiue of CH4 at the injection plane. which is 14, 5.5, 3.5 and 2.6% for
the e-planes. respectiveiy. Methane is consumed very rapidly inside the
recirculation zone and halfway up the duct is aimost exhausted (0.01%).
COo spreads out in a similar manner for all e-planes and highest values
are found along the centreline of the duct. Lowest values inside the
recirculation zone. where it has reacted with the available CHg. Exit

value of CO2 Iis approximately 7.3%.
Figures 6.88 to 6.90 show the vector plots for z-planes at heights of

1.40. 1.45 (injection plane). and 1.50 above iniet. The largest radial

velocities are found in the region of the injection plane.

6.8.2 Throat-injection

Figures 6.91 to 6.94 show the velocity vectors and the temperature

contours for planes 6=3.759, 11.2509, 18.759 and 26.259. respectively.
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There is a large reclrculation zone above the sioping wall with the
reattachment point approximately 3.63m above the inlet. compared with

the 3.46m for the wall injection.

The exit »temperature has a flat profile as in the wall~-injection case. with
a temperature of approximately 10639C. Inside the recircuiation zone
the temperature is approximately 10729C, and on the same z-piane at the
centreiine, 12179C, At the reattachment point, the temperature is
approximately 10770C and 11149C on the same z-plane at the centreline
of the duct. At the in]ectioﬁ plane ©=3.75, the temperature is 1051°C
at the throat wall and 1553°C at the centreline. on the same level. The
lowest temperature of approximately 9999C is found at 1.15m above the
inlet at the cell nearest the throat wall. Temperatures drop very rapidly
along the centreline to about 11009C halfway up the duct and then very
slowly. since the reaction rate is low above that point. Highest
temperatures are found along the centreline and lowest close to the
walls. Overall temperature profiles look similar for cell e-planes. as in

the wall-injection case.

Figures 6.95 to 6.98 show the percentage volume fractions for the CHg4
and CO2 species for the four e-planes. respectively. Species profiles
look similar for all e-planes. with the exception of the highest CH4 value
at the injection plane. which is 17, 7, 3.5 and 2.5%. respectively for
the four e-planes. Methane is consumed very rapidly arou'nd the lower
edge of the sloping wall and halfway up the duct it is exhausted. CO2
spreads out in a similar manner for all e-planes. the highest values are
found along the centreline, and the lowest inside the recirculation zone

as in the wall case. Exit vaiue of COo is approximately 7.3% as in the
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wall case.

Figures 6.99 to 6.102 show the velocity vectors for the z-planes at
heights: 0.875 (lInjection plane). 1.05, 1.25 and 1.45 respectively.
The velocity vectors are shown at the injection plane (Figure 6.99) and
some of the planes above it. Figures 6. 101 and 6. 102 also show the
veloci& vectors inside the recirculation zone. The biggest velocity
vectors are found at a height 1.05m (Figure 6.100), 0.175m above the

throat-injection.

6.8.3 Comparison of the two cases

The two cases described. wali- and throat-injection. exhibit similar
characteristics. Average exit temperatures and average species

concentration are simiiar for both cases.

The major differeance between the wall and throat-injection cases is that
the reattachment point is lower for the wall case (3.46m) than it is for
the throat-injection case (3.63m). Also. the wall case attains lower
temperatures than the throat-case. especially inside the recirculation

Z0ne.

The average exit volume fraction values of all chemical specles present,

is approximately 7.3, 0, 82.44 and 10.26 for COo2. CH4. CO+No and

Ho. respectively.

6.9 Ofi-Gas Reaction Vessel | (RV1)

This plant is shown in Figure 6.103. Figure 6.103(a) shows a

side-view of the plant and Figure 6. 103(b) the injection tuyere plane.
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There are six sonic tuyeres situated at regular intervals of 60° as shown
in Figure 6.103(b). lie. at 300, 900, 1500, 210°, 270° and 3300°.
The injection plane isv at 0.5075m above the inlet. Symmetry of 1800
exists and therefore it suffices to model only half of the plant. The exit

is situated at the side of the plant, as shown in Figure 6. 103.

Two cases are considered:

(a) Six tuyeres directed along the radii.
(b) Six tuyeres Iinclined at 5° to the radii. as shown in Figure
6. 103(b).

In both cases the walls are made of refractory brick and as such are
assumed to be insulated. The results presented beiow are for e-planes:
100, 200, 300, 6009, 9090 and 150°. The inlet volume flow rates and
CH4 injection. as well as in the inlet temperatures. are the same as in

Section 6. 8.

6.9.1. Tuyeres along the radii

Figures 6.104 to 6. 109 show the velocity vectors and the temperature
contours for the above 6-planes. respectively. Figure 6. 104 shows the
fiow at the centre of the exit plane and Figure 6. 105 at the edge of the
exit plane. In these two planes some of the flow leaves immediately
through the exit and some progresses up to the top and then turns
around near the wall and joins the escaping flow. Figures 6. 106 to
6. 109 show the flow recirculating above the sloping walls, with the piane

farthest away from the exit plane. exhibiting the biggest recirculation

Zone.
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The temperature contours follow a similar pattern for all e-planes. with
the temperature higher in the centre and lowest inside the recirculation
zone. The exit temperature at the centre of the outiet plane (6=109)
varies between 10869C to 12050C for the lower and top end of the outlet.
respectively. The lowest temperatures of 769°C, 8249C and 8379C are
found at the injection plane 0.705m above inlet, for tuyeres 1. 2 and 3.
respectively. These temperatures correspond to the cells nearest the
wall-tuyeres at 0.5125m from centreline. The temperatures at the top
wall cells vary between 12980C and 12459C for the centreline and the
walls, respectively. Above the side outlet the temperature is uniform in
the centreiine at approximately 13579C and varies between 12420C and
12559C on the walls for the above e-planes. respectively. with the iowest
temperature of 12420C above the 10° e-plane. Above the injection
plane at 0.6125m above the inlet. and 0.5125m from the centreline. at
the lower end of the recirculation zone. the temperature varies between

10020C and 12359C, between 6=10° and e=150° and it is uniform for alil

e~-planes at 15579C at the centreline. Overall, there is a steep
temperature gradient up to halfway up the domain. Above that point the
temperature gradient is lower. The largest temperature drop occurs

inside the recirculation zone. where most of the reaction is taking piace.

Figures 6. 110 to 6. 115 show the percentage volume fraction of the COo2
and CH4 species for the above e-planes. respectively. Overall, CHg
and COo. spread out In a similar way for ail e-planes. Much of CHg is
‘short—-circuiting’ and escapes through the side outlet and the rest reacts
with the available COo. There is not much CH4 at the top part of the
domain and the highest values are found at the injection plane with 18,

23. 29. 12, 26 and 25% for the e-planes. respectively. The amount of
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CH4 escaping is about 2%. with the highest value of CH4 concentration
found at the lower end of the side-outlet. Lowest values of COo are
found inside the recirculation zone (lower part). where most of the
reaction with CH4 takes place. Highest values of COs are found along

the centreline.

Figures 6.116 to 6.123 show vector plots at z-planes: 0.465. 0.5075
(injection plane). 0.6125. 0.85 (outlet plane). 1.05 (outiet plane).
1.25 (outlet plane). 1.70 and 2.55m above the inlet. They show the
radial movement of the flow anticiockwise up to the injection plane.
(0.5075m) . Figure 6.117, and then gradually above it. turning clockwise
near the wali. Near the top the fiow is completely clockwise. Figure

6.123.

The grid used for the above caiculations is (NX*NY*NZ) equal to 7x12x14.
Numerical results are ailso available for a refined grid of 17*12*21 but
because of graphic storage limitations graphic output was not obtained.
Comparison of the two sets of results shows good overall agreement.
Both cases predict the CH4 short-circuiting at the outliet region with the
two values differing by about 10% (higher value for the fine grid).
Top-plate temperatures are predicted to vary between: 1108 - 1169°C
for the fine grid and: 1245 - 1298°C for the coarse grid. These
differences in temperature range on the top-plate. are attributed to the
fact that the nodal values are closer to the top-plate for the fine grid

(ie. more grid points).

At -the outlet the temperatures vary from 10679 to 11410C for the fine grid

and from 1086°9C to 1205C9C for the coarse grid giving a difference of
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about 60°9C between the two grid sizes.

6.9.2 Tuyeres at 59 degrees to radii

The position and the directions of the six inclined tuyeres is shown in
Figure 6. 103. The same reference e-planes are again considered. as

in Section 6.9. 1.

Resuits are very much similar to the 6.9.1 case. The lowest
temperatures are again found in the tuyeres regions. with the exception
that lowest temperatures are slightly higher than before. They are
7870, 8470 and 8820C for tuyeres 1, 2 and 3. respectively. compared
with 7690, 8240 and 8379C for the previous case 6.9.1. Temperatures
at the top plate vary between 13120 and 12580C for the centreline and
the walls respectively. compared with 12980C and 124509C for the previous
case. The temperature at the centre of the outlet plane (6=109), varies
between 10880C and 12179C. for the lower and the top end of the outlet.
respectively. compared with 1086° and 1205°C of the previous case.
Overall, this case gives temperatures approximately 25°C higher than the
previous case 6.9.1. The velocity vectors also behave in a similar

manner to the previous case.

The chemical species CO2 and CH4 behave in a similar manner as
previousiy and their profiles look the same. The only important
exception is that mixing is not as good as previously and hence less CHg
reacts with the available CO2 in the recirculation region. CH4 and CO»
taking longer to react. This has an effect on the average temperatures

which are approximately 25°C higher.
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The radial velocity vector plots for the different planes show a similar
radial movement. as before. with the exception at the injection plane.
0.5075m above the inlet (Figure 6.124). in this case the radial
velocities are slightly bigger. Figure 6.124 is the only one presented

for this section. that shows major differences from previously.

Overall, the two cases give comparabie results. Very little experimental
results were available (J Moodie (1986)) and those only concerned the
exit temperatures and CH4 exit values. Experiments showed that the exit
temperatures varied between 1000°C and 1200°C and approximately 3% of
CH4 was ’‘short-circuited’. These results agree well with the model

results and confirmed the presence of significant unreacted CH4 amounts.

The radial exit velocities in both cases vary between 25.59 to 39 m/sec
and 26.47 to 40 m/sec for the 6.9.1 and 6.9.2 cases. respectively.
Case 6.9.2 velocities are slightly higher because of the slightly higher

temperatures.

6.10 incorporating the Arrhenius Rate Minimum

In all the cases presented so far the reaction rate was taken to be given
by the eddy—-breakup model. discussed in Chapter 4. in this section the
Arrhenius rate is Iincorporated into the models and the actual rate is

taken to be the minimum of the eddy-breakup rate and of the Arrhenius

rate.

Results are presented for various two-dimensional geometries and iniet
compositions empioying the one- and two-reaction models. discussed in

Chapter 4. in all cases the flow is considered to be one-phase (ie.
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gases only).

As mentioned above. the chemical system under consideration is made up
of CHa. CO2. CO. H20, Hp and Np with CH4 being the ‘driving-force’ in
the reactions. These reactions are termed as high temperature

hydrocarbon reactions and as such are complicated chemical processes.

The usual first steps in building a model of a complex reaction system
are to assemble the available information about the mechanism and to
devise a provisional mathematical model. generally consisting of a set of
non-linear equations, which can be solved to give predicted concentration
profiles of the species present. Using experimental results the modeis
can be refined with respect to its mechanism and its parameters. One
of the most important model refinements is the introduction of the
Arrhenius rate, which is considered to be an important factor in the
reaction mechanism. as discussed in Chapter 4., since reaction rates
are. in general. strongly dependent on temperature. The temperature
dependency is in the form of the reaction rate coefficient, Kj (see

Equations 4.4 and 4.5) given by:

A exp(-E/RT) for Arrhenius behaviour
K¢ = { (6.7).
BTD exp(-E/RT) for non-Arrhenius behaviour

The study of Ky. the reaction rate coefficient. has been one of the
primary subjects of kinetic investigations over the ilast 20 years (Gardiner.
(1984) and as a result there is massive literature on kinetics. Yet
many kinetic data are not satisfactory for the purpose intended. indeed
some are no good at all (Bernasconi (1986)). A number of authors

give recommended rate coefficients for the Arrhenius rates which are
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either taken from experiments described in the scientific literature or
estimated by comparison with rate coefficients for analogous reactions.

In the iatter case. they are merely informed guesses.

The choice of the kinetic data from the literature is strongly dependent on
the type of reaction under consideration, which can be classed as a
simple (one-step reaction) or a complex reaction having consecutive
steps. coupled reactions, parallel reactions. etc with intermediate steps
(Kondrat'ev (1964)). In this case one should know the compositions
and structures of the reactants. the products and byproducts. and

whether alternative sets of products are formed compaetitively.

Clearly. for the one-step reaction. the reaction law rate will be
dependent only on the original chemical species and for the complex
reactions. will be dependent on the original and intermedlate chemical
species. Despite the complexity of the second case (complex reaction).
sometimes it is possible to establish a simple approximate treatment of
the reaction. which can still be useful., especially in the absence of
reliable information. At the same time. from the general ideas of
kinetics of complex reactions, it has been éoncluded (Kondrat'ev (1964))
that reactions with consecutive steps may also have rates independent of
the concentration of some reacting substances. In order that the rate
should not depend (Kondrat'ev (1964)) on the concentration of some
particular reacting substance. it is sufficient for the rate of the limiting
step of the reaction to be independent of the concentration of this

substance. For example, in the simplest case. consider the reaction

A+B - C, taking place in the two stages:
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Ky Ko
A - x and x+8 - C,

where Ky and Ko are rate constant.

From the law of mass action. which states that the rate of chemical

reaction is proportionai to the product of the molar concentrations of the

reacting substances. the rate of reaction of the substance x is given by:

d(x)
dt

= K1(A) - Ko(x)(B) (6.8):

where ( ) represents molar concentration of a chemical species in dilute
solution. But the second term in (6.8) is equal to zero at the start of
a reaction and increases with time. ‘becoming equal to the first term
(which decreases with consumption of the initial substance A) at a
definite moment of time. At this moment of time we have d(x)/dt=0.
From this moment the concentration of the intermediate substance x
decreases parallel to the decrease in concentration of the initial
substance and the vaiue of d(x)/dt is automatically kept close to zero.
So d(x)/dt can be assumed to be zero under steady-state conditions

(Kondrat’'ev (1964)) and Equation (6.8) is now:

d(x) _ _ -
e Ky (A) - Ko(x)(B) = 0.
Therefore:
_ 4 _ _ dA) _
reaction rate = a9t - " dt Kjy (A)

ie. the rate of reaction is dependent only on the concentration of

substance A.
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In the present work the reactions under consideration are:

COo + CH4 - 2C0 + 2Ho (a)
(6.9):
HoO + CH4 - CO + 3Ho (b)

and depending on the reaction model used (see Chapter 4). either only

one reaction is considered (ie. only (a)) or both.

Both reactions are very complex with many intermediate steps.
nevertheless. it is possible to establish the main features governing their
reactions. under the given conditions. despite the fact that there is very

little information available.

Edelman and Hasha (1978), Bowman (1974), Dixon-Lewis and Islam
(1982). Jensen and Jones (1978)., Westbrook et al (1977), Bilger
(1977) ., Skinner et al (1972). Creighton (1977). Engleman (1976).
Gardiner, (1984) and many others give Arrhenius rate coefficient values
for various high—-temperature hydrocarbon reactions.. Although the
above reactions (a) and (b) do not appear explicitly anywhere in the

relevant reaction rate literature. their intermediate steps do.

For example. reaction (a) is thought to have the following steps:
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CHg + COo ? CH3 + H + COo

|
!
" CO +0 +H
l' )
| |
¥
4 l
»
i: CHO + Ho
|‘4
v ‘
RESULTS
200 + 2Ho (e Ho + CO

in our case for the chemical system of CH4. COs. CO. H20. Ho and

No. for reactions (a) and (b). the predominant factor is the dissociation

of CHg4 in CHa + H. ie:

CHg + M - CH3 + H + M (6.10):

where M is taken to be the ‘bath’ of the rest of the species. At the
same time all the other intermediate steps are ignored under the
assumption that the rate of the limiting step of the reaction is independent
of the concentration of the other substances. and therefore according to

Kondrat’'ev (1964). it only depends on the CH4 as seen from above.

This important simplifying assumption is considered in view of the
complexity of the problem. the available computer time and storage and

the overall efficiency of the software developed.

A short survey of the Arrhenius rates found in the literature is given in

Table 6.15. They all refer to Equation (6.7). ie:
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K¢ = BT exp(-E/RT) (6.11);

for the reaction (6. 10).

Jensen and Jones (1978) give the forward rate Kg and the equilibrium

rate Kg for the reaction CHa+M+H - CHg+M.

For the given values the reaction rate KR for our case is obtained using
the quotient law. (which states that the ratio of the forward reaction rate
coefficient to the rate coefficient of the backward reaction is equal to the
equilibrium constant) . The values given for Kg and Kg are: 2x10~21
T-3 and 4x10~27 exp(5.46x104/T) , respectively.,  with units of

mi/ molecule/sec.

This rate is of the ‘non-Arrhenius’ type and Jensen and Jones (1978).
suggests that the weighted average ‘collision efficiency’ gy (see Chapter
4) for the ’'bath gas’ is not recommended. because the rate coefficient K
is already averaged for the most effective third bodies (eg. COs., H20,
No. etc). .Also because of the large temperature range 1000-3000°9K

the uncertainty factor (UF) is reported to be 100.

in this work. the rate is based on that given by Gardiner (1984) with
 M=Ar. since it was the most recent and that given by Jensen and Jones
(1978) . with UF=100 and M=Ar. since it was the only non—-Arrhenius rate

exression found. For both these., rate results were obtained for

comparison.
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Reference B b E/R UF M Notes
Edelman and 2x10'7 | 0 |44.5x103| - - |Units of cm3/mot/sec
Harsha (1978) temperatures above
1000°K .
Gardiner. 2x1017 | 0 |44.5x103|+3.1622|Ar [For temperature 1500-
(1984) 30009K but also useful
for 1000-15009K. Units
of cm3/mol/sec.
Westbrook et | 2x1017 | 0 [44.5x103| - - |Units of cm3/mol/sec.
at (1977) Temperature range
1000-1350°K .
Skinner et at| 4x1017 | 0 |44.5x103| - Ar |[Vatue of B has been
(1972) muitiplied by a
factor of 2 to give
better agreement with
experimental results.
Units of cc/mol/sec.
Temperature range
below 1700°K.
Bowman (1974) [1.4x1017| 0 | 44.5x103| - ~ |High temperature
range 1900-2400°K.
Units of cm3/mol/sec
Jensen and
Jones (1978) 5x10™3 [-3 | 5.46x104| 100 |Ar Temperature range
1000-30009K - see
text.
Gardiner et [2.3x1014| 0] 3.25x10%| - Ar Temperature range
al (1974) 2000-2700°K,
Units of cm3/mol/sec.
TABLE 6.15: SELECTION OF ARRHENIUS RATES
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The ‘collision efficiency’ Bc (see Chapter 4) is obtained from Table 4.6

and for our particular system is:

Ar Ho CO2o CO CHa H20 No

Be | 1.0 2.857| 4.286 | 2.143 |18.571| 18.571| 1.143

TABLE 8.16: COLLISION COEFFICIENTS

In practice the ‘Arrhenius’ rate acts as a minimum, and is used only at
the lower end of the temperature range. to stop the reaction. At higher
temperatures the eddy-breakup rate appiies. Both rates behave in this
way. but as it will be seen from the reported results below. the choice of
the rate. coupied with the choice of UF. can influence the temperature
below which the Arrhenius rate takes over. The Arrhenius rate can be
lower than the eddy-breakup rate everywhere, or just at the lower end of

the temperature range depending on our choice of rate and UF.

Two geometry configurations were considered: (a) based on the geomsetry
and input parameters described in Section 6.7 with throat injection and
one reaction only with 4000 Nm3/nr inlet volumetric flow rate and 5%

injected CH4: and. (b) based on the off-gas reaction vessel Il (RV2)

described below.

6.10. 1 Case (a) geometry with Arrhenius minimum

For this case four runs were performed:

Run 1: Rate given by Gardiner (1984) with gy term.

-199-



Run 4:

Same as Run 1 with UF=3. 1622.

Rate given by Jensen and Jones (1978)

also presented in Section 6.10.3).

with UF=100 (results

No Arrhenius rate present with cut-off temperature of 11009K to

replace old resuits (previous resuits reported in Section 6.2.

had cut-off temperature of 9169K).

The results presented are for the averaged exit slab values and are given

in Table 6. 17
RUN 1 | RUN 2 | RN 3 RUN 4
TC) 1254 | 1219 | 1044 | 1137
Coo | 23.72 | 20.79 | 12.75 |22.42
CHa 2.934] 2.33 [ 0.725 | 1.799x1073
co 60.28 | 55.35 | 41.79 |69.63
Ho 13.066| 21.597| 44.78 | 7.941
TABLE 6.17: AVERAGED EXIT VALUES

For Run 1. examination of the full results reveal that the Arrhenius rate is

less than the eddy-breakup rate everywhere in the region and as a result

the reaction rate is very small and CHg4 is almost unreacted at the exit.

Also, the temperature drop is steady and uniform from iniet to exit.
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Run 2, gives results similar to Run 1 with slightly less CH4 at the top

and 359C lower exit temperature because of the effect of the UF term.

For Run 3. the Arrhenius rate is less than the eddy-breakup rate for only
part of the region (where temperatures are lowest). This resuits in a
sudden drop in the temperature at the lower part of the duct because of
the turbulent reaction rate mechanism and above it a steady uniform
temperature drop. where the Arrhenius rate prevaiis. Far more CHg4
results than in the p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>