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ABSTRACT

In a bid to cope with challenges of increasing demand for higher data rate, better quality of service, and higher network capacity, there is a migration from Single Input Single Output (SISO) antenna technology to a more promising Multiple Input Multiple Output (MIMO) antenna technology. On the other hand, Orthogonal Frequency Division Multiplexing (OFDM) technique has emerged as a very popular multi-carrier modulation technique, thus it is considered as a promising solution to enhance the data rate of future broadband wireless communication systems.

The first contribution of this thesis is the development of a low complexity adaptive algorithm that is robust against slow and fast fading channel scenarios, in comparison to the conventional individual parameter estimation by E. Teletar in his famous paper of 1999. Implementing the Adaptive MMSE Receivers in MIMO OFDM systems which I refer to (AMUD MIMO OFDM), combines the adaptive minimum mean square error multiuser receiver’s scheme with prior information of the channel and interference cancelation in the spatial domain, achieves enhanced joint channel estimation and signal detection which makes the new technique effectively mobile.

A mathematical analysis and simulation results to estimate the Information Capacity of Mobile Communication system with MMSE DFE and OFDM receivers were investigated. The capacity of a stationary channel with ISI is achievable by both the single carrier MMSE DFE and multicarrier modulation over narrow sub channels with OFDM receivers. The achieved capacity result shows that in both techniques single carrier and multicarrier, apart from different implementations are
essentially identical when it comes to achievable criteria for information channel capacity.

Lastly, AMUD MIMO OFDM were compared with both adaptive vector precoding and iterative system and their performance were fantastic, results shows that it will assure transmission over a high channel capacity.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADSL</td>
<td>Asynchronous Digital Subscriber Line</td>
</tr>
<tr>
<td>AMUD</td>
<td>Adaptive Multiuser Detection</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase Shift Keying</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CP</td>
<td>Cyclic Prefix</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>DAB</td>
<td>Digital Audio broadcast</td>
</tr>
<tr>
<td>DFE</td>
<td>Decision Feedback Equalization</td>
</tr>
<tr>
<td>DMT</td>
<td>Discrete Multitone</td>
</tr>
<tr>
<td>DVB</td>
<td>Digital Video broadcast</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunication Standards Institute</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Responds</td>
</tr>
<tr>
<td>HIPERLAN</td>
<td>High Performance Radio Local Area Networks</td>
</tr>
<tr>
<td>ICI</td>
<td>Intercarrier Interference</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IIR</td>
<td>Infinite Impulse Response</td>
</tr>
<tr>
<td>iid</td>
<td>Independent Identically Distributed</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter Symbol Interference</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LS</td>
<td>Least Square</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LMS</td>
<td>Least Mean Square</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>MAI</td>
<td>Multiple Access Interference</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a Posteriori</td>
</tr>
<tr>
<td>MBPS</td>
<td>Megabite per Second</td>
</tr>
<tr>
<td>MC</td>
<td>Multicarrier</td>
</tr>
<tr>
<td>MCM</td>
<td>Multi-carrier Modulation</td>
</tr>
<tr>
<td>MF</td>
<td>Matched Filter</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>MISO</td>
<td>Multiple Input Single Output</td>
</tr>
<tr>
<td>MLSE</td>
<td>Maximum Likelihood Sequence Estimator</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>MMSE DFE</td>
<td>Minimum Mean Square Decision Feedback Equalization</td>
</tr>
<tr>
<td>MRC</td>
<td>Maximum Ratio Combiner</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>MUD</td>
<td>Multiuser Detector</td>
</tr>
<tr>
<td>MUI</td>
<td>Multi-User Interference</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>PIC</td>
<td>Picture Interference Cancellation</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive Least Square</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single Input Multiple Output</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference Noise Ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>STBC</td>
<td>Space Time Block Code</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Networks</td>
</tr>
<tr>
<td>WSS</td>
<td>Wide Sense Stationary</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero forcing</td>
</tr>
<tr>
<td>ZMCSCG</td>
<td>Zero Mean Circular Symmetric Complex Gaussian</td>
</tr>
</tbody>
</table>
NOTATIONS

\( A^H \)  Complex Conjugate transpose (Hermitian transpose) of a matrix \( A \)
\( a^H \)  Complex Conjugate transpose (Hermitian transpose) of a vector \( a \)
\( |A| \)  Determinant of a matrix \( A \)
\( \mathcal{E}[A] \)  Probabilistic expectation of a Matrix \( A \)
\( \lambda_{\text{min}}(A) \)  Smallest eigen value of Matrix \( A \)
\( \lambda_{\text{max}}(A) \)  Largest eigen value of matrix \( A \)
\( tr\{A\} \)  trace of a Matrix \( A \)
\( A \otimes B \)  Kronecker product of Matrices \( A, B \)
\( I_n \)  \( n \times n \) identity matrix
\( \sigma_1^2 \)  Unit Variance
\( \mu \)  Threshold level
\( H_{ij} \)  Channel Frequency response
\( R \)  Correlation Matrix
\( \Delta_n \)  Gradient
\( \varepsilon_{\text{opt}} \)  Optimum (Wiener solution) Linear and DFE
\( H \)  Toeplitz Matrix
\( H(a/\beta) \)  Entropy
\( (\hat{a} - a) \)  Mutually Independent and gaussian
\( \sigma^2 \)  Average Noise Power
\( (.)^* \)  Conjugate
\( (.:.) \)  Mutual Information
\( (.)^H \)  Hermitian Transpose
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You will never do anything in this world without courage.

It is the greatest quality of the mind next to honor

Aristotle
Chapter 1

Introduction
1.0.1 Digital Wireless Communication

Wireless communication is the transfer of information signals through the air space by means of electromagnetic waves. To create electromagnetic waves, an electrical signal that continuously varies in power level and polarity is applied to the antenna. As the level varies, the energy contained in the electrical signal is converted to electromagnetic waves that propagate away from the antenna. The electromagnetic waves are characterized by their energy radio frequency power (RF Power) and frequency (cycles per second or Hz named after the German physicist Henrich Rudolph Hertz in (1888)).

Mobile Communication in the past, present and possible future will be discussed briefly in this paragraph before we proceed to the novel fundamentals of this research work, Adaptive Multiuser Receivers for Multiple input and Multiple Output, Orthogonal Frequency Division Multiplexing (AMUD MIMO OFDM). In 1820 Andre Ampere and Hans Osted discovered the magnetic field. It was then followed by the discovery of the first telegram by Joseph Henry in 1830. In 1831 Michael Faraday and Joseph Henry discovered induction and the telegraph was patented by Samuel Morse in 1837. James Maxwell in 1864 predicted Radio waves and Graham Bell developed the telephone in 1876. Henrich Hertz discovered Radio waves in 1888 while in 1906 the first radio broadcast was developed by Reginald Fessenden and was used for small scale voice and music broadcasts up until World War 1. In 1933, Edwin Armstrong patented Frequency Modulation, and in 1948, Channel Capacity was discovered by Claude Shannon. OFDM and MIMO came into existence in the late 1960’s and in the 1970’s respectively. Adaptive Multiuser Detection approach to Time Variable MIMO system, which this research falls into, is the state of the art research area in mobile and wireless communication System.

Communication systems have had a significant impact on the modern life of people in today’s society. Demand for faster and easier ways to communicate and transfer information worldwide in real time processing is the basic requirement for current communication systems. Adaptive multiuser receivers in MIMO OFDM will provide a higher data rate, higher mobility, and higher carrier frequencies to enable
reliable transmission over mobile or broadband wireless communication systems. Researchers in their various research areas in communication proved that multiuser systems information capacity was significantly improved on the conventional second generation (2G) and third generation (3G) mobile and wireless systems. They have a capacity of 0.3 bits/Hz/s while the forth generation (4G+) has 300 bits/Hz/s indicating 1000 bits/Hz/s capacity improvement factor to 2G and 3G.

IEEE 802.11 wireless local area network (LAN) standards employing OFDM offers high spectral efficiency and superior tolerance to multi-path fading. In OFDM, the computationally-efficient Fast Fourier Transform is used to transmit data in parallel over a large number of orthogonal subcarrier which are maintained in frequency selective fading environment [9][10][11][12][13]. Improvements in throughput and capacity can be achieved when multiple antennas are applied at both the transmitter and receiver side, especially in a rich scattering environment [14][15][16][17] as well as frequency-selective fading environment.

System capacity will be significantly improved by MIMO channels [1][18]. In OFDM, the entire channel is divided into many narrow parallel sub channels and diversity thereby increases the symbol duration and reduces the Intersymbol interference (ISI) caused by the multipath [9][10][11][19].

Adaptive multiuser detection (AMUD) is used for demodulation of digitally modulated signals with multiple access interferences (MAI). This scheme was proposed for total elimination of MAI in the system. In a single user environment, each bank of match filter plays the role of maximum likelihood receiver [4][20]. In this research work, fractionally space linear transversal bank of filters is used for the implementation of Adaptive Minimum Mean Square Error Multiuser Detection (A MMSE MUD).

MIMO-OFDM is a scheme which mitigates multiple access interference and increases capacity as presented in [21][22][3][23][24][25][26]. Adaptive MMSE Multiuser detection by Predrag. B. Rapajic in [20] was specifically used for co-operative systems by means of decision feedback equalization and relay nodes. The adaptive MMSE filter minimizes the error by an adaptive algorithm. A MMSE MUD techniques are effective to almost achieve the performance of a maximum likeli-
hood estimator but on a linear complexity. A MMSE MUD provides robustness and mobility in a time variable frequency selective multi-path fading channel, improves the bit error rate performance and therefore enhances channel capacity of a multi-cellular environment. Adaptive MIMO OFDM was also presented by Wong [27] who assumes knowledge of the intravenous channel gain for bits and power allocation algorithm in all users to improve transmit power, bit error rate and coverage for a given outage probability. With no knowledge of the channel, the objective is to maximize the transmission rate, while guaranteeing a prescribed error performance, under the constraint of fixed transmit-power[28].

1.0.2 Wireless Local Area Networks

A wireless local area network (WLAN) links two or more devices using some wireless distribution methods (typically spread-spectrum or OFDM radio), and usually providing a connection through an access point to the wider internet. This gives users the mobility to move around within a local coverage area and still be connected to the network.

In the 1990’s, wireless data systems such as wireless local area networks (WLANs) were on the increase demand for both voice and data communications. The growing demand for flexibility and availability of higher bandwidth wireless systems is expected. The coming of the 4G and 5G era will provide faster data transmission and higher bit rate and bandwidth. Taking advantages of both optical communication and wireless communication, OFDM Radio is characterized by its high speed, large capacity and high spectral efficiency. In principle, anything or everything that moves is a potential object for mobile/wireless communication.

WLANs for the 900MHz, 2.4GHz, and 5GHz license-free ISM (Industrial, Scientific and Medical) bands have been available, based on a range of proprietary techniques [9]. In June 1997 the Institute of Electrical and Electronics Engineers (IEEE) defined an international inter-operability standard, called IEEE 802.11. This standard specifies a number of Medium Access Control (MAC) protocols and three different physical layers (PHYs). Two of these physical layers are based on radio
communication and use the 2.4GHZ band and the other PHY uses infrared light. All three PHY support a data rate of 1 Mbps and optionally 2 Mbps.

Users, demand for higher bit rates and the international availability of the 2.4 GHz band spurred the development of a higher speed extension to the 802.11 standard. In July 1998, a new standard was defined, named IEEE 802.11b, which describes a PHY providing a basic rate of 11 Mbps and a more robust rate i.e., a fall-back rate, of 5.5 Mbps. Current widely-available products support both the 11 and 5.5 Mbps modes, as well as the 1 and 2 Mbps modes. Meanwhile, in Europe, the European Telecommunication standards Institute (ETSI) specified its own WLAN standard, called HIPERLAN/1 which defines data rates ranging from 1 Mbps to 20 Mpbs. In contrast to the IEEE 802.11b standard, no commercial products have been developed that support the HIPERLAN/1 standard.

The demand for higher data rates by the opening of the new unlicensed spectrum in the 5GHz for the use of a new category of equipment called unlicensed National Information Infrastructure (UNI) devices, a new IEEE 802.11 working group on 3G WLANs emerged. The group in 1998 selected OFDM as their chosen transmission technique for the new available spectrum in the 5GHz band. In the year 2000, the standard was ratified and called IEEE 802.11a. In 2003, IEEE standardization group finalized a similar standard for this band named IEEE 802.11g [29].

Following the selection of OFDM by IEEE 802.11a standardization group, the ETSI, Broadband Radio Acess Network (BRAN) and MMAC from Japan, working groups adopted OFDM for their PHY. The standardization groups worked in harmony to enable equipment compatibility worldwide. Based on the tremendous success of IEEE 802.11a and IEEE 802.11g products in terms of commercial availability of higher data rate and demand for higher data rates, IEEE802.11b was developed, and it is expected that the new product will surpass the former in terms of sold volumes per month.
1.0.3 Aims

The major aims of this research is ”To show that the adaptive MMSE Multiuser Receivers in MIMO OFDM Wireless system provides higher data rate performance, higher mobility and higher carrier frequencies for easy and reliable multiuser transmission in wireless systems”. Secondly this thesis mathematically analyzed ”how to find the information capacity comparisons of mobile communication systems with MMSE DFE and OFDM receivers”.

1.0.4 Objectives

The main objectives of this thesis include:

- Identification of the limitations associated with some existing channel estimation techniques for both single and multiple antenna Communication Systems.
- Deployment of OFDM transmission scheme to address the problem of ISI in both SISO and MIMO wireless Communication System.
- Designing effective channel estimation models for SISO-OFDM and MIMO-OFDM wireless Communication Systems.
- Deriving and proposing effective and less complex adaptive algorithms for implementation of the channel estimation AMUD MIMO OFDM receivers.
- Deriving an effective and less complex adaptive predictor for prediction of time varying channel for SISO-OFDM, MIMO-OFDM and AMUM MIMO OFDM wireless Communication Systems.
- Analyzing mathematically, supported with the simulation result, that the capacity of a stationary channel with intersymbol interference (ISI) is achievable by both the techniques:1) single carrier modulation with ideal MMSE-DFE receiver and 2) multicarrier modulation over narrow sub channels with OFDM receivers.
Research Motivation

1.1 Research Motivation

The ever increasing growth of wireless communication systems has continued to drive the research efforts towards obtaining novel techniques by which system capacity can be increased, and at the same time maintaining high-quality of services. This, as earlier mentioned, has brought about the migration from single antenna, single input single output (SISO) systems to deployments of multiple antennas at both ends of the wireless communication systems. Emerging from this migration is the multiple-input multiple-output (MIMO) systems. From the spectral efficiency angle of wireless communication is the emergence of orthogonal frequency multiplexing (OFDM) which finds deployment in both single antenna and multiple antenna wireless communication systems. The concepts of MIMO and OFDM were combined with the emerging intent of exploiting the advantages of both techniques. This combination has given the development to MIMO-OFDM wireless communication systems with the expectation of having spectrally efficient, high data rate system that is robust to frequency selective fading channels.

With the area of applications of the MIMO-OFDM system expanding very fast, the requirement for an improved functioning of the systems is becoming very high. As a result, more research efforts are being directed towards achieving better MIMO-OFDM Systems performance. However, one of the major challenges to either single antenna, SISO OFDM, or MIMO-OFDM communication systems is means of providing accurate channel state information (CSI) at the receiver end of the systems for coherent detection of the transmitted signal. If the CSI is not available at the receiver, the transmitted signal could only be demodulated and detected through a non-coherent method such as the differential demodulation technique. However, the employment of non-coherent detection method is at the expense of about 3-4 dB loss in signal-to-noise ratio (SNR) compared with using the coherent detection method [30]. In order to eliminate such a huge loss, it is imperative to develop an efficient and cost effective technique of providing channel state information at the receiver for coherent detection of the transmitted information in MIMO-OFDM wireless communication Systems.
There are different techniques by which channel state information can be obtained and these are classified as pilot-assisted (training-based), blind and decision-directed channel estimation methods. In the context of pilot-assisted channel estimation scheme, training-data that is known a priori at the receiver is transmitted along with the message data from the transmitter. These training data is then used to obtain the samples of CSI at the training data’s locations. The CSI at the message data locations are obtained from CSI at the training data locations by means of interpolation techniques. The insertion of the training data within the message signal will definitely induce additional overhead and thus reducing the data throughput. In blind channel estimation method, no training data sequence is needed; instead the statistical properties of the channel and certain information about the transmitted signal are employed to obtain the CSI. Consequently, there is saving in the bandwidth usage while employing blind channel estimation method in comparison with the training-based method. Though the blind channel estimation method has its advantage in that it has no overhead loss, unfortunately it can only be applied to slowly time-varying fading channels. This is because it will have to memorize the data record for a long time. Thus, it can not be applied in fast-varying channel scenarios that are peculiar to mobile wireless communication systems. Besides, blind channel estimation methods also tend to become heavier in terms of computational complexity [31].

In this thesis, the training-based channel estimation schemes for single and multi antenna system rather than the blind channel estimation method were developed. The investigations carried out, leads to developing a low complexity adaptive algorithm that is robust against both slow and fast fading channel scenarios.

1.2 Thesis Contribution

The capacity and mutual information of a broadband fading channel consisting of a finite number of time-varying paths was stated by Telatar in [32]. Full knowledge of the channel statistical parameters at the transmitter was assumed. This corresponds to an implicit assumption of use of an optimum MUD [4][20]. However, this
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Assumption limits MIMO communication channels to a centralized operation, while the MIMO system is vulnerable to unknown channel interference. Also, the optimum MUD is of non-linear computational complexity and thus the active number of nodes in the system should remain small. The MIMO OFDM system presented in this thesis involves the use of AMUD which enables mobility, while the system remains tolerant to both known and unknown channel interference. Computational complexity of MIMO OFDM is linear due to the concept of AMUD. In this work, Adaptive MUD in MIMO OFDM Wireless Communication were proposed as follows:

- Enhanced channel estimation and signal detection.
- Bit error rate achieved using AMUD at low SNR has a good performance compared to the existing MIMO OFDM.
- Technique with significant effect of AMUD as shown in Figure 4.1 and 4.2 shows the proposed scheme and the existing MIMO at low SNR less than 5dB intercept with each other depicting the graphical linear nature of AMUD to exponential of MIMO OFDM.
- The sum rate capacity result in the new technique is very close to MIMO theoretical upper bound (it offers significant insights into the factors determining capacity, in particular those of the antenna array geometry and number of antennas, which are becoming increasingly more important for realistic MIMO system designs) Figure 4.6
- With 8 × 8 antennas AMUD performs better as shown in Figure 4.3.
- As the number of antenna increases, better SNR performance is achieved as shown in Figure 4.4 and 4.5 respectively.

In the second research contribution, a mathematical analysis supported with the simulation results to estimate the quality of digital communication systems, the bit error rate (number of information bits received incorrectly normalized by the total number of information bits received) was analyzed. The information channel
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capacity as a fundamental measure of estimating the quality of digital communication channel which is possible with vanishingly small probability of bit error was investigated. Thus the capacity of a stationary channel with intersymbol interference (ISI) is achievable by both techniques: 1) single carrier modulation with ideal MMSE-DFE receiver and 2) multicarrier modulation over narrow subchannels with OFDM receivers. The results imply that both techniques, single carrier or multicarrier, apart from different implementations, are essentially identical when it comes to criteria for achievable channel information capacity.

A novel adaptive iterative multiuser receivers scheme for MIMO OFDM, which we refer to as Iterative AMUD MIMO OFDM, the adaptive vector precoding schemes and adaptive multiuser receivers scheme for MIMO OFDM over Turbo-Equalization for Single Carrier Transmission were compared with the new technique. The result of the comparison shows a significant effect of the proposed and were all published. Thus it involves, the joint iteration of the adaptive minimum mean square error multiuser detection and decoding algorithm with prior information of the channel and interference cancelation in the spatial domain. For the iterative multiuser receivers, LMS algorithm and maximum a posteriori (MAP) algorithm are utilized in the receiver structures. A partially filtered gradient LMS (Adaptive) algorithm is also applied to improve the convergence speed and tracking ability of the adaptive detectors with a slight increase in computational complexity.

The new technique analysis, in a slow and fast Rayleigh fading channels MIMO OFDM systems, shows the suitability of turbo equalization as a means of achieving low bit error rate in the future high data communication systems. The Iterative equalization approach to coded data transmission over channels with Inter-symbol interference (ISI) can yield additional improvement in bit error rate. The adaptive vector precoding schemes for the downlink multiuser requires pseudo inversion of the channel matrix, where this operation is only optimum when the transmitter power is unconstrained. This research work presents efficient methods to reduce the computational load of the algorithm by interpolating the precoding and decoding matrices corresponding to different OFDM subcarrier.

The thesis is organized as follows:
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- Chapter 2: Survey of MIMO OFDM Systems.
- Chapter 4: Performance systems using the new proposed techniques by computer simulation.
- Chapter 5: Information Capacity of the Communications Systems with Adaptive MMSE Receivers and MMSE DFE.
- Chapter 7: Comparisons of Adaptive MMSE Multiuser Detection for MIMO OFDM Wireless Channel.
- Concluding remarks.
- Future recommendations.
- References.
Chapter 2

Survey of MIMO OFDM System
Overview of MIMO Systems

2.1 Overview of MIMO Systems

MIMO system is used in this research AMUD MIMO OFDM to enhance the channel model for effective transmission of the block of OFDM, it will provide good quality and large capacity to a wide range of wireless applications that will be requiring higher data rates, as it is required by this novel AMUD MIMO OFDM system.

Multiple transmit and multiple receive antennas have emerged as a promising technique for improving the performance of wireless digital transmission systems [15][1][33]. The limited resources of a wireless communication system, such as spectrum and power efficient broadband and mobile communications, can be efficiently used with multiple antennas to provide good quality and large capacity to a wide range of applications requiring higher data rates.

Multiple antenna systems at both transmitting and receiving can be described by a multiple-input multiple output (MIMO) system model, where the propagation environment is a quasi-static and frequency-flat rayleigh fading channel[15]. This assumption is necessary to establish simple code design criteria. Nevertheless, the codes designed under this simplifying assumption yield good performance in a wide variety of real world scenarios.

Multiple antenna technology today happens to be the so called multiple-input multiple-output (MIMO) system. The concept of MIMO dates back to the early 1970s [34][35]. In the following years, progress was not fast until the mid 1990s where the high demand for increased data rates over wireless channels made MIMO an important research topic. In the year 1999, the Shannon capacity of a fading Gaussian MIMO channel was demonstrated in a paper that became the landmark in MIMO communication systems [1]. The research of MIMO communication systems increased rapidly every year with an increased number of published papers.

Channel capacity of multiple antenna systems is directly dependent on spatial correlation between the antenna elements of a multi-antenna node. Spatial correlation is a consequence of a narrow spacing between the antenna elements of a single node resulting in electromagnetic antenna coupling as reported experimentally in [36] who stated that local scatterers at the base station tend to decrease the corre-
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The spacing between signals received at the two antennas. The spacing between antenna elements is defined in relation to the carrier wavelength of the wireless channel. It is noted that small spacing between the antenna elements of a MIMO system results in poor diversity. In order to achieve spatial diversity, the spacing between multi-antenna element in a device will have to be at least half wavelength apart [37].

Signal data transmission strategies in MIMO wireless communication systems are mainly defined by the transmit power control and transmit signal power allocation technique used. The most common transmit power allocation strategy is stated in [1], called the "Uniform power distribution" transmission technique, all the antenna elements of the transmitter are allocated the same portions of the total available SNR to transmit. The most effective transmission strategy in MIMO in terms of channel capacity and BER performance is "Waterfilling power distribution". By means of singular value decomposition at the communication channel modal analysis is performed as stated in [1][38][39].

The mode that offers the best wireless link (in the sense of highest singular value) is allocated with the majority of the available SNR as demonstrated in figure 2.1 of this chapter. The second best wireless link represented by the second highest singular value will be allocated with the second largest portion of SNR and so on. By this pattern, the transmit power allocation over the available channel is achieved and hence the highest possible channel capacity. The main disadvantage of Waterfilling transmission strategy is that the transmitter needs to have full statistical knowledge of the channel which makes this technique unsuitable for mobile applications, since the channel is unknown at every instance given the fact the node is moving. Other transmission strategies were proposed over the years, but not comparable with Waterfilling and Uniform power allocation strategies.

In wireless communication, the received signal exhibits amplitude fluctuations which are called channel fading, these amplitude fluctuations are composed of macroscopic channel fading which is originated by shadowing and microscopic channel fading is also caused by the random signal scattering between the transmitter and receiver of the communication system [39][7][40]. The envelope of the received
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1. $y = H x + n$
2. $y =$ Received signal
3. $x =$ Transmit vectors
4. $h =$ Channel matrix

signal normally follows a power density function such as rayleigh distribution for the indirect signal propagation or rician distribution which also contains a line of sight (LOS) signal component.

2.1.1 MIMO General System Model

MIMO systems employ multiple antennas at both the transmitter and receiver. They transmit data, $(x_1, x_2, ..., x_N)$ which are independently transmitted on different antennas simultaneously in the same frequency band. These independent signals $(x_1, x_2, ..., x_N)$ are combined. Traditionally this "combination" has been treated as interference. However, by treating the channel as a matrix, the independent transmitted streams can be recovered. As multiple data streams are transmitted in parallel from different antennas, in this system there is a linear increase in throughput with every pair of antennas added to the system. An important fact to note is that unlike traditional means of increasing throughput, MIMO systems do not increase bandwidth in order to increase throughput, they simply exploit the spatial dimension by increasing the number of unique spatial paths between the transmit-
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ter and receiver. However, to ensure that the channel matrix is invertible, MIMO systems require an environment rich in multipath. A reasonable system can provide an increase in capacity for the same signal to noise ratio (SNR). Without increasing bandwidth or total transmit power, we can achieve substantial throughput improvement with MIMO.

The received signal model for a MIMO wireless communication channel is given as follows:

\[ y = Hx + n \]  

where \( y \) is the \( 1 \times n_r \) received signal vector, \( x \) is the \( n_t \times 1 \) original transmit signal vector and \( n \) is the \( n_t \times 1 \) noise vector. The channel matrix \( H \) is composed of \( n_t \) transmitter and \( n_r \) receiver antenna elements and it is of an \( n_r \times n_t \) size. The channel coefficients are Zero Mean Circular Symmetric Complex Gaussian (ZMCSCG) independent identically distributed (iid) random variables with unit variance. The total average transmit signal power is constrained to \( \rho \)

\[ tr(\mathbb{E}|xx^H|) \leq \rho \]  

where \( tr(\cdot) \) denotes the trace of a matrix. The spatially uncorrelated channel matrix of which full statistical knowledge exists at both ends of the communication is called a "white channel matrix" [39]. A MIMO system model employing two antennas at both the transmitter and receiver is shown in Figure 2.1, while figure 2.2 is the capacity comparisons of single input single output (SISO) and multiple input multiple output (MIMO) of a \( 2 \times 2 \), \( 3 \times 2 \) and \( 4 \times 4 \) antenna systems.

Figure 2.2 represents the information capacity performance improvement of a wireless communication system when multiple antenna elements are used. It is shown that spatial multiplexing achieves diversity which reflects, a significant improvement to the channel capacity when the number of spatially multiplexed antenna elements per node increases.

The effect of spatial correlation at the transmitter as shown in the figure 2.2 reflects how the antenna elements of a multi-antenna configuration can significantly degrade the information capacity performance of a system. It is also shown that partial or no knowledge of the channel statistics at the transmitter produces errors.
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Figure 2.2: MIMO Channel Capacity Comparison

1. = SISO
2. = 2 × 2 MIMO
3. = 3 × 2 MIMO
4. = 4 × 4 MIMO

to the data sequences and hence the channel capacity performance saturates at high SNR range

2.1.2 Partial Channel State Information

Partial knowledge of the channel at the transmitter can lead to errors in the data transmission. Long distance communications or communications in an urban environment cause severe signal power attenuation and hence poor signal reception at the receiver side. Over a long period of time, errors seem to follow a pattern. By statistical estimation of the variance of error, it is possible to predict channel capacity.
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The estimation of the channel at the receiver, normally denoted by $\hat{H}$ is affected by the $\sqrt{1 - \sigma_e^2}$ rule presented in [41].

Therefore estimation of the channel at the receiver is given by:

$$\hat{H} = \left(\sqrt{1 - \sigma_e^2}\right) H$$

(2.3)

where $\sigma_e^2$ is the MSE of the signal at the receiver.

2.1.3 Uniform Power Distribution

Transmission strategies are normally regulated by the covariance matrix $S$. The covariance matrix is the SNR regulator matrix, hence the transmit power allocation matrix. The total average SNR available is divided by the number of transmit antennas and equal portions of the total SNR is allocated to each of the antennas as shown in Figure 2.3. In other words, the covariance matrix becomes $S = \frac{SNR}{n_t}$. For a system with spatially uncorrelated antenna elements where the transmitter has full knowledge of the statistics of the channel, hence the capacity formula for the particular MIMO channel is given by [1][42] as follows: Figure 2.3 expresses uniform power distribution model.
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Figure 2.3: Uniform power Model

\[ \sum (X_1, X_2, X_3, X_4, \ldots, X_Z) = SNR \]
\[ X_1 \approx X_2 \approx X_3 \approx X_4 \approx X_5 \ldots \approx X_Z \]

1. \( \sum X_1, X_2, X_3, X_4, \ldots, X_Z = SNR \)
2. \( S = \) Transmit power allocated
3. \( X = \) SNR
4. \( \mu = \) Threshold level
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\[ C = \mathcal{E} \left[ \log_2 \left| I_r + S\mathbf{H}_w\mathbf{H}_w^H \right| \right] \]  

(2.4)

similarly for a spatially correlated system with unit variance of noise \((\sigma_n^2 = 1)\) with no errors at the signal detection at the receiver \((\sigma_e^2 = 0)\), equation (2.5) becomes

\[ C = \mathcal{E} \left[ \log_2 \left| I_r + S\mathbf{H}\mathbf{H}^H \right| \right] \]  

(2.5)

Spatially uncorrelated system but with partial CSI equation (2.6) becomes

\[ C = \mathcal{E} \left[ \log_2 \left| I_r + S\mathbf{\hat{H}}\mathbf{\hat{H}}^H \sigma_n^2 + \sigma_e^2 \text{tr} (\mathbf{I}_r \mathbf{S}) \right| \right] \]  

(2.6)

\[ \Rightarrow C = \mathcal{E} \left[ \log_2 \left| I_r + \frac{S\mathbf{\hat{H}}\mathbf{\hat{H}}^H}{I_r + \sigma_e^2 \text{SNR}_t} \right| \right] \]  

(2.7)

Spatially correlated only at the transmitter with partial CSI equations (2.6 and 2.7) becomes

\[ C = \mathcal{E} \left[ \log_2 \left| I_r + \frac{S\mathbf{\hat{H}}\mathbf{\hat{H}}^H}{\sigma_n^2 + \sigma_e^2 \text{tr} (\mathbf{S})} \right| \right] \]  

(2.8)

System spatially correlated only at the receiver with partial CSI equation (2.9) becomes

\[ C = \mathcal{E} \left[ \log_2 \left| I_r + \frac{S\mathbf{\hat{H}}\mathbf{\hat{H}}^H}{\sigma_n^2 + \sigma_e^2 \text{SNR}_r} \right| \right] \]  

(2.9)

System spatially correlated on both the transmitter and the receiver with partial CSI equation (2.10) becomes

\[ C = \mathcal{E} \left[ \log_2 \left| I_r + \frac{S\mathbf{\hat{H}}\mathbf{\hat{H}}^H}{\sigma_n^2 + \sigma_e^2 \text{tr} (\mathbf{S})} \right| \right] \]  

(2.10)

2.1.4 Waterfilling Transmission Strategy

The modal weights are taken from eigen decomposition of the channel matrix. Singular valued decomposition is used to perform modal analysis in this proposed scheme as stated in [7][44][45]. The eigen values of the modes are put in a descending order and are inverted. The inverted weights are put in an increasing order so that the first weight will actually represent the strongest mode. A threshold level \(\mu\) is selected and transmit power is ”water-poured” up to \(\mu\). The total SNR is equal to
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The summation of all the SNR given to every mode as shown in Figure 2.4, only the modes below the threshold level are allocated with portions of the total SNR.

The threshold level $\mu$ is purely dependent on the available SNR and the singular values $S_{ij}$ of the modes and is given by:

$$\mu = SNR + \sum_{i=1}^{n_t} \left( \frac{1}{S_{ij}} \right)^2$$

(2.11)

the number of active antennas are decided by the number of non-negative elements are given by:

$$\mu - \left( \frac{1}{S_{i+1,j+1}} \right)^2 > 0$$

(2.12)
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Figure 2.4: Waterfilling Model

1. \( \sum X_1, X_2, X_3, X_4, ..., X_Z = \text{SNR} \)
2. \( S = \text{Allocated energy} \)
3. \( X = \text{SNR} \)
4. \( \mu = \text{Threshold level} \)

[43]
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It is impossible to perform singular value decomposition (SVD) without full knowledge of the channel. Waterfilling becomes impossible and its power distribution strategy is used only when the transmission has full knowledge of the channel.

From the waterfilling strategy, systems with very high available SNR acts, as a system with uniform power distribution and those with very low available SNR act as a single beamformer as shown in Figures 2.3. When SNR is very high the threshold level $\mu$ is also extremely high. The available SNR is to be divided equally to each mode, hence it approaches uniform power distribution transmission strategy, were SNR and threshold levels are low, waterfilling strategy would only allow one mode to transmit and thus act as a beamformer as shown in figure (2.3)

2.1.5 Improved Water-Filling Power Allocation

Based on adaptive modulation MUD principals [46] applied in this research work, the adaptation techniques can be implemented from two aspects, i.e., the adaptive power allocation under the transmit power constraint for the maximum transportation of adaptive bits, which allocates the transmit bits for minimum transmit power is stated in [25][27][46]. Under the constraints of total power given and the target bit error ratio (BER), the only consideration is how to conduct power allocation to orthogonal eigenmodes to maximize transmit bits.

In order to maximize the transported total bits, an improved water-filling power allocation scheme is given on the basis of classical water-filling schemes. According to this scheme, the adaptive power and bit allocation are conducted in two steps; firstly, an initial power allocation is given by classical water-filling scheme, i.e., the first step is executed to initially allocate the power for different orthogonal eigenmodes according to the classical water-filling scheme. Then, after determining the transported bits at channel eigenmodes, the residual power is reallocated among these eigenmodes to transport additional bits.
The first scheme for Orthogonal Frequency Division Multiplexing (OFDM) was proposed by Chang [47] for dispersive fading channels in 1966. Since Chang’s proposal, other meaningful research contributions such as [10][11][12][48][49] and their wonderful contributions needs to be recognized. The OFDM scheme was standardized as European digital audio broadcasting (DAB) as well as digital video broadcast scheme (DVB). It is a credible scheme for the third generation mobile and recently selected scheme for High Performance Radio LAN (HIPERLAN) transmission technique as well as becoming part of the IEEE 802.11 wireless standard.

OFDM is a popular modulation scheme that is used in 802.11a, g, HIPERLAN/2 and in the Digital Video Broadcasting standard (DVBT). It is also used in the Asynchronous Digital Subscriber Line (ADSL) standard, where it is referred to as Discrete Multitone modulation. OFDM modulation divides a broadband channel into many parallel subchannels, which makes it a very efficient scheme for transmission in multipath wireless channels. The use of an FFT/IFFT pair for modulation and demodulation make it computationally efficient.

In OFDM, the transmitted signals arrive at the receiver after being reflected from many objects. Sometimes the reflected signals add up in phase leading to increased signal strength and sometimes they add up out of phase causing a fade. This causes the received signal strength to fluctuate constantly, also different subchannels are distorted differently. An OFDM receiver has to sense the channel and correct these distortions on each of the subchannels before the transmitted data can be extracted. OFDM is effective in correcting such frequency selective distortions.

OFDM has many advantages over other transmission techniques. One such advantage is high spectral efficiency (bits/sec/Hz). The Orthogonal part of the name refers to precise mathematical relationship between the frequencies of the subchannels that make up the OFDM system. Each of the frequencies is an integer multiple of a fundamental frequency. This ensures that, though the subchannels overlap they do not interfere with each other, this results in high spectral efficiency. The use of IFFT and FFT for modulation and demodulation results in computationally efficient
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OFDM modems. The block diagram of an OFDM modulator and demodulator are as shown in Figure 2.5.
Figure 2.5: OFDM System Model [2]

- $X$ = block of OFDM symbol
- $XT$ = MIMO Transmit antenna
- $XR$ = MIMO Receive antenna
- $X'$ = Output OFDM symbol
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In Figure 2.4, the signal data is converted from serial to parallel, BPSK is employed to modulate the signal and then IFFT converts the signal from frequency domain to time thereby orthogonalising the signal, cyclic prefix is added to remove all the ISI before transmitting via MIMO channel and on the receiver the opposite of all the procedures in the transmitter is applied to get the signal back.

2.2.1 OFDM Principles

Assuming a communication system with multi-carrier modulation transmits Nc complex-valued source symbols $S_n$, $n = 0, ..., N_t - 1$, in parallel on to Nc sub-carriers. The source symbols may, for instance, be obtained after source and channel coding, interleaving, and symbol mapping. The source symbol duration $T_d$ of the serial data symbols results after serial-to-parallel conversion in the OFDM symbol duration, below is the transmission of OFDM signals.

$$T_s = N_t T_d$$  \hspace{1cm} (2.13)

The principle of OFDM is to modulate the Nc sub-streams on sub-carriers with a spacing of

$$F_s = \frac{1}{T_s}$$  \hspace{1cm} (2.14)

in order to achieve orthogonality between the signals on the Nc sub-carriers, presuming a rectangular pulse shaping. The $N_t$ parallel modulated source symbols $S_n$, $n = 0, ..., N_t - 1$, are referred to as an OFDM symbol. The complex envelope of an OFDM symbol with rectangular pulse shaping has the form

$$x_t = \frac{1}{N_s} \sum_{n=0}^{N_t-1} S_n e^{j2\pi f_n t}, 0 \leq t < T_s$$  \hspace{1cm} (2.15)

The $N_t$ sub-carrier frequencies are as located in equation below

$$f_n = \frac{n}{T_s}, N = 0, ..., N_t - 1$$  \hspace{1cm} (2.16)

where $T_s$ is the symbol duration, $F_s$ is the frequency, $x_t$ is the transmitted data symbol and $f_n$ is the central frequency. The figure below shows the spectrum of OFDM with 8 subcarriers superimposed.
2.2.2 Table Describing brief overview of OFDM Technology

The rapid advances in multimedia applications involve increased demand for transmissions of graphical data, video and audio messages. The demand for high capacity broadband transmission links continues to increase rapidly. In recent years, wireless communications have drawn remarkable attractions for their flexibility. The market for wireless communications has enjoyed a tremendous growth. Wireless technology now reaches or is capable of reaching virtually every location on the surface of the Earth. Hundreds of millions of people exchange information every day in their personal or business activities using pagers, cellular telephones and other wireless communication products.

It seems that it is a feasible solution and market competitive for the broadband wireless communication systems to replace, or to complement the traditional fixed copper communication systems. Generally the wireless communication environment is more unfavorable than the fixed wired communication; it requires a
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In the third generation (3G) wireless communication system, although the maximum data rate can be 2Mbps, the typical data rate is around 384kbps. To achieve the goals of broadband cellular service, it is very appealing to leap to the fourth generation (4G) networks. In the last few years, the orthogonal frequency division multiplexing (OFDM) broadband wireless communication system has attracted much interest for its advantages. It is also considered as one of the promising candidates for wireless communication standard. World recognised standards such as IEEE and ETSI are selected OFDM as the physical layer technique for the next generation of wireless systems.

OFDM is an old concept. It was first introduced in the late 60s, based on the multicarrier modulation technique used in the high frequency military radio. Many years after its introduction, however, the OFDM technique has not become popular. This is due to the requirements for large arrays of the sinusoidal generators and coherent demodulators in the transceiver. These are too expensive and too complex for practical deployment. Eventually the discrete Fourier transfer (DFT) and inverse DFT (IDFT) were introduced as an effective solution to the arrays of sinusoidal generators and demodulators, which lower the system complexity. With the constant advances in the technology of very large scale integration (VLSI), the implementation of fast Fourier transform (FFT) and inverse FFT (IFFT) become possible and economical.

In 1971 Weinstein and Ebert proposed the use of IFFT/FFT as an efficient way to realize the OFDM function and the concept of the guard interval to avoid the intersymbol interference (ISI) and inter-carrier interference (ICI). This proposal opened a new era for OFDM. The technique began to attract more and more attention and became very popular. OFDM has already been successfully adopted in many applications, such as digital audio broadcasting (DAB) and digital video terrestrial broadcasting (DVB-T). A brief history of OFDM technique and its applications are listed in Table 1.1. In the past few years, applying the OFDM technique in the wireless LAN (WLAN) has received considerable attention. OFDM technique has been adopted in the WLAN standards of IEEE 802.11a in North America and
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<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1957</td>
<td>Kineplex, multi-carrier high frequency (HF) modem</td>
</tr>
<tr>
<td>1966</td>
<td>R. W. Chang, Bell Labs, OFDM paper+patent</td>
</tr>
<tr>
<td>1971</td>
<td>Weinstein and Ebert proposed the use of FFT and guard interval</td>
</tr>
<tr>
<td>1985</td>
<td>Cimini described the use of OFDM for mobile communications</td>
</tr>
<tr>
<td>1987</td>
<td>Alard and Lasalle proposed the OFDM for digital broadcasting</td>
</tr>
<tr>
<td>1995</td>
<td>ETSI established the first OFDM based standard, DAB standard</td>
</tr>
<tr>
<td>1997</td>
<td>Digital video terrestrial broadcasting (DVB-T) standard was adopted</td>
</tr>
<tr>
<td>1997</td>
<td>Broadband internet with ADSL was employed</td>
</tr>
<tr>
<td>1998</td>
<td>Magic WAND project demonstrated OFDM modems for wireless LAN</td>
</tr>
<tr>
<td>1999</td>
<td>IEEE 802.11a and HIPERLAN/2 were established for LAN (WLAN)</td>
</tr>
<tr>
<td>2000</td>
<td>Vector OFDM (V-OFDM) for a fixed wireless access</td>
</tr>
<tr>
<td>2001</td>
<td>OFDM was considered for the IEEE 802.11g and the IEEE 802.16 standards</td>
</tr>
</tbody>
</table>

Table 2.1: Overview of OFDM Technology

HIPERLAN/2 in Europe. It was considered for the IEEE 802.11g and the IEEE 802.16 WLAN standards.

2.2.3 FFT/IFFT for OFDM Application

The IFFT/FFT is the most critical part of the OFDM system. FFT is an efficient way to calculate the discrete Fourier transform (DFT) to find the signal spectra. Since the DFT and inverse DFT (IDFT) basically involve the same type of computations, discussions of an efficient computational algorithm for the DFT also apply to the efficient computation of IDFT. The concept of the DFT is discussed first.

2.2.4 DFT/IDFT for OFDM Application

The DFT of an \( N \)-point sequence \( x(n) \), \( n \leq N - 1 \) is calculated as:

\[
X(k) = \sum_{n=0}^{N-1} x(n)W_N^{kn}, K = 0,1,\ldots,n-1
\]

where \( K = 0,1,\ldots,n-1 \). Thus \( X(k) \) denotes the \( K^{th} \) discrete spectral sample and \( W_N \) is defined as:

\[
W_N = e^{-j2\pi N}
\]
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The twiddle factor $W_N^{kn}$ can be written as:

$$W_N^{kn} = e^{-j2\pi N kn}$$  \hspace{1cm} (2.19)

The IDFT of an N-point sequence $X(k)$, $0 \leq k \leq N - 1$ is similarly defined as:

$$x(n) = \frac{1}{N} \sum_{n=0}^{N-1} x(n)W_N^{kn}, \hspace{1cm} n = 0, 1, ..., N - 1.$$  \hspace{1cm} (2.20)

The sequence $x(n)$ contains $N$ samples in the time domain and the sequence $X(k)$ contains $N$ samples in the frequency domain. The sampling points in the frequency domain occur at the $N$ equally spaced frequencies $w_k = 2\pi k/N$, $k = 0, 1, ..., N - 1$. With these sampling points, $X(k)$ uniquely represents the sequence of $x(n)$ in the frequency domain.

2.2.5 Cyclic Prefix

It is known that in a multipath fading channel environment, channel dispersion causes the consecutive blocks to overlap, creating ISI/ICI. This degrades the system performance. In order for the orthogonality of the OFDM sub-carriers to be preserved, typically in an OFDM system, a guard interval is inserted. Actually the guard interval can be realized by the insertion of zeros, but using the cyclic prefix as guard interval can transform the linear convolution with the channel into circular convolution. The insertion of a cyclic prefix is very simple. Assuming the length of the guard interval is $l$, it is just the last $l$ samples to the original OFDM sample sequence at the transmitter. At the receiver the guard interval is removed. The process is shown in Figure 2.5. The length of the cyclic prefix is required to be equal to or longer than the maximum channel delay spread to be free from ISI/ICI. As already mentioned, this is simple, but it reduces the transmission efficiency of the information bits.

2.2.6 Synchronization

Time and frequency synchronization between the transmitter and receiver are very crucial with regards to OFDM performance. A wide variety of technique have been
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proposed for estimating and correcting both timing and carrier frequency offset at the OFDM receiver. Rough timing and frequency acquisition algorithm of the OFDM system rely on known pilot tones embedded into OFDM symbols. The starting time of the FFT window (timing synchronization), the frequency offset due to the inaccuracies of the transmitter and receiver oscillators [50], as well as the channel estimates if coherent reception is adopted, the synchronization can be generated by automatic gain control or using a training symbol as in AMUD (which can also be used for timing synchronization and possibly frequency synchronization). For the latter case, the same metric used for timing synchronization may be used together with the threshold decision. After detecting the presence of the signal, the signals are estimated. [50][2]

2.2.7 Sub-carrier Allocations

Considering the traditional OFDM system, e.g., IEEE 802.16, different users are assigned different frequencies, so that each users signals can be detected at different frequency bands without interfering with one another. As a result, OFDM enjoys the merit of easy decoding at the user side. Such simplicity is particularly appealing during downlink operations where the processing power at user terminals is often limited. For fixed or portable applications where the radio channels are slowly varying, an intrinsic advantage of OFDMA over other multiple access methods is its capability to exploit the so-called multiuser diversity embedded in diverse frequency-selective channels [51][52][53]. The promise of simpler receivers and high system performance has landed OFDMA as one of the prime multiple access schemes for future generation broadband wireless networks IEEE 802.16a-e.

In principle, Orthogonal Frequency Division Multiplexing Access (OFDMA) and MIMO can be synergistically integrated to offer the benefits of both system simplicity and high performance, which is indeed an active topic within the IEEE 802.16/20 standardization bodies. Despite these promises, a few fundamental questions remain to be answered, such as whether or not OFDM, MIMO, OFDMA and MIMO OFDM is the right choice for multiuser communications.
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The optimality of MIMO OFDM in the multiuser multi-carrier system is yet to be established. To achieve the capacity bound, one must solve the multiuser sub-carrier allocation and the optimal power allocation jointly. The computational cost for finding the optimal solution is exponential with respect to the number of sub-carriers and polynomial with respect to the number of users. However for the suboptimal sub-carrier allocation criteria for MIMO OFDM systems namely; the Product-criterion and the Sum-criterion, the computation complexity of these suboptimal approaches still grow linearly with the number of users and the number of sub-carriers [54].

2.2.8 OFDM Applications

Due to its computational complexity, OFDM applications have been scarce until quite recently, however it has now been adopted as the new European standard for Digital Audio Broadcasting (DAB) as well as Terrestrial Digital Video Broadcasting (DVB) systems.

In fixed-wired applications, OFDM is employed in the asynchronous digital subscriber line (ADSL)and high-bit-rate digital subscriber line (HDSL) systems and it has also been suggested in power line communication systems due to its resilience to time dispersive channel and narrow band interferers.

Currently OFDM is being studied for European 4th generation framework for advanced Communication Technologies and Services (ACTS) Programme. OFDM combination with MIMO techniques as discussed in this thesis will thereby help to achieve high spectral efficiency and increased throughput.

2.2.9 Advantages of OFDM systems

- High spectral efficiency.
- Simple implementation by FFT (Fast Fourier transform).
- Low receiver computational, conceptual complexity.
- Robustability for high-data-rate transmission over multipath fading channels.
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- High flexibility in terms of link adaptation.
- Makes efficient use of the frequency spectrum by allowing overlapping.
- By dividing the channel into narrowband flat fading subchannels, OFDM is more resistant to frequency selective fading than single carrier systems.
- Eliminates ISI and Inter symbol frequency interference (IFI) through the use of a cyclic prefix.
- Using adequate channel coding and interleaving one can recover symbols lost due to the frequency selectivity of the channel.
- Channel equalization becomes simpler, than using adaptive equalization techniques with single carrier systems.
- It is possible to use maximum likelihood decoding with reasonable complexity.
- OFDM is computationally efficient by using FFT techniques to implement the modulation and demodulation functions.
- OFDM is less sensitive to sample timing offsets than single carrier systems.
- Efficient in providing good protection against co-channel interference and impulsive parasitic noise.

2.2.10 Disadvantages of OFDM systems

- Sensitive to frequency offsets, timing errors and phase noise
- Relatively higher peak-to-average power ratio compared to single carrier system, which tends to reduce the power efficiency of the RF amplifier.
- The OFDM signal has a noise like amplitude with a very large dynamic range, therefore it requires RF power amplifiers with a high peak to average power ratio.
- OFDM is more sensitive to carrier frequency offset and drift than single carrier systems are due to leakage of the DFT.
The quest and urge for higher data rates continues, as consumer demands for bandwidth hungry applications such as gaming, audio and the video streaming leads to the invention of MIMO OFDM. Advancement in handset processors and further integration of technologies like higher mega-pixel cameras into handsets, create a never ending need for more bandwidth. 3G technology falls short in meeting this demand, as coverage is often worse than what customers were used to from 2.5G networks. On the other hand, wireless LAN, the technology initially expected to provide only limited range and bandwidth has come a long way.

Since the first IEEE 802.11 standard in 1997, the maximum data rate has increased from 2 to 54 Mbps [55]. Unfortunately, every increase in data rate comes at the expense of a loss in range. In the IEEE 802.11a/g standards, for instance, the highest data rate of 54 Mbps is achieved through the use of 64-QAM. The use of such highly spectral efficient higher order modulations requires a significantly larger SNR than the simple BPSK modulation used for the lowest 1 Mbps rate, resulting in a significant loss in range. In addition, the link becomes more vulnerable to co-channel interference, which reduces the total system capacity.

The solution to obtaining significantly higher data rates and increasing the range performance at the same time is by MIMO-OFDM (Multiple Input Multiple Output Orthogonal Frequency Division multiplexing) [3][56] applications. MIMO-OFDM increases the link capacity by simultaneously transmitting multiple data streams using multiple transmit and receive antennas. It makes it possible to reach data rates that are several times larger than the current highest 802.11a/g rate of 54 Mbps without having to employ a larger bandwidth or a less robust QAM constellation [57]. After almost a decade of research on MIMO-OFDM, this technique is now ready to succeed OFDM as the dominant transmission technique in wireless LAN. With the introduction of MIMO OFDM wireless LAN products in 2004 by Airgo Networks and the advent of the MIMO-OFDM based 802.11n standard, the performance of wireless LAN in terms of throughput and range has improved significantly, enabling new applications outside the traditional wireless LAN area. The
one time vision to replace wires in home entertainment applications, such as TV cable replacement, has become a reality.

### 2.3.1 MIMO OFDM Performance Results

In 2004, Airgo Networks launched the first wireless LAN chipset based on MIMO-OFDM. This first generation MIMO-OFDM system uses a 20MHz channel to transmit at either standard 802.11a/g data rates with a large range increase compared to conventional wireless LAN, or at significantly higher data rates up to 108 Mbps. In 2005, a second generation MIMO-OFDM product was introduced which uses the Adaptive Channel Expansion to transmit either in a 20 or 40MHz channel, increasing the top data rate to 240 Mbps.

The BER simulation of the MIMO OFDM shows that MIMO OFDM below performs better to OFDM SISO, at BER of $10^4$ MIMO OFDM has SNR of 7dB as

\[ y_j[n, k] = \sum_{t=1}^{N_t} H_{ij}[n, k] x_t[n, k] + n_j[n, k] \]

\[ Y_j = \text{Received signal} \]
\[ H_{ij} = \text{Channel impulse} \]
\[ X_t = \text{Transmit signal} \]
\[ N_j = \text{Noise} \]
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Figure 2.8: BER Comparison of MIMO OFDM and OFDM SISO

1. OFDM SISO
2. MIMO OFDM

compared with OFDM SISO with SNR of 17.5dB at BER of $10^4$.

2.3.2 Link Adaptation Scheme

In this scheme, when channel parameters are known at the transmitter, the capacity of MIMO OFDM systems can be further increased by adaptively assigning transmitted power to orthogonal eigenmodes according to the water-filling rule [1].

At the transmitter, the transmitted signals of different carriers are usually eigen beamformed independently to orthogonal modes of the spatial channels at every sub-channel in MIMO OFDM systems [22][23][58], which can be formed via spa-
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tial filtering according to the singular value decomposition (SVD) of the channel matrix at transmitters. However, these eigenmodes can not be used to steer the data symbols encoded by spacetime codes, as one spacetime codeword is transferred simultaneously by multiple carriers, while the eigenmodes are obtained in every carrier. So, when coupled with adaptive power and bit allocation, these eigenmodes have many disadvantages relative to their counterparts of MIMO systems in single-carrier transmission.

- These eigenmodes ignore the effects of spacetime diversity gains on the equivalent signal to noise ratios of data symbols encoded by one spacetime coder.

- For MIMO OFDM system configured with low rate spacetime codes, it would be difficult to conduct adaptive power allocation as a large number of eigenmodes exist, compared with data symbols carried by one MIMO OFDM symbol.

- It is also difficult to determine the modulation order of data symbols encoded in one spacetime codeword, as one spacetime codeword is carried by many eigenmodes at multiple carriers.

Therefore, these eigenmodes can be viewed as the simple generalization of their counterparts of MIMO systems in single-carrier transmission for convenient analysis for system capacity, but not reflect the fact of one spacetime codeword being carried by multiple sub-channels.

2.4 sumary

In this section, a new approach to construct orthogonal eigenmodes in MIMO OFDM systems is presented. For the MIMO OFDM systems with least-squared decoders, orthogonal eigenmodes can be obtained by the SVD of equivalent channel matrix in system models, where one general spacetime code is considered in general way. The results of the eigenmodes corresponds to the data symbols encoded in spacetime code words carried by one MIMO OFDM symbol. Thus, the novel eigenmodes can
be used directly to steer adaptive power allocation to data symbols and their bit allocations, as usually done in the MIMO systems with single-carrier transmission.

Major fundamentals that will be used in this thesis are discussed, their importance and contributions in communications are discussed in this chapter. Without the review of this fundamental, the AMUD MIMO OFDM would not have been possible. The major aim and objectives of this research dwell on how to improve on the quest and the urge for higher data rates transmission, as consumer demands for higher bandwidth applications such as the gaming, audio and the video streaming which leads to the invention of MIMO OFDM and now AMUD MIMO OFDM.
Chapter 3

Proposed Adaptive Multiuser Receivers for MIMO-OFDM Systems
The adaptive Multiuser detection is the preferred detection technique in this thesis because it sends in training signals to monitor the parameters of the channel and adjusts the parameters of its filter to suit the desired signals. The effect, importance and advantages of the fundamentals discussed in chapter 2 will facilitate and make it possible for the aims of this research work to be achieved thus it is the foundation in which we explore our research.

Multiuser Detection provides the first comprehensive treatment of the subject of multiuser digital communications. Multiuser detection deals with demodulation of the mutually interfering digital streams of information that occur in areas such as wireless communications, high-speed data transmission, satellite communication, digital television, and magnetic recording. The development of multiuser detection techniques is one of the most important recent advances in communications technology. There are various detection technique to be discussed in this chapter.

Adaptive MMSE Multiuser detection (A MMSE MUD) is for demodulation of digitally modulated signals with multiple access interferences (MAI). This scheme was designed for total elimination of MAI in the system. In a single user environment, every match filter maximum likelihood receiver plays the role of Adaptive MMSE maximum likelihood receiver [4][20].

In the implementation of Adaptive Minimum Mean Square Error Multiuser Detection (A MMSE MUD), it provides robustness and mobility in a time variable frequency selective multipath fading channel; it improves the bit error rate performance and therefore enhances channel capacity of a multi-cellular environment. MIMO OFDM mitigates multiple access interference and increases capacity [59][22]. In [20] A MMSE MUD techniques was used effectively to achieve the performance of a maximum likelihood estimator but on a linear complexity.
Considering various multi-user detectors (MUDs), the classic linear least squares (LS) and MMSE MUDs exhibit low computational complexity at the cost of a limited performance. In contrast, the high-complexity optimum maximum-likelihood (ML) MUD is capable of achieving the best performance due to invoking an exhaustive search, which imposes a computational complexity typically increasing exponentially with the number of simultaneous users supported by the MIMO OFDM system and thus rendering its implementation prohibitive in high-user-load scenarios [26][2][5].

In most research papers, a range of suboptimal nonlinear MUDs have been proposed, such as the MUDs based on successive interference cancelation (SIC) and picture interference cancelation (PIC) techniques [2][5]. Explicitly, instead of detecting and demodulating user’s signals in a sequential manner, as the LS and MMSE MUDs do, the PIC and SIC MUDs invoke an iterative processing technique that combines detection and demodulation. More specifically, the output signal generated during the previous detection iteration is demodulated and fed back to the input of the MUD for the next iterative detection step. Similar techniques invoking decision-feedback have also been applied in the context of classic channel equalization.
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Figure 3.1: Proposed OFDM Receiver Hierarchy [4][5][6]

1. Matchfilter [5]
2. Decorelator [5]
3. Equalizer [60]
4. MMSE = [6]
5. AMUD = [20][4]
Nevertheless, since the philosophy of both the PIC and SIC MUDs is based on the principle of removing the effects of the interfering users during each detection stage, they are prone to error propagation occurring during the consecutive detection stages due to the erroneously detected signals of the previous stages. A typical OFDM receiver block diagram below depicts the hierarchy on which the proposed technique functions as shown in Figure 3.1. OFDM receivers are either single-user or multiuser detectors. A conventional matched filter is the most typical single-user detector, as shown in Figure 3.2.

3.2.1 Matched filter

The distinguishing characteristic of a Matched Filter is the step response which approximates a ramp, and the impulse response approximating a pulse. The purpose of the Matched Filter in this thesis is to maximize the signal to noise ratio and to minimize the probability of undetected errors received from a signal.[5]

Matched Filter is used to optimize the signal to noise ratio at the sampling point of a bit stream. This happens if the filter is applied to the bit stream. It has an impulse response that is the time inverse of the pulse shape that is being sampled. If the pulse is rectangular, the filter impulse response must therefore also be a rectangle, and the step response is a ramp.

Filter Solutions and Filter Light allow you to define your Matched Filter by setting the rise time of the ramp. The proper use of the Matched Filter is to set the rise time to be equal to the pulse width of the pulses in a bit stream. The integration of the square of the error between the filter impulse response and the ideal impulse response (a square pulse) is minimized under the mentioned restraint conditions. The function of a Matched Filter is to optimize the signal to noise ratio at the sampling point of a bit stream.

The ideal continuous and infinite impulse response (IIR) Matched Filter solutions are not realizable, they must be approximated. Filter Solutions use an approximate solution that optimizes the time response of the filter with the constraint that the transfer function zeros remain on the axis. Specifically, the integration of
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the square of the error between the filter impulse response and the ideal impulse response (a square pulse) is minimized under the mentioned restraint conditions. The purpose of the zero constraint is to allow the filter to be realized with passive elements.
1. $x_t = \text{Matched filter receiver}$

2. $y_{ni} = \text{Bank of Single user Matched filter output}$
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Multiuser detectors are either optimal or sub-optimal as shown in Matched Filter diagram in Figure 3.2. The optimal detection refereed to MLSE eliminates MAI, however its complexity grows exponentially with the numbers of active users [5][61]. The increased complexity issue makes the optimal detection inapplicable, hence a number of sub-optimal multiuser detectors have been invented that are either linear systems which can only provide a marginal channel capacity and BER reliability improvement, or non linear systems where their complexity can be very high [62].

3.2.2 Multiuser Detection Technique

The MLSE detector proposed by Verdu in [61] is known as the optimal MUD, which is fully capable of suppressing MAI. The digital signal detection on an MLSE estimator is made by joint sequence decision at the Matched Filter outputs from all users. MLSE estimators demonstrate a significant information capacity enhancement over the conventional single user detector. The optimal MUD achieves a BER performance that approaches the single user bound, which means that it performs like no other users operate within the channel. However, due to its high complexity, the MLSE MUD technique is inappropriate for contemporary wireless communication systems.

In statistics, maximum-likelihood estimation (MLE) is a method of estimating the parameters of a statistical model. When applied to a data set and given a statistical model as shown in Figure 3.3, maximum-likelihood estimation provides estimates for the model’s parameters.

Maximum likelihood corresponds to many well-known estimation methods in statistics. For example, one may be interested in the heights of adult female giraffes, but be unable due to cost or time constraints, to measure the height of every single giraffe in a population. Assuming that the heights are normally (Gaussian) distributed with some unknown mean and variance, the mean and variance can be estimated with MLE while only knowing the heights of some sample of the overall population. MLE would accomplish this by taking the mean and variance as
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parameters and finding particular parametric values that make the observed results
the most probable (given the model).

In general, for a fixed set of data and underlying statistical model, the method
of maximum likelihood selects values of the model parameters that produce a distri-
bution that gives the observed data the greatest probability (i.e., parameters that
maximize the likelihood function). Maximum-likelihood estimation gives a unified
approach to estimation, which is well-defined in the case of the normal distribution
and many other problems. However, in some complicated problems, difficulties do
occur: in such problems, maximum-likelihood estimators are unsuitable or do not
exist.

The major reason in literature for MLSE is increasing information: For
the asymptotes to hold in cases where the assumption of independent identically
distributed observations does not hold, a basic requirement is that the amount of
information in the data increases indefinitely as the sample size increases. Such a
requirement may not be met if either there is too much dependence in the data (for
example, if new observations are essentially identical to existing observations), or if
new independent observations are subject to an increasing observation error.

Some regularity conditions which ensure this behavior are:

- The first and second derivatives of the log-likelihood function must be defined.

- The Fisher information matrix must not be zero, and must be continuous as
  a function of the parameter.

- The maximum likelihood estimator is consistent
1. $A|y_1|, A|y_2| \geq A_1 A_2 |P| =$ Optimum Decision

2. $y_1, y_n =$ Received waveform

3. $S_1, S_2 =$ Signature waveform

4. $b_1 =$ Joint Optimum decision
Therefore, only the linear complexity MUD systems can be considered suitable for the demands of mobile communication networks.

3.2.3 Decorrelator

The decorrelator algorithms are linear, although non-linear algorithms also exist. Decorrelation is used to reduce autocorrelation within a signal, or cross-correlation within a set of signals, while preserving other aspects of the signal. A frequently used method of decorrelation in this thesis is matched linear filter, to reduce the autocorrelation of a signal as far as possible. Since the minimum possible autocorrelation for a given signal energy is achieved by equalizing the power spectrum of the signal to be similar to that of a white noise signal, this is often referred to as signal whitening.

Lupas [63] introduced a decorrelator that is used to eliminate the cross-correlation that occurs within the transmitted signals of a multiple-access channel. A very common technique for decorrelation of a data signal is the use of linear complexity matched filters at the receiver to reduce the cross-correlation within the incoming data signals, assuming negligible noise, and those sets of data signals within the channel are linearly independent. In a multiple-access channel where a set of independent users operate, the decorrelating detector is independent of the energy of other users. In [63], it was stated that in the synchronous case the performance achieved by linear multiuser detectors is similar to that of optimum multiuser detection. Thus the decorrelating detector is of linear complexity. The ideal decorrelating detector would pre-multiply the inverse cross-correlation matrix of the received signal vector. In practice this scenario is totally hypothetical since noise is inevitable and its components are always correlated to the received signal and channel coefficients [5].
1. $P^{-1}(z) =$ Bank of matched filter output
2. $X_t =$ received input
3. $y_1, y_n =$ Output
3.2.4 Minimum Mean Square Error

In model-based estimation of unobserved components, the minimum mean squared error estimator of the noise component is different from white noise. The variance of the component is always underestimated, and the smaller the noise variance, the larger the underestimation. Estimators of small-variance noise components will also have large autocorrelations. In the context of an application, the sample autocorrelation function of the estimated noise will perform well even when the variance is small and the series is of relatively short length.

The equalization techniques are used to mitigate MAI in multiple access channels and it is linearly complex in sub-optimal multiuser detection systems. The MMSE detectors do not require any statistical or explicit knowledge of the MAI parameters; it is composed of a bank of \( n \) Matched Filters shown in Figure 3.2 that adapt to the incoming digital signal to achieve MMSE solution. An MMSE equalization scheme was proposed by Madhow in [6].

The first MMSE equalization scheme assumes a chip-rate sampling of the channel and, by the use of N-tap adaptive FIR filter at the receiver, the MSE between the original digital data sequence and the received data sequence is minimized. The second scheme assumes a single match filter detector samples \( X \) times per symbol interval on the same configuration with the first technique. The advantage of the sub-optimal MMSE equalization technique is that of linear complexity, but on the other hand the system is totally centralized, making it inapplicable to mobile communication systems.

For the channel capacity estimation, a set of definitions are used to determine the performance of MMSE. Calculations Definitions are as follows:

1. Auto covariance matrix \( \mathbf{R} = \mathcal{E}\{\mathbf{y}\mathbf{y}^H\} \)
2. Cross correlation vector \( \mathbf{p} = \mathcal{E}\{\mathbf{x}_k^*\mathbf{y}\} \)
3. Filter output statistic \( \hat{x}_k = \mathbf{w}^H\mathbf{y} \)

where \( x_k \) is the training signal of the \( k^{th} \) user and \( k \) is constrained to the total number of users, \( \mathbf{y} \) is the received signal and \( \mathbf{w} \) represents the matched filter coefficients.
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The error function is defined as:

\[ J(w) = \mathcal{E}\{ |x_k - \hat{x}_k|^2 \} \]  \hspace{1cm} (3.1)

expanding equation (3.1) yields:

\[ J(w) = \mathcal{E}\{ x_k^*(x_k - \hat{x}_k) \} - \mathcal{E}\{ \hat{x}_k^*(x_k - \hat{x}_k) \} \]

**Lemma 1**: For MMSE \( \mathcal{E}\{ \hat{x}_k^*(x_k - \hat{x}_k) \} = 0 \), where on average, the estimate \( \hat{x}_k \) is orthogonal to the error.

**Proof**:

\[ \mathcal{E}\{ (w^H y)^* (x_k - y^H w) \} = \mathcal{E}\{ w^H y x_k^* \} - \mathcal{E}\{ w^H y y^H w \} \]

Since \( w \) is constant, then

\[ \mathcal{E}\{ (w^H y)^* (x_k - y^H w) \} = w^H \mathcal{E}\{ y x_k^* \} - w^H \mathcal{E}\{ y y^H \} w \]

\[ \mathcal{E}\{ (w^H y)^* (x_k - y^H w) \} = w^H p - w^H R w \]  \hspace{1cm} (3.2)

**Corollary 1**: The MMSE solution is \( w = R^{-1} p \).

Hence, by substitution

\[ w^H p - w^H R w = 0 \]

Therefore for MMSE \( \mathcal{E}\{ \hat{x}_k^*(x_k - \hat{x}_k) \} = 0 \).

For the MMSE, when \( w = R^{-1} p \), it is obvious that

\[ J(w) = \mathcal{E}\{ x_k^*(x_k - \hat{x}_k) \} \]  \hspace{1cm} (3.3)

Given Lemma 1,

\[ J(w) = \sigma_x^2 - w^H p \]

therefore,

\[ J(w) = \sigma_x^2 = \sigma_z^2 - p^H R^{-1} p \]  \hspace{1cm} (3.4)

where \( \sigma_x^2 \) is the variance of error. Note that \( J(w) \) is the error function, where for \( w = R^{-1} p \), it is the minimum mean square error.
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By approximation of the optimum filter weights in a practical manner utilizing the Least Mean Square (LMS) adaptive algorithm [4]. The LMS is given as:

$$w_{k+1} = w_k + \alpha e^*_k y$$

(3.5)

where $e^*_k$ is the conjugate of the instantaneous error and $\alpha$ is the step size parameter which is shown in [4] to be bounded by:

$$0 < \alpha < \frac{2}{\lambda_{max}}$$

$$\sum_{i=1}^{2M+1} \frac{\alpha \lambda_i}{2 - \alpha \lambda_i} < 1$$

where $\lambda_i$ is the $i^{th}$ eigenvalue of the autocorrelation matrix $\mathbf{R}$, $\lambda_{max}$ is the maximum eigenvalue and $2M + 1$ is the number of filter coefficients.

It can be shown that the steady state MSE for the LMS algorithm is given by:

$$e(\infty) = \frac{J(w)}{1 - \sum_{i=1}^{2M+1} \frac{\alpha \lambda_i}{2 - \alpha \lambda_i}}$$

(3.6)

Furthermore, provided that $\alpha$ is small enough, the steady state error is approximately $J(w)$.

Lemma 2: The channel capacity of an adaptive system with a bank of MMSE filters was stated by Rapajic in [20] as:

$$C = I_{max}(x_k; \hat{x}_k) = \log \left( \frac{\mathbb{E}\{x_k^2\}}{\mathbb{E}\{e^2\}} \right) = \log \left( \frac{1}{\sigma_e^2} \right)$$

(3.7)

where $x_k$ is $N(0, \sigma^2)$.

Proof: From Lemma 1, if a vector of coefficients $w_{opt}$ is chosen to minimize mean error, then the error signal is orthogonal to the symbol estimate ($\mathbb{E}\{\hat{x}_k(x_k - \hat{x}_k)\} = 0$). Now if $x_1, x_2, ..., x_k$ are Gaussian distributed random variables with zero mean, then:

1. $\hat{x}_k$ is also Gaussian
2. $(\hat{x}_k - x_k)$ is also zero mean Gaussian

Lemma 3: [33] Given that $p(x)$ is a one dimensional distribution and subject to the condition that the standard deviation of $x$ is fixed at $\sigma_x$, the maximum entropy $H(x) = \sigma_x \log (\sqrt{2\pi e})$.
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Lemma 4: [64] Given two independent variables $\alpha$ and $\beta$. The entropy of $\alpha$ given $\beta$ is given by:

$$H(\alpha|\beta) = H(\alpha) \quad (3.8)$$

Lemma 5: [64] For any two random variables $\alpha$ and $\beta$

$$H(\alpha, \beta|\beta) = H(\alpha|\beta) \quad (3.9)$$

By taking into account Lemmas 1-5, the mutual information is given by:

$$I(x_k; \hat{x}_k) = H(x_k) - H(x_k|\hat{x}_k)$$

From Lemma 5

$$I(x_k; \hat{x}_k) = H(x_k) - H(x_k - \hat{x}_k|\hat{x}_k)$$

$$I_{max}(x_k; \hat{x}_k) = log(\sigma_x^2) - log(\mathcal{E}(\epsilon^2))$$

Lemma 2, assumes transmit signal power normalized to unit energy, $\sigma_x^2 = 1$

$$C = I_{max}(x_k; \hat{x}_k) log\left(\frac{1}{\sigma_x^2}\right) \quad (3.10)$$

By substitution of (3.4) to (3.10) we get:

$$C = log\left(\frac{1}{1 - \mathbf{p}^H\mathbf{R}^{-1}\mathbf{p}}\right) \quad (3.11)$$

$$0 \leq \mathbf{p}^H\mathbf{R}^{-1}\mathbf{p} < 1$$

for standard MMSE approach [5]

$$\mathbf{R} = \mathbf{H}^H\mathbf{Q}\mathbf{H} + \sigma_v^2$$

where $\mathbf{Q} = \mathcal{E}\{|\mathbf{x}\mathbf{x}^H|\}$ and $tr(\mathbf{Q}) \leq P$. where from definitions 1, 2 & 3

1. $\mathbf{R}_{LCO} = \mathcal{E}\{\mathbf{y}_{LCO}\mathbf{y}_{LCO}^H\}$
2. $\mathbf{p}_{LCO} = \mathcal{E}\{\mathbf{x}_k\mathbf{y}_{LCO}\}$
3. $\mathbf{R}_{LCO} = \mathbf{H}_{LCO}^H\mathbf{Q}\mathbf{H}_{LCO} + \sigma_v^2$

Hence, the information capacity $c$, at the output of the system is given from equation (3.11)

$$C = log\left(\frac{1}{1 - \mathbf{p}_{LCO}^H\mathbf{R}_{LCO}^{-1}\mathbf{p}_{LCO}}\right) \quad (3.12)$$
3.2.5 Spatial Multiplexing

The V-BLAST architecture has been proposed for achieving high spectral efficiency over wireless channels characterized by rich scattering multi path channel [14]. In this V-Blast approach, one way of detection is to use the proposed AMUD, i.e., linear combining elimination. Conceptually, each stream (i.e., layer) in turn is considered to be the desired signal, while regarding the remaining signals as interference. Nulling is performed by linearly weighting the received signals to satisfy some performance related gain in Zero-Forcing or MMSE. This linear elimination approach is viable, but superior performance is obtained if nonlinear techniques are used.

One particularly attractive nonlinear alternative is to exploit symbol cancelation as well as linear elimination to perform detection. Using symbol cancelation, interference from already-detected components is subtracted from the received signal vector; it would reduce the interference. In this work ordered successive interference cancelation with AMUD employing MMSE was also applied as reference, a maximum likelihood (ML) decoding receiver was considered. It was assumed that the $H_{ij}(k)$ is the channel coefficient from $j_{th}$ transmit antenna to $i_{th}$ receive antenna and $n$ is white noise as seen in this model.

3.2.6 Diversity

Space-time block codes (STBC) efficiently exploit transmit diversity to combat multipath fading while keeping decoding complexity to a minimum. It was shown in previous work by Tarokh that there is no STBC with full-rate and full-diversity for more than two transmit antennas, and it was proposed that the 3/4 rate, full-diversity code for four transmit antennas [17], the number of sub-carrier that transmits the same information, determines the order of diversity. It is easier to achieve a higher diversity in this proposed technique, than in direct sequence CDMA (DS CDMA) [9][7] and conventional MIMO OFDM. However, the reciprocal of the multipath spread is a measure of the coherence bandwidth of the channel, the maximum achievable order of frequency diversity, $L$, in a specific channel is approximately
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given by [7] as:

\[ L \approx \frac{1}{(\Delta f)c} \]  

(3.13)

where \((\Delta f)c\) is its coherence bandwidth. Hence, spreading a symbol over more than the number of sub-carriers is expected to have no more benefit in terms of diversity gain. Instead, as the number of users increases, the MUI will increase significantly, thus reducing the overall performance of MC-OFDM system, but will not affect AMUD technique based on the principle of its operation.

3.2.7 Interference Cancelation

Interference occurs when electromagnetic waves correlate with each other. It is one of the major problems of wireless communication networks. The correlations between electromagnetic waves are due to carrier frequencies of radio signals generated from the same source. Interference disturbs the radio signals and limits or obstructs the BER reliability and channel capacity performance of a wireless communication system. The problem of channel interference becomes more severe when multiple users access the same communication channel which is known as MAI. It is known that channel capacity performance of a MIMO OFDM wireless communication system is degraded by MAI caused by the cross-correlation between the unique spreading codes assigned to each active user within the system.

Many research works have been carried out in the past to find solutions to the problem of MAI. This research leads to the invention of techniques that are capable of significantly suppressing interference. It has been proven that by MAI cancelation, the BER reliability of wireless systems and wireless channel capacity has been considerably improved. The techniques developed towards the MAI cancelation over multiple access channels cannot fully eliminate MAI but can keep it low.

3.3 Adaptive Filters

A Wiener filter requires prior information about the statistics of the data to be processed. It is optimum only when the statistical characteristics of the input data
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match the prior information upon which the design of the filter is based. However, if the Wiener is not possible, the design is no longer optimum. This has generated a lot of concern and thus in real time operation, this procedure has the disadvantage of excess cost of hardware, which could be addressed with an adaptive filter.

This recursive algorithm makes it possible for the filter to perform satisfactorily in an environment where complete knowledge of the relevant signal characteristics is not available. The algorithm will eventually converge to the Wiener solution in some statistical sense, no matter the nature of the environment.

The applications of a recursive algorithm to the parameters of the adaptive filters are updated in the iterations and thus it is data dependent. It is classed nonlinear because it does not obey superposition. It could be classed linear or nonlinear depending on what its input-output map obeys. It is said to be linear if superimposed, otherwise it is nonlinear.

3.3.1 Factors affecting adaptive filters

Adaptive filters could be affected by the following:

- Misadjusting: The parameter provides a quantitative measure of the amount by which the final value of the square error, averaged over an ensemble of adaptive filters deviates from MSE produced by Wiener.

- Rate of convergence: This has to do with the number of iterations required for the algorithm, in response to stationary inputs, to converge to the optimum Wiener solution in the MSE sense.

- Tracking: In a non-stationary environment, it tracks the statistical variations by rate of convergence or steady state fluctuation due to noise.

- Robustness: Small estimation error is caused by small disturbances. It could be internal or external to the filter.

- Computational Requirement: This is a result of size of the memory, the number of operations and the programming.
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- Structure: Information structure determines the manner of implementation.

- Numerical properties: In implementing the algorithm numerically, inaccuracies are produced due to quantization errors, which poses a serious design error. The numerical stability and accuracy are thus very essential, such that numerical stability is an inherent characteristic of an adaptive filter while the numerical accuracy is determined by the number of bits of data and filter coefficient. Thus it is said to be robust in word-length used in its digital implementation.

3.3.2 Linear Adaptive filters

This involves a filtering process designed to produce an output in response to a sequence of input data. An adaptive process provides a set of parameters used in the filtering. The impulse response of the linear filter determines the filter’s memory. The FIR and IIR are characterized by finite and infinite long but fading memory.
### Figure 3.5: Adaptive Linear Equalize Model [8]

1. $y_k$ = Equalizer input
2. $w_k$ = Vector coefficient
3. $X'_k$ = Equalizer output
4. $e_k$ = Untrained error signal

$$w_{k+1} = w_k + a e_k^T y_k$$

$$w_k = [w_{0k}, w_{1k}, w_{2k}, \ldots, w_{Nk}]$$
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3.3.3 Adaptive algorithm

Taking into consideration the equalization survey below: The adaptive algorithms, the LMS; RLS; RLS fast; etc. The approaches to developing linear adaptive filters can be deduced from the above block diagram. The challenges facing users of adaptive filtering is to understand the capabilities and limitations of various adaptive filtering algorithms and secondly the understanding in selecting the appropriate algorithm for a specific task. The stochastic gradient approach uses taped delay or transversal filters. The stationary input (MMSE) or the cost function is called the performance index to the achieved LMS.
3.3.4 Least square estimation (LMS)

This tends to the development of a linear adaptive filtering algorithm based on the method of least square to minimize the cost function or the error squares or the difference between some of the desired responses and that of the actual filter output. It could be explained as block estimation, whereby the update is arranged on a block by block basis.

In the recursive estimation (taped weight of transversal filter) they are updated on a sample by sample basis. Recursive estimate requires less storage than block by block and thus it is used more in comparison to the block by block type. The recursive least square estimation may be reviewed as a special case of Kalman filtering.

3.3.5 Adaptive Multiuser system

Multiuser system is defined as various ways in which multiple users’ access common channel to transmit and receive information. The diagram below shows that each user has its unique set of coefficient signature, denoted as $\delta$. 
Figure 3.7: Adaptive Multiuser System [8]

1. $\delta =$ Users
2. $p1$ and $pk =$ Transmission and Reception
The current research issues are based on the Adaptive multiuser detection which is the basis of this research. It has to do with the training bits, information bits and how much training will be enough for a specific task? See figure 3.8.
3.3.6 Overview of the proposed Adaptive Multiuser Detection for MIMO OFDM Systems

MIMO-OFDM combines OFDM and MIMO techniques thereby achieving spectral efficiency and increased throughput. A MIMO-OFDM system transmits independent OFDM modulated data from multiple antennas simultaneously. At the receiver, after OFDM demodulation, MIMO decoding on each of the subchannels extracts the data from all the transmit antennas on all the subchannels. The block diagram of AMUD MIMO-OFDM system is shown in Figure 3.9.

Orthogonal Frequency Division Multiplexing (OFDM) is a wireless technology patented in 1970 which functions on the principle of transmitting data by dividing the data stream into smaller multiple parallel bit streams that have a much lower bit rate. These sub-streams are used to modulate several carriers. Although OFDM has been around since the 1960s, only recently has it been recognized as an outstanding method for high speed, bi-directional wireless network.

OFDM is a special form of multi-carrier modulation, which was originally used in high frequency military radio. An efficient way to implement OFDM is by means of a Discrete-time Fourier Transform (DFT) which was proposed by Weinistein in 1971 [48]. The computational complexity can be further reduced by a Fast Fourier Transform (FFT). However, OFDM was not popular at that time because the implementation of large-size FFTs was still too expensive, and thus not economically viable for communication systems. Recent advances in Very large scale integration (VLSI) technologies have enabled cheap and fast implementation of IFFTs and FFTs. In the 1980s, Cimini first investigated the use of OFDM for mobile communications [10]. Since then, OFDM has gained in popularity. In the 1990s, OFDM was adopted in the standards of Digital Audio broadcasting (DAB), Digital Video Broadcasting (DVB), Asymmetric Digital Subscriber Line (ADSL), and IEEE 802.11a. OFDM is also being considered in the new fixed broadband wireless access system specifications.

The concept of MIMO dates back to the early 1970s [34] [35]. Progress was not fast until the mid 1990s where the high demand for increased data rates over
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wireless channels made MIMO an important research topic. In 1999, the Shannon capacity of a fading Gaussian MIMO channel was demonstrated in a paper that became a trade mark in MIMO communication systems [32]. From this point on, the research of MIMO communication systems increased rapidly and every year an increased number of published papers in this area are noticed.

The channel capacity of multiple antenna systems is directly dependent on spatial correlation between the antenna elements of a multi-antenna node. Spatial correlation is a consequence of the narrow spacing between the antenna elements of a single node resulting in electromagnetic antenna coupling as experimentally reported in [36]. The spacing between antenna elements is defined in relation to the carrier wavelength of the wireless channel. It is noted that small spacing between the antenna elements of a system results in a poor channel capacity. According to the practical rule the spacing between the multi-antenna elements in a device has to be at least half a wavelength [37] in order to achieve spatial diversity.

The MIMO data signal transmission strategies in MIMO wireless communication systems are mainly defined by the transmit power control and transmit signal power allocation technique used on a MIMO system. The most common transmit power allocation strategy is the one stated in [32], called the ”Uniform power distribution” transmission technique. All the antenna elements of the transmitter are allocated the same portions of the total available SNR to transmit. Waterfilling power distribution is the most effective transmission strategy for AMUD MIMO OFDM in terms of channel capacity and BER performance. Singular value decomposition [32][38] at the communication channel modal analysis is performed as stated in [39][38] and the modes are formed. The mode that offers the best wireless link (in the sense of highest singular value) is allocated with the majority of the available SNR.

There has recently been considerable interest in applying Orthogonal Frequency Division Multiplexing (OFDM) with Multiple-Input Multiple-Output (MIMO) technology to further enhance systems performance in BER and increased capacity. Under the assumption of instantaneous channel state information (CSI) at the transmitter, it is demonstrated that the adaptive transmitters were designed for
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The fading channels that are capable of achieving significant performance in BER and capacity improvement [25][27][28][68]. There are multi-dimensional parameters which can be adapted for radio resource allocation, such as power level, bit, subcarrier, space and user. Due to the fading independence of different users, an adaptive multiuser detection for MIMO OFDM is proposed to eliminate MAI.

Since MIMO OFDM depends crucially on AMUD for its application in this research, this section briefly examines the fundamental aspects and how they relate to the research. The main concept of MUD is to simultaneously detect digitally modulated data streams transmitted over a common channel from a number of different users, each of which is using a unique signature signal sequence. Signature signal sequences should be decorrelated in order to eliminate the inevitable interference between the transmitted signals of different users.

The optimal approach to MUD is via maximum likelihood sequence estimation (MLSE) [61]. However the complexity is non polynomial and subsequently unsuitable if the local cloud contains several users. A suboptimum approach is the MMSE based multiuser receiver having polynomial complexity, which is completely centralized [6].

AMUD enables decentralized detection with the advantage of linear complexity with BER and channel capacity performance equivalent to the one shot MMSE [4][6] approach. This is a situation corresponding in some respect to the single user detection problem and methods mentioned in [4][69] are necessary to mitigating MAI.

3.4 Proposed Adaptive Multiuser Receivers for AMUD MIMO OFDM

Adaptive Minimum Mean Square Error multiuser detection replaces the bank of match filters with MMSE filters for Maximum Likelihood computation to generate sufficient statistics at the receiver. This adopts an alternative approach to the conventional MMSE for detecting the signal that will use matched filter per signal
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by ignoring the cross-correlation between signals of different users. In the Adaptive filtering, the parameters of the filter continuously change due to the received training sequence from the transmitter, which will inform the receiver to adjust the parameters of its filters to match the desired signal. In the single user environment, every Match Filter maximum likelihood receiver plays the role of Adaptive MMSE maximum likelihood receiver [4][20].

An adaptive MMSE filter minimizes the error by an adaptive algorithm. A steepest decent algorithm was employed in the AMUD MIMO OFDM system to minimize the mean square error (MSE). In adaptive MMSE decode forward scheme bank of match filters were assigned to each receiver at relay or destination, which will eliminate the interference from other users, while in the amplify and forward, Adaptive MMSE is used only at the destination. For the simplicity of description we use fractionally spaced adaptive linear transversal filter for Adaptive MMSE detection, which is insensitive to the time differences in the signal arrival times of different users. Thus the receiver timing recovery is extremely simplified [4][65].

The Adaptive filter is in contrast to the multiuser receiver where the observation vector is not the output from the bank of matched filters, but the sampled signal itself. Consider the received signals symbols $y_1[n,k]$, $y_2[n,k]$ and $y_3[n,k]$ and let their general form for any node and any path in the network be $y_N[n,k] = r_n[m]$. where n is the specific number assigned to the signals at nodes. $y_1[n,k]$, $y_2[n,k]$ and $y_3[n,k]$ received digital outputs symbol block from adaptive filters is $b'[n,k]$.

In a multi-cellular environment, the transmitter transmits information independently. Therefore, a non orthogonally transmitted signal from independent users arrives asynchronously at the receiver and the delay cannot be neglected [66][67]. Due to the non orthogonal nature of the spreading code, correlation will exist between the spreading codes at the receiver. The co-efficient of correlation is given by

$$E[r_M[m]r_N^*[m]]=\varrho(M,N) = R_{(M,N)} = \int s_M^*s_N dt$$

and R correlation matrix is given by equation (3.19)

The digital output of the $n^{th}$ filter for the $m^{th}$ symbol period on relay or
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destination is given by

\[ r_n[m] = RHx_n[m] + v_n[m] \]  \hspace{1cm} (3.14)

Where H is matrix of respective channels.

The error between the reference signal and the output of the adaptive filter is

\[ \epsilon = (x_n[m] - \hat{x}_n[m]) \]

\[ \epsilon = ([x_n[m] - a_n^H[m]r_n[m]] \]  \hspace{1cm} (3.15)

\( a_n^H[m] \) is M dimensional complex valued weight vector at \( m^{th} \) symbol time when the variable filter estimates the desired signal by convolving the input signal with impulse response.

\[ a_n[m] = [a_1, a_2, \ldots, a_M] \] \( M \) are tap of filter

and \( r_n[m] = [r_1, r_2, \ldots, r_M] \). During the adaptation mode the weight parameters are adjusted such that the mean square error \( J_{an} \) is minimized in \( m^{th} \) symbol time. \( m \) is associated with every term of the following equation but for simplicity of description it has been neglected

\[ J_{an} = \mathcal{E}[\epsilon_n\epsilon_n^*] \]  \hspace{1cm} (3.16)

from equation (3.15)

\[ J_{cn} = \mathcal{E}[(x_n - a_n^H r_n)][(x_n - a_n^H r_n)^*] \]  \hspace{1cm} (3.17)

\[ J_{cn} = \mathcal{E}[x_n x_n^*] + c_n^H \mathcal{E}[r_n r_n^H] c_n - c_n^H \mathcal{E}[r_n x_n^*] - \mathcal{E}[x_n r_n^H] c_n \]  \hspace{1cm} (3.18)

The first term in equation (3.15), represents the variance of the desired signal. The expectation \( \mathcal{E}[r_n r_n^H] \) denotes M by N correlation matrix of the received signal given by

\[
R = \begin{pmatrix}
\varrho(1, 1) & \varrho(1, 2) & \ldots & \varrho(1, N) \\
\varrho(2, 1) & \varrho(2, 2) & \ldots & \varrho(2, N) \\
\ldots & \ldots & \ldots & \ldots \\
\varrho(M, 1) & \varrho(M, 2) & \ldots & \varrho(M, N)
\end{pmatrix}
\]  \hspace{1cm} (3.19)
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The matrix R is Hermitian and can be uniquely defined by specifying the values of the correlation coefficients $\rho(M, N)$, where $\rho(M, N) = \rho^*(N, M)$

$$Z = E[r_n x_n^*] \quad (3.20)$$

The expectation is M by N cross-correlation matrix vector between the received components and the reference sequence, and the expectation $E[x(n)r_H^*(n)] = Z^H$.

where $Z^H = [z_1^*, z_2^*, ..., z_M^*]$. The co-efficient $z_i$ is given by $z_i = E[r(n)x_n^*]$

For stationary input and reference signals at the surface are obtained by plotting the mean square error $J(a_n)$ versus the weight co-efficient has a fixed shape and the curvature $i_{th}$ has a unique minimum point; the adaptive process seeks that minimum point at which the weight vector is optimal. Differentiating the mean squared error function $J(a_n)$ with respect to each coefficient of the weight vector $a_n$ yields the gradient $\nabla_n$.

$$\nabla_n = \frac{\partial J(a_n)}{\partial a_n} = \begin{pmatrix} \frac{\partial J(a_n)}{\partial a_1} \\ \frac{\partial J(a_n)}{\partial a_2} \\ \vdots \\ \frac{\partial J(a_n)}{\partial a_M} \end{pmatrix} \quad (3.21)$$

The optimal weight vector $a_{opt}$ can be determined by setting the gradient $\nabla_n$ equal to zero,

$$\nabla_n = -2Z + 2Ra_n = 0 \quad (3.22)$$

where 0 is an M by 1 null vector at the minimum point of the error surface, the adaptive MUD is optimum in the mean squared error sense, and the equation can be simplified in the form $Ra_{opt} = Z$ which is the Wiener-Hopf equation or the normal equation, where the vector representing the estimation error is normal to the vector representing the output of the combiner. One possible solution of this equation is matrix inversion,

$$Z = R^{-1}a_{opt} \quad (3.23)$$

Another simple solution that does not require matrix inversion or explicit calculations of the correlation coefficients is the Steepest Descent Method. The Steepest
Descent Method is a recursive procedure that can be used to calculate the optimal weight vector \( a_{\text{opt}} \). Let \( a_n \) and \( \nabla_n \) denote the values of the weight vector and the gradient vector at time \( m \), respectively. Then succeeding values of the weight vector are obtained by the recursive relation. After each symbol period \( m \) the weight of the filter is updated until the optimum coefficient gets its best cross correlation value. The filter can then go to decision directed mode where the coefficient will continuously change with the variation of the channel.

\[
 a_n = a_n - \mu \nabla_n \tag{3.24} 
\]

Where \( \mu \) is a step size constant that controls stability and the rate of adaptation. If we express \( \nabla_n \) in terms of instantaneous estimates \( \hat{Z} = r_n x_n^* \) and \( \hat{P} = r_n r_n^H \), then the equation can be simplified as

\[
 a_n[m + 1] = a_n[m] + 2 \mu r_n[m] x_n^*[m] - r_n^H[m] a_n[m] \tag{3.25} 
\]

which can be expressed in terms of \( \epsilon_n^*[m] \) as,

\[
 a_n[m + 1] = a_n[m] + 2 \mu r_n[m] \epsilon_n^*[m] \tag{3.26} 
\]

where \( m = 0, 1, 3 \ldots \) till \( a_{\text{opt}} \) is achieved.

\( 2 \mu r_n[m] \epsilon_n^*[m] \) is the correction factor. The equation states that the updated weight vector is computed from the current weight vector by adding the input vector scaled by the complex conjugate value of the error and by \( \mu \) which control the size of correction. Thus one can get an approximation by the optimum weight of the filter. All this computation done is during \( m^{th} \) symbol time of duration \( T_r \) such that \( T_r > T \).

### 3.4.1 General System Model for AMUD MIMO-OFDM

The system has \( N_t \) transmit and \( N_r \) receive antennas and \( k \) sub-carrier in one OFDM block as shown in Figure 3.9. The channel between each pair of the \( N_t \) and \( N_r \) antennas are uncorrelated to each other. At time \( n \), during transmission interval, a stream of binary bits \( b \) is coded into the \( N_t \) antenna symbol blocks. The signal on
the $k_{th}$ sub-carrier at the $i_{th}$ antenna is denoted by $x_i[n,k]$, where $i = 1, \ldots, N_t$, $k = 0, \ldots, K - 1$, $n = 0, \ldots, N - 1$. Though the figure shows MIMO OFDM with four transmit antennas, the scheme developed in this thesis can be directly applied to OFDM systems with any number of transmit antennas. The received signal $N_r$ antenna $j$ is:
Figure 3.9: General System Model for AMUD MIMO OFDM

1. $b[n, k] = \text{block of OFDM symbols}$
2. $x[n, k] = \text{Transmit vectors}$
3. $H_{MIMO} = \text{MIMO channel}$
4. $y[n, k] = \text{Received symbols}$
5. $y'[n, k] = \text{Output symbols}$
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\[ y_j[n,k] = \sum_{i=1}^{Nt} H_{i,j}[n,k]x_N[n,k] + n_j[n,k] \]  \hspace{1cm} (3.27)

where \( H_{i,j}[n,k] \) is the channel frequency response between antennas \( i \) and \( j \), \( n_j[n,k] \) is the additive gaussian noise with zero mean and variance \( \sigma_n^2 \). The above equation can be written as:

\[ y_j[n,k] = H_{i,j}[n,k]x_N[n,k] + n_j[n,k] \]  \hspace{1cm} (3.28)

The equations above (3.27 and 3.28) were further developed as:

\[ y_j[n,k] = \sum_{i=1}^{4} H_{ij}[n,k]x_i[n,k] + n_j[n,k] \]  \hspace{1cm} (3.29)

Where \( H_{i,j}[n,k] \) indicates the channel frequency response from transmitter \( i \) to receiver \( j \) at the \( k_{th} \) tone of the OFDM block at time \( n \) and noise \( n_j[n,k] \) is assumed to be zero-mean with variance \( \sigma_n^2 \) and uncorrelated for different \( n' \)s, \( k' \)s or \( j' \)s, \( H_{ij}[n,k] \) denotes the channel frequency response for the \( k_{th} \) tone at time \( n \), corresponding to \( i \)th transmit and \( j \)th receive antenna. The statistical characteristics of wireless channels are briefly described in this thesis. The vector form of OFDM input and output relationship are as follows:

\[ y[n,k] = H_{i,j}[n,k]x[n,k] + n[n,k] \]  \hspace{1cm} (3.30)

where

\[ y[n,k] \triangleq \begin{pmatrix} x_1[n,k] \\ \vdots \\ x_p[n,k] \end{pmatrix} \]  \hspace{1cm} (3.31)

\[ x_1[n,k] \triangleq \begin{pmatrix} x_{2i-1}[n,k] \\ \vdots \\ x_{2i}[n,k] \end{pmatrix} \]  \hspace{1cm} (3.32)

\[ n[n,k] \triangleq \begin{pmatrix} n_1[n,k] \\ \vdots \\ n_p[n,k] \end{pmatrix} \]  \hspace{1cm} (3.33)
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\[
H_{i,j}[n,k] \triangleq \begin{pmatrix}
H_{2i-1,n,k} & H_{2i,n,k} \\
\ldots & \ldots \\
H_{2i-1,p,n,k} & H_{2i,p,n,k}
\end{pmatrix}
\] (3.34)

The receiver first must estimate and correct for frequency offset and the symbol timing, e.g., by using the training symbols in the preamble. Subsequently, fast Fourier transformation (FFT) is performed per receiver branch. Spreading is done to increase resistance to natural interference and jamming that may prevent detection. AMUD detection was employed per OFDM subcarrier to recover the data signals transmitted on that subcarrier [21][3]. The symbols per transmit stream are combined, and finally detection is performed for the parallel streams and the resulting data are combined to obtain the signal.

3.4.2 Training for AMUD MIMO OFDM

Adaptive MIMO OFDM receivers require a training sequence, at the initial period, so that the receiver converges to its steady state, and thereafter it can be made to run in a directed mode. Adaptive MMSE is attractive as its computational complexity is similar to the MF receiver. The Adaptive MMSE ML receiver structure, where the bank of MF filters is replaced by bank of MMSE filter bank and thus does not require separate estimation of system parameters such as signal phase, signal amplitude and signal delay/timing. In training adaptive AMUD MIMO OFDM by employing MMSE, the fractionally spaced discrete time received sample vector \( y_j[n,k] \) of equation (3.27), channel impulse responses \( H_{i,j}[n,k]x_N[n,k] \) is represented by \( \mathbf{Xb}(n) \) and noise \( n(n) \) at time \( n \), over a running window of length \( (2p + 1) \), can be expressed in a matrix form as follows:

\[
y_j[n,k] = \mathbf{Xb}(n) + n(n)
\] (3.35)

where \( \mathbf{X} \) is the matrix of fractionally spaced sample signatures, vector \( \mathbf{b}(n) \) contains the transmitted symbols during that window period, and \( n(n) \) is AWGN with co-
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variance \( E [n(n)b^H(n)] = \sigma^2 I \). In order to simplify derivations, the symbol powers are normalized to one, \( E [b(n)b^H(n)] = 1 \). This normalization does not mean equal signal power for all users, as the power of signatures might be different. The vector \( b(n) \) is expressed as

\[
b(n) = b_{D} n + b_{U}(n)
\]  

(3.36)

where \( b_{D} n \) contains known MIMO OFDM symbols with unknown symbols set to zero and \( b_{U}(n) \) contains unknown symbols with known MIMO OFDM symbols set to zero. Accordingly, the signature matrix \( X \) is split into two parts \( X = X_{D} + X_{U} \), where \( X_{D} \) consists of signatures corresponding to symbols in \( b_{D}(n) \) with signatures corresponding to unknown symbols being set to zero. Similarly, \( X_{U} \) corresponds to symbols in \( b_{U}(n) \). The filter coefficients are obtained by minimizing the mean square error (MSE), \( \mathbb{E}[|e_k(n)|^2] \), where \( e_k(n) = b_k(n) - \hat{b}_k(n) = c_k^H(n)y(n) - d_k^H(n)b_D \), and \( c_k(n) \) is the MMSE FIR filter coefficient vector whose elements are defined in equation (3.27). There are other ways to obtain optimal coefficients \( d_k \) and \( c_k \) [20][8].

3.4.3 Proposed AMUD MIMO OFDM Channel Estimation

In AMUD MIMO-OFDM, the channel gain of the pilot-added subcarrier is first estimated by simply coherently multiplying the pilot symbol by its received signal. Since pilot symbols for each signal stream are added to every subcarrier at each time domain pilot slot, channel gains of other non-pilot-added subcarriers are estimated by using linear interpolation. Finally, the channel gain at each subcarrier is estimated by averaging over the OFDM pilot slots. AWGN power is estimated by averaging the residual power of the signal obtained by subtracting the received pilot signal replica formed by using the estimated channel from the received signal [66][2].

In AMUD MIMO OFDM, channel estimation error is caused by AWGN added at the receiver and multipath interference from the channel. Multipath interference causes channel estimation error by destroying the orthogonality among spreading codes in the coherent accumulation process in the linear interpolation process in
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OFDM. In high SNR region, the channel estimation error due to multipath interference becomes more significant than AWGN, while in low SNR region, the channel estimation error due to AWGN is more significant.

The baseband representation of a mobile wireless channel impulse response as reported in [66] can be described by the partial knowledge of the channel at the transmitter leading to errors in the data transmission. Long distance communications or communications in an urban environment cause severe signal power attenuation and hence poor signal reception at the receiver side. Over a long period of time errors seem to follow a pattern. By statistical estimation of the variance of error it is possible to predict channel capacity [66].

\[ h(x, \tau) = \sum_k y_k(x) c(\tau - \tau_k) \] (3.37)

where \( \tau_k \) is the the delay of \( k \)-th path, \( y_k(t) \) is the corresponding complex amplitude. Due to motion of vehicle, \( y_k(t) \)'s are wide-sense stationary (WSS), narrow band complex Gaussian processes, which are independent for each path. The average powers of \( y_k(x) \)'s depends on channel delay profiles, which is determined by the environment. The channel corresponding to different transmit and receive antennas in MIMO systems usually have the same delay profile. From the equation above, the frequency response at time \( x \) is

\[ H(x, f) = \int_{-\infty}^{\infty} h(x, \tau) e^{-j2\pi f \tau} d\tau \] (3.38)

then

\[ C(f) = \sum_k y_k(x) e^{-j2\pi f \tau_k} \] (3.39)

where

\[ C(f) = \int_{-\infty}^{\infty} c(\tau) e^{-j2\pi f \tau} d\tau \] (3.40)

For OFDM systems, it can be seen from discussion in [66] that with tolerable leakage, the channel frequency response can be expressed as:
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\[ H[n,k] = H(n\Phi f, k\Delta f) = \sum_{l=0}^{k_o-1} h[n,l]N_K^l \] (3.41)

In equation above \( h[n,l] = h(n\Phi f, k\phi s/K) \), \( N_K = \exp(-j2\pi/K) \), and \( K \) is the number of tones in an OFDM block. \( \Phi f \) and \( \Delta f \) are the block length and tone spacing respectively. While \( \Phi s \) is the OFDM symbol duration which is related to \( \Delta f \) by \( \Phi s = 1/\Delta f \). In consideration of \( h[n,l] \)'s for \( l = 0, 1, ..., K_o - 1 \), are WSS, narrow-band complex Gaussian processes. The average power of \( h[n,l] \) and index \( K_o(< K) \) depends on the delay profiles of the wireless channels.

3.4.4 MIMO OFDM Channel Capacity

As we have stated earlier, MIMO systems consist of transmit and receive antennas. It is considered a network with transmission paths connecting each input to output. From [1] the MIMO OFDM system capacity is:

\[ C = \log_2 \left[ I_m + \left( \frac{p}{n} \right) HH^H \right] b/s/Hz \] (3.42)

Where \( C \) is the system capacity, \( H \) is complex transpose channel correlation matrix whose components are given by equation (3.27), transmitter \( i \) to receiver \( j \) at the \( k_{th} \) tone of the OFDM. The capacity formula for the MIMO OFDM is further developed as:

\[ C = \mathcal{E} \left[ \sum_{i=1}^{m} \log (1 + \frac{p}{n})\lambda_{est} \right] b/s/Hz \] (3.43)

Where \( \lambda_{est} \) is the complex transpose and \( \mathcal{E} \) is an estimation of the capacity. \( p/n \) is SNR. Thus the capacity formula for MIMO OFDM is as shown below and the simulation result of channel capacity in Figure 4.4 based on the assumption that the channel matrix which consists of independent and identically distributed iid Rayleigh fading coefficients shows that the developed technology sum rate capacity in Figure 4.4.

\[ C = \log_2 \left[ (1 + \frac{p}{n})\lambda_{est} \right] b/s/Hz \] (3.44)

Thus the MIMO OFDM capacity formula is as shown below and the simulation of channel capacity in Figure 4.4 based on the assumption that the channel
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matrix which consists of independent and identically distributed iid, Rayleigh fading coefficients predicts that the developed technology system capacity is very close to the MIMO theoretical upper bound.

\[ C = \log_2 \left[ (1 + \frac{P}{n})\lambda_{est} \right] \text{ b/s/Hz} \]  

(3.45)

3.5 Summary

This chapter explains the different multiuser detection/receivers techniques stated in the literature survey as a benchmark to the proposed technique. This leads to the basic preliminaries of the thesis first contribution. It shows how the proposed technique was derived and the performance result will be explained in the next chapter. The basic system model for AMUD MIMO OFDM and its principle of operation was well explained in the chapter.
Chapter 4

Proposed AMUD MIMO-OFDM

Performance and Simulations
The linear relationship between the input and output of AMUD MIMO OFDM system (on a per subcarrier basis) is given, where the channel can be written as a random matrix with complex entries. The transmitter and receiver adapt dynamically to different channel conditions and interference environments leading to a higher reliability and spectral efficiency.

Simulation results show that AMUD MIMO OFDM is spectrally efficient and outperforms conventional MIMO OFDM. Therefore, the new technique is a promising candidate for future wireless communications. The state of the art research was ensured such that its performance is discussed as a benchmark for thesis contribution. The performance evaluation criteria was well justified both mathematically and otherwise.

Typical urban and hilly terrain delay profiles with varied doppler frequencies were considered in these simulation results. The additive white Gaussian noise wireless channel is spatially uncorrelated with zero means and unit variance. The channel corresponds to different transmit and receive antennas, which have the same channel statistics. System parameters for the simulation are as shown in table below:
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<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation</td>
<td>BPSK</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>2.4GHz</td>
</tr>
<tr>
<td>Subcarriers</td>
<td>64</td>
</tr>
<tr>
<td>Partial channel state interference</td>
<td>Assumed</td>
</tr>
<tr>
<td>Channel Model</td>
<td>Rayleigh</td>
</tr>
<tr>
<td>Antenna numbers (Tx and Rx)</td>
<td>((2 \times 2, 4 \times 4, 8 \times 8, 12 \times 12, 16 \times 16))</td>
</tr>
<tr>
<td>Training/Payload</td>
<td>300/1000 bits</td>
</tr>
<tr>
<td>Data formation</td>
<td>1000/1300 bits</td>
</tr>
<tr>
<td>Spreading factor (Gain)</td>
<td>32</td>
</tr>
<tr>
<td>Cell Size (Length/width)</td>
<td>50/50m</td>
</tr>
<tr>
<td>Data Transmission period</td>
<td>16ms</td>
</tr>
<tr>
<td>symbol period for antenna</td>
<td>4ms</td>
</tr>
<tr>
<td>Target BER</td>
<td>(10^{-5})</td>
</tr>
</tbody>
</table>

Table 4.1: Simulation Parameters

In the OFDM signal, entire bandwidth of 2.5MHz divided into 64 subchannels was assumed. To make orthogonal to each other, the symbol duration is 204.8\(\mu\)s, from the ISI due to multipath delay spread. BPSK modulation is used in the simulation, each data block contains 1000 bits of information, for example, OFDM with four transmit antennas can transmit four data blocks (4000 bits in total) in parallel, each time slot consists OFDM blocks, with the first block used as training and the following blocks used for data transmission. The described system can transmit 8Mb/s over the 2.50 MHz channel.

4.1.1 Results

A fair comparison is provided, were several system parameters were held at a constraint during the simulations. The achievable bit error rate of the following three cases:

- OFDM SISO systems.
- MIMO-OFDM systems.
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- AMUD MIMO-OFDM systems

were compared using Monte Carlo simulation. Perfect channel state information is assumed. BPSK Modulation and flat fading models were used in the simulation. The configurations parameters that were considered for the OFDM simulation are; 64 subcarrier, 16 symbol time periods and 4 symbol period for antenna configurations \( N_t = N_r = 2, 4, 8, 12 \) and 16.

Figure 4.1 and Figure 4.2 shows the BER versus the SNR in dB of the SISO OFDM, MIMO OFDM and AMUD MIMO OFDM for antenna configurations \( N_t = N_r = 2, 4, 8, 12 \) and \( N_t = N_r = 16 \). The simulation results presented show that at an average BER of \( 10^{-4} \) with the antenna configuration of \( N_t = N_r = 2 \), AMUD MIMO OFDM performs better than other configurations, although there was a crossing in the initial stage which might be due to environmental issues, when the \( N_t = N_r = 4 \), MIMO OFDM perform better to others, however at low SNR less than (5dB), the AMUD MIMO OFDM performance is better than others. As the SNR increases, MIMO OFDM performance appreciates justifying the theory, taking into consideration the principles of the Maximum Ratio Combiner (MRC) on which MIMO operates. With antenna configuration \( 8 \times 8 \), the AMUD MIMO OFDM provides a 2dB SNR gain to the conventional MIMO OFDM as shown in Figure 4.3. At reduced SNR and an increased number of antennas, AMUD MIMO OFDM has slightly better bit error rate to MIMO. This indicates the applicability of the AMUD to the uplink channel where power transmission at the mobile station is a constraint.
Figure 4.1: BER comparison of $2 \times 2$ OFDM MIMO and AMUD OFDM MIMO

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
Figure 4.2: BER comparison of $4 \times 4$ OFDM MIMO and AMUD OFDM MIMO

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
Figure 4.3: BER comparison of $8 \times 8$ OFDM MIMO and AMUD OFDM MIMO

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
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With the higher MIMO $12 \times 12$ antenna configuration, the platform is intended for cooperative joint transmission and detection demonstrations for 3GPP LTE+, but it can also be used for other systems like future evolution of WiMAX and WLAN. The implementation results regarding signal processing performance and bandwidths are promising, it includes channel interpolation by Wiener filtering for each of the 144 transmit-receive antenna pairs, simulation parameters of the $12 \times 12$ configuration is the same with others and estimation of common phase error and SINR per resource block of 12 subcarrier. For parallelization, the computational load is divided into work units of 48 subcarrier covering 1 ms.

Figure 4.4 is the BER comparison of $12 \times 12$ OFDM SISO, OFDM MIMO and AMUD OFDM MIMO has a dB SNR gain, when compared to the conventional MIMO OFDM.
Figure 4.4: BER comparison of $12 \times 12$ OFDM MIMO and AMUD OFDM MIMO

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
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In the higher MIMO $16 \times 16$ antenna configuration, just like in the $12 \times 12$, the platform is intended for cooperative joint transmission and detection demonstrations for 3GPP LTE+, but it can also be used for other systems like future evolution of WIMAX and WLAN. Following the same simulation parameters in the other antenna configurations a similar result to the $12 \times 12$ was achieved with lower SNR. Implementing the algorithm that provides best theoretical channel capacity might not always be feasible due to the computational complexity under real-time operation constraints. The simulation result of $16 \times 16$ provides a 3dB SNR gain by the new technique when compared to the conventional MIMO MOFDM, thus the higher the number of antenna configuration the better the performance.
Figure 4.5: BER comparison of $16 \times 16$ OFDM MIMO and AMUD OFDM MIMO
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The sample rate for a system that uses 20 MHz bandwidth has to be at least 40 MHz with I and Q channel having a resolution of 16 bit each. A 4x4-antenna system requires 256 I/O signals and a total bandwidth of 640 MB/s for either transmit or receive direction. 16 × 16-antenna system requires 1024 I/O signals and 2560 MB/s in either transmit or receive direction.

4.1.2 AMUD Capacity equation

The fundamental issues concerning the performance of adaptive MIMO OFDM systems and the behavior of the channel across frequency was considered. Focusing on wideband channel variations in the frequency domain, we have considered both outage and data rate metrics and derived exact results for their means and variances.

As i have stated earlier, MIMO systems consist of transmit and receive antennas, it is considered a network with transmission paths connecting each input to output.

Thus the capacity formula for this proposed scheme is as stated below [20] and the simulation of channel capacity is as shown in Figure 4.6 based on the assumption that the channel matrix which consists of independent and identically distributed (iid) Rayleigh fading coefficients shows that the proposed technology sum rate capacity in Figure 4.6 is very close to MIMO capacity upper bound. The capacity formula for adaptive multiuser detection by [20] is as follows:

$$ C = \log \left( \frac{1}{\sigma^2} \right) $$

(4.1)

The simulation result in Figure 4.6, is the sum rate capacity comparative results of the AMUD MIMO OFDM, MIMO OFDM and SISO OFDM schemes in bits/second/Hz, with the AMUD MIMO OFDM very close to MIMO capacity upper bound. The theoretical upper bound of MIMO system by Emre Telatar shows that the channel capacity (a theoretical upper bound on system throughput) for a MIMO system is increased as the number of antennas is increased, which is proportional to the minimum number of transmit and receive antennas. The case where the numbers of antennas at all the transmitters and receivers are equal. The SNR parameters play a key role in the upper bound and the lower bound.
Figure 4.6: Information Capacity Comparison

1. OFDM SISO - Sum rate capacity
2. OFDM MIMO - Sum rate capacity
3. AMUD OFDM MIMO - Sum rate capacity
The achievable bit error rate of the following three cases (OFDM MIMO, OFDM SISO and AMUD OFDM MIMO) were compared using different antenna configurations, BPSK Modulation and flat fading channel models were used in the simulation. The results achieved shows that, as the SNR increases, MIMO OFDM performance appreciates justifying the theory, taking into consideration the principles of the Maximum Ratio Combiner (MRC) on which MIMO operates.

At reduced SNR and an increased number of antennas, AMUD MIMO OFDM has a better bit error rate to MIMO OFDM. This indicates the applicability of the AMUD OFDM MIMO to the uplink channel where power transmission at the mobile station is a constraint. The sum rate capacity comparative results of the AMUD MIMO OFDM, MIMO OFDM and SISO OFDM schemes in bits/second/Hz, shows that the AMUD MIMO OFDM sum rate capacity is very close to MIMO theoretical capacity upper bound. The results achieved shows that as the number of antenna increases, the new technique achieves a better performance result in BER and capacity.
Chapter 5

Information Capacity of the Communications Systems with Adaptive MMSE Receivers and MMSE DFE
The introduction of mobile internet multimedia services (video and audio), compounded by increased demand for the existing mobile phone services, will require significantly increased information capacity from the mobile networks of the future. The information capacity of fixed (as opposed to mobile) communications has been increased rapidly by technological advances in the area of optical fiber communications and wireless. In mobile communications, the dominant physical carrier of information are still radio-waves, and there is a limited frequency spectrum available for mobile communications. There is a clear need to use available frequency spectra as efficiently as possible.

Implementation of adaptive antenna arrays (multisensor receivers) in cellular mobile communications has been considered by many authors as a promising way of increasing the information capacity of cellular mobile communication systems [70][71][72][73].

In [74] a zero forcing equalization approach is used to separate users of interest from Multiple Access Interference (MAI) based on different multipath-multiangle signal propagation for different users caused by different mobile terminal spatial positions. The presence of the thermal Gaussian noise is neglected for the sake of the analysis clarity. If the N-element antenna array is used, it is shown [74] that it is possible to accommodate N - 1 (times) more users in the cellular uplink system in comparison to the omnidirectional base-station antenna system. The exact quantitative analysis of the system information theoretic capacity was not considered.

The performance of adaptive equalizers suppressing ISI is given by the output minimum mean square error (MMSE). In section 5.1.3 the output MMSE is given for the optimum (Wiener solution) linear and decision feedback equalizer, $\varepsilon_{\text{opt}}$ (5.17)

$$
\varepsilon_{\text{opt}} = 1 - h^H F_u^{-1} h.
$$

(5.1)

Where $h$ is the channel impulse response, and $F_u$ is the channel correlation matrix which depends on the input signal to noise ratio and the channel impulse response.
Explanations and derivations are found in the section 5.3. The loss due to the adaptive nature of the receiver implementing the Least Mean Square (LMS) algorithm, provided that the algorithm had enough time to converge to its steady state, is given in section 5.3 by equation (5.47) [5].

\[
\varepsilon(\infty) = \frac{\varepsilon_{opt}}{1 - \sum_{i=1}^{2M+1} \alpha \lambda_i / (2 - \alpha \lambda_i)} \tag{5.2}
\]

Where \(\alpha\) is the LMS algorithm step size and \(\lambda_i\) are the eigenvalues of the channel autocorrelation matrix. It should be noted that occasions may arise where the LMS algorithm has not converged to its steady state. Cases like this will be subject of future study[60]. The next analytical step is linking information capacity \(C\) of a system with MMSE receivers with the output MMSE in general and with reference to the result of equation (5.47). The capacity in terms of the output MMSE is given by equation (5.23) [4]

\[
C = \frac{1}{2} \log \frac{1}{\varepsilon} \tag{5.3}
\]

where \(\varepsilon\) is the output MMSE and the capacity \(C\) is the maximum data rate achievable with vanishingly small probability of error. The result on information capacity requires specific optimum modulation format. The symbol probability distribution should be Gaussian with infinite alphabet providing maximum input signal entropy for a given average power limitation, and then the optimum channel coding scheme (turbo coding) is being used. None of these are satisfied in the system of interest. The modulation scheme is 8 PAM [7][75] where three bits of information are mapped into the output symbol alphabets consisting of 8 equidistant amplitude levels. Since the modulation format is defined then a tighter upper limit for the capacity in terms of the output of MMSE is found, which is called the cutoff rate \(R_0\).

5.1.1 System Model

The signal in additive white Gaussian noise may be expressed as

\[
y_{t} = \sum_{i=M}^{M} a(i) h(t - iT) + n(t) \tag{5.4}
\]
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Where a(i) is the ith symbol, ht is the channel response, T is the inverse symbol rate and n(t) = \sigma \omega(t) where \omega(t) is normalized white Gaussian noise. The discrete time received sample vector y of equation (5.4) at time n, over a running window of length (2p + 1), can be expressed in a matrix form:

\[ y(n) = H a(n) + n(n) \] (5.5)

where H is the Toeplitz matrix obtained from the channel impulse response in order to present convolution as matrix multiplication. Symbols during that window period, n(n) is AWGN with covariance En(n)nH(n) = \sigma^2 I. The receiver structure consists of an adaptive symbol spaced finite impulse response (FIR) filter.

5.1.2 Information Capacity of a System With ISI

As a benchmark it is illustrative to find the capacity of channel with ISI [32][76]. The T- spaced received sample vector y(n) of length N at time n, is y(n) = Hb(n) + n(n), where the matrix H contains the symbol spaced channel response. Then the capacity formula of the channel is given by

\[ C = \frac{1}{2} \log \left| I + \frac{HH^H}{\sigma^2} \right| = \sum_{n=1}^{N} \log \left( 1 + \frac{\lambda_n}{\sigma^2} \right) \] (5.6)

where \lambda_n, n, .....N, are the eignevalue of the matrix HH^H. The non zero eigenvalues HH^H are also to the non zero eigenvalues H^H H.

5.1.3 MMSE Optimum (Wiener Solution)

The mean square error for the symbol b(n) at time instant n is

\[ \varepsilon = E\{|e(n)|^2\} = E\{|a(n) - \hat{a}(n)|^2\} \] (5.7)

Although the transient behavior of e(n) is important from the application point of view, we do not discuss the transient behavior for a while, and the variable n will be omitted. The symbol estimate \hat{a} is obtained as \hat{a} = f^H y - d^H a_D. Then the MSE from equation (5.7) can be represented in the following form:

\[ \varepsilon = E\{|f^H (Ha + n) - d^H a_D - a|^2\} \] (5.8)
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By substituting equation (5.41) into equation (5.8), we get:

\[ \varepsilon = E(\| f^H (H a_U + n) - (d^H - f^H H) a_D - a \|^2) \] (5.9)

After performing the indicated expectation the MSE becomes:

\[ \varepsilon = f^H F_U f - (f^H h + h^H f) + 1 + Q_D \] (5.10)

Where \( h = E\{a y\} \) is the physical representation associated with \( a \), equal in shape to the channel response. Without loss of generality we assume \( h^H h = 1 \). The channel gain is normalized to 1. Channel Correlation matrix \( F_U \) is given by:

\[ F_U = H E\{a_U a_U^H\} H^H + \sigma^2 I = H_U H_U^H + \sigma^2 I \] (5.11)

\( Q_D \) in Eq. (5.10) is a quadratic form defined by:

\[ Q_D = (d^H - f^H H) E\{a_D a_D^H\} (d^H - f^H H)^H \]
\[ = (d^H - f^H H_D) (d^H - f^H H_D) \] (5.12)

Note that \( E\{a_D a_D^H\} \) is an identity matrix. The equation defining the optimum receiver coefficient can be obtained from (5.10) by minimizing the MSE. Since \( Q_D \) is in a quadratic form, its minimum value will be 0. Setting

\[ Q_D = 0 \] (5.13)

and taking derivatives of

\[ \varepsilon = f^H F_U f - (f^H h + h^H f) + 1 \] (5.14)

we get the equation for the optimum linear FIR filter coefficient in the form:

\[ F_U f_{opt} = h \] (5.15)

By solving \( f_{opt} \) from equation (5.15) and substituting it into equation (5.13) we get the tentative decision aided coefficient sequence in the form:

\[ d_{opt} = H_D^H f_{opt} \] (5.16)
The MMSE is then
\[ \epsilon_{opt} = 1 - \mathbf{h}^H \mathbf{f}_{opt} = 1 - \mathbf{h}^H \mathbf{F}_U^{-1} \mathbf{h}. \quad (5.17) \]
Equations (5.15), (5.16) and (5.17) define the optimum coefficient sequences \( \mathbf{f}_{opt}, \mathbf{d}_{opt} \) and the MMSE \( \epsilon_{opt} \), for a general adaptive receiver structure under the condition that the matrix \( \mathbf{F}_u \) is the time invariant [69][6][35].

For illustration purposes an equalizer with no ISI will be analyzed. It looks at first glance that there is little sense in analyzing an adaptive equalizer for the channel with ISI because the presence of ISI was the reason to introduce an equalizer in the first place. It should be mentioned here that an adaptive receiver (in this case called equalizer) plays a much wider role than the ISI elimination. Such roles are:

- Fine (AGC) Automatic Gain Control (besides a separate coarse system)
- Fine timing control (especially fractionally spaced equalizers)
- Carrier phase compensation.

5.1.4 Matched Filter Example

It is shown that in the absence of ISI the MMSE filter becomes the matched filter (MF). We start from equation (5.15),
\[ \mathbf{f}_{opt} = \mathbf{F}_U^{-1} \mathbf{h} \quad (5.18) \]
But since there is no ISI matrix, \( \mathbf{F}_U \) becomes:
\[ \mathbf{F}_U = \mathbf{h} \mathbf{h}^H + \sigma^2 \mathbf{I} \quad (5.19) \]
With the matrix inversion lemma applied we have:
\[ \mathbf{F}_U^{-1} = \frac{\mathbf{I}}{\sigma^2} - \frac{\mathbf{h} \mathbf{h}^H}{\sigma^2(\sigma^2 + 1)} \quad (5.20) \]
Then
\[ \mathbf{f}_{opt} = \frac{\mathbf{h}}{\sigma^2 + 1} = \eta \mathbf{h} \quad (5.21) \]
Where \( \eta = \frac{1}{\sigma^2 + 1} \) is the gain factor of the matched filter. Thus, in the absence of ISI the MMSE filter becomes the matched filter (MF). The output MMSE becomes
\[ \epsilon_{MF} = 1 - \mathbf{h}^H \mathbf{f}_{opt} = \frac{\sigma^2}{1 + \sigma^2} \quad (5.22) \]
5.2 Information Capacity of a System With MMSE Receiver

The key part of this section is the following proposition. Proposition: The maximum mutual information over probability distribution of \( a \), called information capacity, \([32][77][33]\) of the channel with the optimum MMSE filter is given by:

\[
C = I_{\text{max}}(a; \hat{a}) = \log \frac{E(a^2)}{E(e^2)} = \frac{1}{2} \log \frac{1}{\varepsilon} 
\]

where \( \varepsilon \) is the average minimum mean square error. The received signal \( y \) contains information about \( a \) which is fed into linear digital adaptive FIR filter with coefficients \( f_{\text{opt}} \). The output of the filter is the sequence of symbols \( \hat{a} \). Symbols \( \hat{a} \) are optimum MMSE estimates of the transmitted symbols \( a \). That is the coefficients \( c_{\text{opt}} \) are chosen such that \( \varepsilon^2 = E\{|\hat{a}_1 - a|^2\} \) is minimum. Eq. (5.7).

In \([64]\) Lemma: The mean square estimation orthogonality principle with adjusted notation for the purpose of this research work, states: If the vector of coefficients \( c_{\text{opt}} \) is chosen to maximize the mean squared error \( E\{|\hat{a} - a|^2\} \), then the error signal \( (\hat{a} - a) \) is orthogonal to the symbol estimate \( \hat{a} \), in the following sense.

\[
E\{(\hat{a} - a)\hat{a}^2\} = 0 
\]

Comment; If \( a \), including other symbols from \( a \) are zero mean Gaussian, then:

a) \( \hat{a} \) which is zero mean Gaussian, since it is a linear combination of zero mean Gaussian variables, which are the components of the vector \( a \) and the AWGN of \( n \).

b) \( (\hat{a} - a) \) is also a zero mean Gaussian.

Because \( \hat{a} \) and \( (\hat{a} - a) \) are zero mean Gaussian and orthogonal, they are mutually independent.

In \([33]\) Lemma 2; Let \( p(a) \) be one dimensional distribution. The form of \( p(a) \) giving by the maximum entropy subject to the condition that the standard deviation of \( a \) can be fixed at \( \sigma a \) which is Gaussian with the entropy \( H(a) = \log \sqrt{2\pi e \sigma a} \). In \([64]\) Lemma 3; for two independent \( r.v \) \( \alpha \) and \( \beta \) the following is true:

\[
H(\alpha/\beta) = H(\alpha) 
\]

Knowing \( \beta \) does not change average uncertainty (information) about \( \alpha \), where the uncertainty is measured by the entropy (\( H(.) \)).
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Lemma 4. For any two r.v \( \alpha \) and \( \beta \),

\[
H(\alpha, \beta/\beta) = H(\alpha/\beta) \quad (5.26)
\]

The entropy \( H(\alpha/\beta) \), of \( \alpha \) when \( \beta \) is known, it will not change if \( \beta \) is added to the list of "unknown" variables. In other words adding known to the list of uncertain facts does not increase uncertainty.

The proof of proposition 1 consists of several steps invoking Lemma 1 to 4. The information about \( a \) when \( \hat{a} \) is known, is given by:

\[
I(a; \hat{a}) = H(a) - H(a/\hat{a}) \quad (5.27)
\]

Since \( H(a/\hat{a}) = H(a - \hat{a}/\hat{a}) \) from Lemma 4, then,

\[
I(a; \hat{a}) = H(a) - H(a - \hat{a}/\hat{a}) \quad (5.28)
\]

Since \( \hat{a} \) and \((\hat{a} - a)\) are mutually independent and Gaussian (Lemma 3.) then,

\[
I_{\text{max}}(a; \hat{a}) = H(a) - H(a - \hat{a}) = \frac{1}{2} \log \sigma^2_a - \frac{1}{2} \log \text{E}(n^2_e) \quad (5.29)
\]

\[
C = I_{\text{max}}(a; \hat{a}) = \frac{1}{2} \log \frac{1}{\varepsilon} \quad (5.30)
\]

where signal power is normalized, \( \sigma^2_a = 1 \) and \( \text{E}(n^2_e) = \varepsilon \). Observe that (5.30) has been derived under the general set of assumptions. It is noted that the assumption of stationarity is not an explicit or implicit condition to arrive at equation (5.30).

Since the capacity could be formerly expressed in terms of the output signal to noise ratio (SNR),

\[
C = \frac{1}{2} \log (1 + \text{SNR}) \quad (5.31)
\]

Then

\[
\text{SNR} = \frac{1}{\varepsilon} - 1 \quad (5.32)
\]

Compare Eq. in [78]

5.2.1 Matched Filter Example Revisited

Equation (5.22) shows that in the absence of ISI the MMSE filter becomes MF and the quantitative measure for the output MMSE of the matched filter was given as:

\[
\varepsilon_{MF} = \frac{\alpha^2}{1 + \sigma^2} \quad (5.33)
\]
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Then by using equation (5.30), the capacity of a power limited channel with the average signal power 1, and average noise power $\sigma^2$ where the information detection takes place after the matched filter becomes:

$$C_{MF} = \frac{1}{2} \log \left( 1 + \frac{1}{\sigma^2} \right)$$  \hfill (5.34)

5.2.2 Adaptive MMSE Receivers

The linear MMSE equalizer is considered as a special case of the Decision Feedback Equalization (DFE) when all decision feedback coefficients are equal to zero. The output of MMSE filter at the nth symbol interval is

$$b(n) = \sum_{m=-P}^{P} f(m)y_k(nT - mT)$$  \hfill (5.35)

where $f(m)$ are the adaptive filters coefficients, $T$ is the symbol interval. The total number of adaptive equalizer coefficients is $(2p + 1)$. The symbol estimate $\hat{a}(n)$ is obtained as:

$$\hat{a}(n) = b(n) - d^H(n)a_D(n)$$  \hfill (5.36)

where $d(n)$ is a vector of decision aided coefficient sequences, defined as,

$$d(n) = [d_1, d_2, ..., d_k]^T.$$  \hfill (5.37)

The elements of $d(n)$ represent the weighting coefficients which multiply the respective known symbols. The vector $a_D(n)$ contains symbols known to the receiver with unknown symbols set to zero. It is defined as:

$$a_D(n) = [a(n+1), a(n+2), ..., a(n+K)]^T$$  \hfill (5.38)

The coefficients of $d(n)$ and $f(n)$ are obtained adaptively during a training period. After the training period, the coefficients $d(n)$ and $f(n)$ can be kept during data detection. Alternatively, in a decision directed mode, these coefficients can be updated by tentative decisions [4][8].
5.2.3 LMS Adaptive Algorithm

The following steps correspond to the LMS algorithm as stated in [4]:

\[ f(n+1) = f(n) + \alpha_1 e^*(n)y(n) \]  \hspace{2cm} (5.39)

\[ d(n+1) = d(n) - \alpha_2 e^*(n)a_D(n) \]  \hspace{2cm} (5.40)

for \( n = 0, 1, 2, \ldots \), where \( f(n) \) is the linear filter coefficient sequence and \( d(n) \) is the decision aided coefficient sequence, both at the \( n^{th} \) symbol iteration, and \( (e)^* \) denotes conjugation, \( \alpha_1 \) and \( \alpha_2 \) being step sizes. Similarly, the Recursive Least Square (RLS) algorithm can also be used to provide faster convergence. The coefficients are updated once every symbol interval [60][4].

5.2.4 Training of the Adaptive MMSE Receiver

In order to simplify derivations, the symbol powers are normalized to 1, \( \mathbf{E}a(n)a^H(n) = I \). The vector is expressed as:

\[ \mathbf{a}(n) = \mathbf{a}_D(n) + \mathbf{a}_U(n) \]  \hspace{2cm} (5.41)

where \( \mathbf{a}_D(n) \) contains known symbols and \( \mathbf{a}_U(n) \) contains unknown symbols. Accordingly, the channel matrix \( \mathbf{H} \) is split into two parts \( \mathbf{H} = \mathbf{H}_D + \mathbf{H}_U \), where \( \mathbf{H}_D \) consists of channel responses corresponding to symbols in \( \mathbf{a}_D(n) \) and the \( \mathbf{H}_U \) correspond to the symbol in \( \mathbf{a}_U(n) \). The filter coefficients are obtained by minimizing the MSE, \( \mathbf{E}[|e|^2] \), where \( e(n) = a(n) - \hat{a}(n) \), \( \hat{a}(n) = f^H(n)y(n) - d^H(n)a_D \). There is a range of adaptive algorithms offering simple adaptive solutions [8] to obtain the optimal coefficients \( \mathbf{d} \) and \( \mathbf{f} \).

5.3 Channel Capacity Loss due to Imperfect Estimation

The analytic and experimental results on the convergence rate for the LMS and other types of adaptive algorithms are given in [8] and references therein, in consideration of the channel capacity loss due to imperfect channel estimations by the LMS Adaptive Algorithm and the Excess MMSE. We present only a brief discussion
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on the convergence conditions and rate for the adaptive algorithm of the adaptive linear equalizer and concentrate on the properties relevant to the increase in the MMSE in comparison to the Wiener solution given by equation (5.17).

The mean squared error $\varepsilon(n)$ converges to a steady-state value denoted by $\varepsilon(\infty)$, if and only if, the step size parameter $\alpha$ satisfies the following two conditions [8]. Condition 1:

$$0 < \alpha < \frac{2}{\lambda_{\text{max}}}$$ (5.42)

Condition 2:

$$\sum_{i=1}^{2M+1} \frac{\alpha \lambda_i}{2 - \alpha \lambda_i} < 1$$ (5.43)

Where $\lambda_i$ are the eigenvalues of the channel correlation matrix $F_U$, and $2M + 1$ is the number of filter coefficients; $\lambda_{\text{max}}$ is the largest eigenvalue of $F_U$. When these two conditions are satisfied, the LMS algorithm is convergent in the means square. When the two conditions above are satisfied, the LMS algorithm becomes convergent in the means square. If condition 1 is satisfied, then condition 2 can be replaced by a weaker form:

$$\sum_{i=1}^{2M+1} \frac{\alpha \lambda_i}{2} < \sum_{i=1}^{2M+1} \frac{\alpha \lambda_i}{2 - \alpha \lambda_i} < 1$$ (5.44)

Eq.(5.44) can be written as

$$\alpha < \frac{2}{\sum_{i=1}^{2M+1} \lambda_i} = \frac{2}{P_t}$$ (5.45)

since from [8],

$$\sum_{i=1}^{2M+1} \lambda_i = \text{tr}(F_U) = P_t$$ (5.46)

Where $P_t$ is the total input power. Eq.(5.45) shows that the convergence speed of the adaptive algorithm is limited by the total received signal power contained in the receiver observation vector. If the time span of the received signal is larger, the convergence rate of the LMS algorithm decreases, under the condition that other parameters are equal. An additional convergence speed reduction occurs when there is a significant ISI caused by uneven amplitude transfer characteristics of the channel, with possible deep attenuation in certain ranges of the channel frequency band. Better results, in some cases of interest, could be achieved by faster adaptive
Eq. (5.47) shows that the steady state error is proportional to the number of eigenvalues. The convergence speed is an important parameter since it determines the multipath fading rate (channel time variations) that can be handled successfully. What MMSE can be achieved by given adaptive convergence speed is determined by the existing training sequence length as well. By knowing the MMSE, then the ultimate system information capacity can be obtained based on the results in the next section.

5.3.1 Adaptive modulation with constant power and MMSE-DFE equalizer

In this section, we propose and investigate a modulation switching protocol based on the SNR at the equalizer output with an unbiased decision rule. In fact, it was shown in [79] that the channel capacity, for any ISI channel, depends on the optimized SNR at the unbiased MMSE-DFE equalizer output. Cioffi et al in [79] affirm that the best limit on the achievable data rate is determined by the SNR-DFE, U and is independent of any other parameter. The relationship between channel capacity and the SNR-DFE, U is given by

\[
\log \frac{1}{\varepsilon_{MMSE-DFE}} = \int_0^W \log \left[ \frac{S_a(f)}{N_0} \left| S_{hh}(f) \right|^2 + 1 \right] df
\]  

(5.48)

5.4 MMSE-DFE Capacity Comparison

The equation (5.17) is the result for the DFE MMSE in time discrete domain. The equation could be used to calculate the information capacity achievable by DFE receiver and it could be shown that the ideal MSE-DFE is the information capacity achievable (canonical) device [80]. For the sake of comparison with multicarrier modulation, where the frequency representation is used, it is more appropriate to
use the expression for DFE MMSE in [80][81][79].

\[
\log \frac{1}{\varepsilon_{\text{MMSE-DFE}}} = \int_0^W \log \left[ \frac{S_a(f)}{N_0} |S_{hh}(f)|^2 + 1 \right] df 
\] (5.49)

where \( S_a(f) \) is the average symbol power spectral density, \( (S_a(f) = 1) \) in our case. In general, \( S_a(f) = 1 \) does not have to be a constant. However, if the symbol sequence is uncorrelated then \( (S_a(f) = 1) \) is constant and without loss of generality it can be assumed to be 1. AWGN spectral density is denoted by \( N_0 \) and \( S_h(f) \) is the fourier transform of the channel response h autocorrelation function.

\[
C_{\text{MMSE-DFE}} = \int_0^W \log \left( 1 + \frac{S_h(f)^2}{N_0} \right) df 
\] (5.50)

5.4.1 Simulation results

The computer simulation presented in [7] for classical adaptive combining, the step size is usually very small or according to the power of received signal and Wiener solution, however the inverse variance factor in step size tends to produce accurate weight estimate. Adaptive filter convergence involves signal to noise ratio which was analyzed mathematical by Wiener’s filter solution. The average mean square error performance of classical LMS, were presented by the LMS and RLS algorithms in Gaussian channel and the convergence of LMS and RLS algorithm are very fast. In the simulation, 50 to 60 bits iterations are enough for steady state of adaptive combining. However the equations stated in the graph legend is used to demonstrate to generate it in mat-lab and the convergence of RLS algorithm is faster than proposed LMS algorithms. The noise variance are unity, therefore, the performance is equal and the convergence of proposed LMS algorithm is close to that of the RLS.

The classical scheme converge into steady state by requiring very long training for a more accurate and better convergence. Equation (5.49) is the Shannon capacity formula with average power constraint [7]. The developed tool analyzes the capacity performance of MMSE estimation and the adaptive filter in a two channel environment.
Figure 5.1: Information Capacity comparison

1. MF Theory (5.22)
2. Shannon Capacity Theory (5.6).
3. MF simulated (5.34)
4. Adaptive simulated (5.23, 5.30)
Figure 5.2: Information Capacity comparison

1. Adaptive filter LMS
2. MF simulated (5.22)
3. Adaptive simulated RLS (5.23, 5.30)
4. Shannon Capacity theory (5.6)
Figure 5.1 shows the theoretical capacity results of Shannon and the match filter overlapping. The simulated result for the BPSK benchmark of the matched filter and adaptive filter in a Gaussian channel indicates that the performance of the adaptive algorithm for the AWGN channel is equal to that of the MF of the same channel. The adaptive filter works better for that channel by employing the Least mean square (LMS) algorithm.

Figure 5.2 shows that the theoretical capacity results of Shannon and the match filter overlaps, BPSK modulation was used in both MF and the adaptive filter in a flat fading Raleigh channel, using least mean square (LMS) algorithm and the result obtained is poor due to the Raleigh channel. Introducing the RLS to the system, improves the performance as compared to the match filter which is used as a good reference to measure the performance of adaptive filter’s algorithms, see Figure 5.3. As we have stated earlier, MIMO systems consist of transmit and receive antennas, it is considered a network with transmission paths connecting each input to output.
Figure 5.3: Information Capacity comparison

1. MF simulated (5.22)
2. Adaptive filter LMS
3. Adaptive simulated RLS (5.23, 5.30)
4. Shannon Capacity theory (5.6)
5. Matched Filter theory (5.22)
A mathematical analysis and simulation results to estimate the quality of digital communication systems was achieved. However, more fundamental measure is the maximum information rate at which the communication is possible with vanishingly small error called information channel capacity. Due to uncertainty, as proved by shannon, an adaptive system is employed to eliminate excess error. The capacity of a channel with intersymbol interference (ISI) and minimum mean square error (MMSE) receiver, with error due to small capacity lose, was achieved by adaptive system in exchange for easy implementation.
Chapter 6

Adaptive Information Capacity of Mobile Communication Systems with MMSE DFE and OFDM Receivers
The information channel capacity is a fundamental measure of estimating the quality of a digital communication channel with vanishingly small probability of bit error, showing that the capacity of a stationary channel with inter-symbol interference (ISI) is achievable by both the single carrier modulation with ideal MMSE-DFE receiver and multi-carrier modulation over narrow sub-channels with OFDM receivers.

The input-output mutual information is an indicator of how much coded information can be pumped through a channel reliably given a certain input signaling, whereas the MMSE measures how accurately each individual input sample can be recovered using the channel output. Interestingly, the strong relevance of mutual information to estimation and filtering is by providing a non-coding operational characteristic for mutual information [32] [82]. The input-output mutual information can be expressed as a time-integral of the causal MMSE. This also points to a simple proof of the result that Gaussian inputs achieve capacity by observing that the linear estimation upper bound for MMSE is achieved for Gaussian inputs [83].

IEEE 802.11 wireless Local Area Network standards employ OFDM, which offers high spectral efficiency and superior tolerance to multipath fading. In OFDM, the computationally efficient Fast Fourier Transform [10] is used to transmit data in parallel over a large number of orthogonal subcarrier which is maintained in a frequency selective fading channel [11].

This work introduces a new technique AMUD in cellular mobile communications has been considered by many authors [4][60]as a promising way of increasing the information capacity of cellular mobile communication systems to improve the performance of the equalizer, feedback error elimination by forward error correction and in designing the equalizer with a minimum mean square error (MMSE) criterion. The time domain DFE allows the elimination of inter-symbol interference (ISI) based on previous decisions and thus improves performance over linear equalization. It will explicitly assume the feed-forward equalization in the frequency domain, which enables a low complexity solution.
6.1.1 System Model

The signal in additive Gaussian noise may be expressed as

\[ y_t = \sum_{i=-M}^{M} a(i)h(t - iT) + N(t) \]  \hspace{1cm} (6.1)

where \(a(i)\) is the \(i\)th symbol, \(h(t)\) is the channel response, \(T\) is the inverse symbol rate and \(N(t) = \sigma w(t)\), where \(w(t)\) is normalized white Gaussian noise.

The discrete time received sample vector \(y(t)\) of equation (6.1) at time \(n\), over a running window of length \((2p+1)\), can be expressed in a matrix form:

\[ y(n) = Ha(n) + n(n) \]  \hspace{1cm} (6.2)

where \(H\) is Toeplitz matrix obtained from the channel impulse response in order to present convolution as matrix multiplication. The vector \(a(n)\) contains the transmitted symbols during that window period, \(n(n)\) is AWGN with covariance \(E\{n(n)n^H\} = \sigma^2 I\).

6.1.2 Decision Feedback Equalization (DFE)

The decision feedback equalization [7] consists of two filters, a feedforward and feedback filter. The diagram below shows both the feedforward and feedback taps spaced at symbol interval \(T\). The feedforward is identical to a linear transversal equalizer while the feedback has its input sequence of decision on previously detected symbol.

The feedforward and feedback filters have an infinite duration impulse response, which shows that the optimum feedforward filter in a zero forcing DFE is the whitened match filter. The feedbacks are simply related to the filter coefficient. We can apply MSE criteria to optimize the coefficient of the filters.

\[ I_k = \sum_{j=k_1}^{0} c_j v_{k-j} + \sum_{j=1}^{k^2} c_j I_{k-j} - j \]  \hspace{1cm} (6.3)

where \(I_k\) is the estimate of the \(k_{th}\) information symbol \(c_j\) tap coefficient of filters \([I_k, ..., I_k - k^2]\) are the detected symbols. In feedforward, the equalizer is assumed
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1. $I_k$: Symbol estimate
2. $V_k$: Input from match filter
3. $I'_k$: Output

to have $[k_1 + 1]$ taps and $k_2$ is the feedback. DFE is classed non linear because of previously detected symbols $\hat{I}_k$. Considering MSE criterion:

$$j(k_1, k_2) = E|I_k - \hat{I}_k|^2$$  

(6.4)

this will form a set of linear equations

$$\sum_{j=-k_1}^{0} \psi_{lj} c_j = f^*_{-1}, \ l = -k_1, ..., -1, 0$$  

(6.5)

where

$$\psi_{lj} = \sum_{m=0}^{-1} f m^* f m + l - j + N_0 \delta_{lj}, \ L_{ij} = -k_1, ..., -1, 0$$  

(6.6)

The coefficients of the feedback filters from the equalizers are given by the intersymbol interference from the previously detected symbols.

$$c_k = \sum_{j=k_1}^{0} c_j f_k - j, \ k = 1, 2...k_2$$  

(6.7)

6.2 MMSE DFE

The discrete-time Gaussian channel is considered with inter-symbol interference (ISI). Under the assumption of perfect feedback, an information-theoretic derivation
of the minimum mean-squared error (MMSE) decision-feedback equalizer (DFE) is presented. Whereas previous works have used information theory to analyze the zero-forcing and MMSE DFE structures, this work derives the MMSE DFE directly by means of information-lossless projections applied to the average mutual information of the Gaussian ISI channel. Specifically, the perfect-feedback MMSE DFE works by performing an information-lossless conversion of the ISI channel, which must be viewed in a sequence-wise manner, into a sequence of input-output pairs that must be viewed symbol-wise. With ideal interleaving, the latter can also be viewed as a memoryless Gaussian channel. This equivalence resolves the paradoxical result that perfect post-cursor ISI cancelation is in general an information-increasing operation. We find that it is not perfect cancelation that increases the mutual information, but rather the mathematically inconsistent assumption that the perfect-feedback MMSE DFE can be viewed as a sequence-wise channel with memory. In consideration of the model above, the time inter symbol interference channel where the output of the channel at the $k^{th}$ time instance is given as in equation (6.1)

$$y_k = \sum_{j=-\infty}^{\infty} a_j x_k + n_k$$ (6.8)

Input sequence $x_k$ and noise sequence $n_k$ are both complex-valued, zero-mean wide-sense stationary (WSS) processes that are statistically independent of each other. Moreover, the noise sequence is assumed to be circularly symmetric and Gaussian. The sequence $a_k$ is assumed to be in $l_2$, i.e, $\sum_{k}^{\infty} |a_k|^2 < \infty$, so the output $y_k$ is also WSS. The naturally context of quadrature amplitude modulation (QAM) signaling over a time-dispersive Gaussian channel when the received signal is processed by a matched filter and sampled at the symbol rate $[84][85]$. In facilitation $z$-transform is introduced to present a convolution operation. Thus for any sequence $h_k$, stochastic or deterministic, we write that:

$$h_z = \sum_{k=-\infty}^{\infty} h_k z^{-k}$$ (6.9)

This will allow ISI in (6.8) to be expressed as:

$$y_z = a(z)x(z) + n(z)$$ (6.10)
x(z), n(z), and y(z) do not exist as true z-transforms, but since \( x_k, n_k, \) and \( y_k \) are WSS processes, their auto and cross correlation possess z transforms. For example, if we let \( R_{xy}(k) = E[x_1 + ky_1] \), then the cross spectrum of x(z) and y(z) is given by:

\[
S_{xy}(z) = \sum_{k=-\infty}^{\infty} R_{xy}(k) z^{-k}
\]

(6.11)
in that sense we can deduce that:

\[
S_y(z) = a(z)S_x(z)a^*(\frac{1}{z^*}) + S_n(z)
\]

(6.12)

\[
S_{yx}(z) = a(z)S_x(z)
\]

(6.13)

where \( x(z) \) and \( n(z) \) are independent. we use \( a^*(\frac{1}{z^*}) \) to represent \( \sum_{k=-\infty}^{\infty} a_k^* z^k \). The average mutual information of the ISI channel, which we denote by \((I(x(z);y(z)))\), is given by \([86][87][88]\).

\[
I(x(z);y(z)) = \lim_{N \to \infty} \frac{1}{N} I(x_1^N, y_1^N)
\]

(6.14)

Using the notation \( I(x_1^N, y_1^N) = I(x_1, x_2, ..., x_N; y_1, y_2, ..., y_N) \) with the function \( I(\cdot;\cdot) \) denoting mutual information. If we are given that \( E[|x_k|^2] = p \), then it is well known that the particular input process \( x_k \) that maximizes the average mutual information is a Gaussian process \([86]\). The spectrum \( S_x(z) \) that maximizes the average mutual information is a function of both the channel \( a(z) \) and the noise spectrum \( S_n(z) \), and it is determined by means of the so-called water filling procedure. Thus, we will assume hereafter that \( x_k \) is a Gaussian process. This being the case, it is known that:

\[
I(x(z);y(z)) = \int_{-\pi}^{\pi} \log \frac{S_y(e^{j\theta})}{S_n(e^{j\theta})} d\theta
\]

(6.15)
in nats per two dimensions, since the symbols are complex valued. In the sections that follow. The properties are incorporated in Section 6.4 while deriving the MMSE DFE directly from I(x(z); y(z)). This approach is in contrast to previous works that have started with various DFE structures and then analyzed them in an information-theoretic context \([89][90][91][92]\).

The MMSE DFE receiver essentially converts the ISI channel into a sequence of input-output pairs that must be viewed symbol wise; with ideal interleaving,
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this can be viewed as a memoryless Gaussian channel. This conversion is achieved by means of information-lossless projections that yield a set of sufficient statistics. Additionally, we are able to resolve the paradoxical idea that perfect feedback in an MMSE DFE receiver structure can actually lead to a fictitious increase in mutual information. This idea is reported and discussed in [89],[91],[92]. For perfect post-cursor ISI cancelation to be information increasing, the effective channel yielded by the MMSE DFE receiver must be viewed as a sequence-wise channel with memory, something our derivation shows is mathematically inconsistent. This resolution allows us to state a new converse to the coding theorem for the perfect-feedback MMSE DFE receiver system.

6.2.1 Mutual information between Gaussian processes

The mutual information between Gaussian random variables and some of the results to review are well known, but others are not [85]. Let Lemma 1: Let \( X = x_k e_g \), \( Y = y_k e_\rho \), \( Z = z_k e_\beta \), and \( (X;Y;Z) \) each be a set of jointly Gaussian zero-mean random variables with the sets \( g, \rho, \beta \) being arbitrary. Then the conditional mutual information.

\[
I(X;Y/Z) = I((E - \Pi_z)(X);(E - \Pi_z)(Y))
\] (6.16)

where \( E \) is the identity operator and \( \Pi \) denotes the operator that orthogonally projects on to \( Z \), this Lemma is shown in [93]. Since the operator \( (E-\Pi_z) \) yields that part of the argument which is orthogonal to \( Z \), we see that the conditional mutual information has been expressed as the mutual information between the parts of \( X \) and \( Y \) that are orthogonal to \( Z \). Lemma 2: With the same hypotheses as Lemma 1, let \( \Pi_Y \) be the orthogonal-projection operator onto \( Y \). Then we have that

\[
I(X;Y) = I(X;\Pi_Y(X))
\] (6.17)

Previously two lemmas in this chapter follow naturally from the more fundamental result for Gaussian variables that the mutual information between \( X \) and \( Y \) is a function of only the angles between their associated Hilbert spaces [93]. For example, in Lemma 2 the non-zero angles between \( X \) and \( Y \) are the same as those between
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\( \Phi_Y(X) \) so that the mutual information is unaltered. In Lemma 1, those parts of \( X \) and \( Y \) that lie in \( Z \) contribute nothing to the mutual information. The inner product of the Hilbert space is expectation, so for zero-mean Gaussian random variables \( x \) and \( y \)

\[
\Phi_y(X) = E[x/y] = \frac{E[xy^*]}{E[|y|^2]} y
\]

(6.18)

The following lemma is a variation of the well known Shannon capacity \( \log(1+SNR) \) result for the mutual information between two zero-mean Gaussian random variables, i.e the capacity of a memoryless discrete-time Gaussian channel; it evaluates the signal-plus-noise power divided by the noise power:

Lemma 3: Given zero-mean jointly Gaussian random variables \( x \) and \( y \):

\[
I(x; y) = \log\left( \frac{E[|y|^2]}{E[|y - E[y]|^2]} \right)
\]

(6.19)

Lemma 4: Suppose that at least one of the zero-mean WSS processes \( x_k \) and \( y_k \) is regular (ie., non-predictable). That is, \( \int_{-\pi}^{\pi} |\log(S_x(e^{j\theta}))|d\theta < \infty \) or \( \int_{-\pi}^{\pi} |\log(S_y(e^{j\theta}))|d\theta < \infty \) then for all \( k \) we have:

\[
I(x(z); y(z)) = I(x_k; y_{-\infty}^\infty / x_{-\infty}^{k-1})
\]

(6.20)

6.2.2 Linear Prediction Theory Results

Given the regular (Lemma 4), zero-mean WSS process \( x_k \). The innovations process for \( x_k \) in [85] is given by:

\[
(ix)_k = x_k - E[x_k x_{-\infty}^{k-1}]
\]

(6.21)

From linear prediction theory for scalar processes, we know that:

\[
x_k = \sum_{j=0}^{\infty} (\mathcal{O}_x)_j (ix)_k - j
\]

(6.22)

where \( \mathcal{O}_x(Z) = \sum_{k=0}^{\infty} (\mathcal{O}_x)kZ^{-k} \) is causal, harmonic (i.e., \( \mathcal{O}_x0 = 1 \)), and minimum-phase. This means that \((\mathcal{O}_x(z))^{-1}\), which we shall write as \( \mathcal{O}_x^{-1}(z) \) is also causal and harmonic. Moreover, we have that:

\[
S_x(Z) = g_x\mathcal{O}_x(Z)\mathcal{O}_x^*(1/Z^*)
\]

(6.23)
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where \( g_x = E[\| (i_x)^2 \|] \) is the geometric mean of the spectrum \( S_x(e^{j\theta}) \). That is:

\[
g_x = \exp \left( \int_{-\pi}^{\pi} \log(S_x(e^{j\theta})) \frac{d\theta}{2\pi} \right) \tag{6.24}
\]

This allows us to formally write that \( X(Z) = \mathcal{O}_x(z) i_x(z) \), and if we consider the formal Z-transform of the sequence \( x_k = E[x_k^{k-1}] \), we get that \( \hat{x}(z) = x(z) - i_x(z) = (1 - \mathcal{O}_x^{-1} x(z)) \). These results are summarized in the following lemma. Lemma 5: Given a regular, zero-mean WSS process \( x_k \), define the processes \( \hat{x} \) and \( (i_x)_k \) by \( \hat{x}_k = E[x_k/x_{-\infty}^{k-1}] \) and \( (i_x)_k = x_k - \hat{x}_k \). Then:

\[
x_k = \mathcal{O}_x(z) i_x(z) \tag{6.25}
\]

\[
i_x(z) = \mathcal{O}_x^{-1}(z) X(z) \tag{6.26}
\]

\[
\hat{x}(z) = (1 - \mathcal{O}_x^{-1}(Z)) X(Z) \tag{6.27}
\]

The polynomial \( \mathcal{O}_x(z) \) is causal, harmonic, and minimum phase; the spectral factorization of \( S_x(z)/g_x \) is \( \mathcal{O}^*(1/Z^*) \mathcal{O}(z) \), where \( g_x \) given by equation (6.24). Having established the necessary background we proceed in the next section for the derivation of the MMSE DFE receiver structure.

6.3 Information Theoretic Derivation of MMSE DFE

Deriving MMSE DFE, we begin by proving the average mutual-information result previously stated in equation (6.15). The approach given in [93] has properties that suggest that MMSE DFE, is a canonical equalization structure for systems that combine equalization with coded modulation. For the Gaussian ISI channel in equation (6.10) with a regular, zero-mean WSS Gaussian input, we consider \( I(x(z); y(z)) \). We know from Lemma 4 that:

\[
I(x(z); y(z)) = I(x_k; y_{-\infty}^{\infty}/x_{-\infty}^{k-1}) \tag{6.28}
\]

for all \( k \). Using the chain rule of mutual information, expressing \( I(x_k; y_{-\infty}^{\infty}/x_{-\infty}^{k-1}) \), in two different ways:

\[
I(x_k; y_{-\infty}^{\infty}/x_{-\infty}^{k-1}) = I(x_k; y_{-\infty}^{\infty}) + I(x_k; x_{-\infty}^{k-1}/y_{-\infty}^{\infty}) \tag{6.29}
\]
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\[ I(x_k; y_{-\infty}^\infty/x_{-\infty}^{k-1}) = I(x_k; x_{-\infty}^{k-1}) + I(x_k; y_{-\infty}^\infty/x_{-\infty}^{k-1}) \]  \hspace{1cm} (6.30)

then, in combining equations (6.29) and (6.30) with equation (6.28) allows us to see that:

\[ I(x_k; y_{-\infty}^\infty/x_{-\infty}^{k-1}) = I(x_k; y_{-\infty}^\infty) + I(x_k; x_{-\infty}^{k-1}/y_{-\infty}^\infty) - I(x_k; x_{-\infty}^{k-1}) \]  \hspace{1cm} (6.31)

When applying Lemma 2 to the first term and Lemma 1 to the second term we get:

\[ I(x(z); y(z)) = I(x_k; E[x_k/y_{-\infty}^\infty]) + I(x_k - E[x_k/y_{-\infty}^\infty]; x_k - E[x_k/y_{-\infty}^\infty]) - I(x_k; x_{-\infty}^{k-1}) \]  \hspace{1cm} (6.32)

To define the sequences \( \hat{x}_k \) and \( e_k \) by \( \hat{x}_k = E[x_k/y_{-\infty}^\infty] \) and \( e_k = x_k - \hat{x}_k \). Making use of the hat-notation for the one-step predictor as in Lemma 5, i.e., \( \hat{x}_k = E[x_k/x_{-\infty}^{k-1}] \) and \( \hat{e}_k = E[e_k/y_{-\infty}^\infty] \), we find that:

\[ I(x(z); y(z)) = I(x_k; \hat{x}_k) + I(e_k; \hat{e}_k) - I(x_k; \hat{x}_k) \]  \hspace{1cm} (6.33)

\[ I(x(z); y(z)) = I(x_k; \hat{x}_k) + I(e_k; \hat{e}_k) - I(x_k; \hat{x}_k) \]  \hspace{1cm} (6.34)

and, the average mutual information of the Gaussian ISI channel has been expressed in terms of three pairs of scalar-valued Gaussian variables \([85]\). Before considering these pairs in more detail, we apply Lemmas 3 and 5 to (6.34) to get that:

\[ I(x(z); y(z)) = \log \left( \frac{E[|x_k|^2]}{E[|x_k - \hat{x}_k|^2]} \right) - \log \left( \frac{E[|x_k|^2]}{E[|x_k - \hat{x}_k|^2]} \right) + \log \left( \frac{E[|x_k|^2]}{E[|e_k - \hat{e}_k|^2]} \right) \]

\[ = \log \left( \frac{E[|x_k|^2]E[|i(x)|]E[|e_k|^2]}{E[|e_k|^2]E[|x_k|^2]E[|i(x)|]} \right) \]

\[ = \log \left( \frac{g_x}{g_e} \right) \]  \hspace{1cm} (6.35)

we can explicitly calculate \( S_e(z) \) to be:

\[ S_e(z) = S_x(z) - S_{xy}(z)S_y^{-1}(z)S_{yx}(z) \]  \hspace{1cm} (6.36)

\[ S_e(z) = \frac{S_x(z)S_n(z)}{S_y(z)} \]  \hspace{1cm} (6.37)

so that \( g_e = g_x g_n / g_y \). Finally, then, the result given in equation (6.15) is derived since \( I(x(z); y(z)) = \log(g_y/g_n) \). We now look more closely at the three mutual-information terms that compose the righthand side of equation (6.34). The first
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term is \( I(x_k; \tilde{x}_k) \). Since \( \tilde{x}(z) \) is the orthogonal projection of \( x(z) \) onto \( y(z) \), it can be expressed as \( \tilde{x}(z) = S_{xy}(z)S^{-1}_y(z)y(z) \). Incorporating equation (6.12) and equation (6.13), it was observed that:

\[
\tilde{x}(z) = c(z)(a(z)x(z) + n(z)) \tag{6.38}
\]

where

\[
c(z) = \frac{S_x(z)a^*(1/z^*)}{a(z)S_x(z)a^*(1/z^*) + S_n(z)} \tag{6.39}
\]

we must be very careful, however, in our interpretation of this representation. Without further clarification, the channel in equation (6.45) represents \( I(x(z); \tilde{x}(z)) \), not \( I(x_k; \tilde{x}_k) \). These are two very distinct channels. The first is a sequence-wise interpretation of the channel, while the second is a symbol-wise interpretation of the channel. Clearly, only this second interpretation is relevant to our discussion. The second term in equation (6.34) is \( I(e_k; \hat{e}_k) \). By Lemma 5, this is representable as:

\[
\hat{e}(z) = (1 - O_e^{-1})e(z) \tag{6.40}
\]

where \( O_e^{-1}(z) \) is the causal, harmonic, minimum-phase whitening filter for \( S_e(z)/ge \), and of course \( e(z) = x(z) - \tilde{x}(z) \). Again, we are interested in only the \( k_{th} \) input and the \( k_{th} \) output. And similarly, the third channel \( I(x_k; \hat{x}_k) \) comes from the following:

\[
\hat{x}(z) = (1 - O_e^{-1})(z)x(z) \tag{6.41}
\]

The inputs and outputs of the channels in equations (6.38), (6.40), and (6.41) are inter-related in such a manner that allows them to be combined to form a channel that is equivalent as far as mutual information is concerned. The first and second channels are combined as shown in parts (a) and (b) of the Figure 6.2. Since we are adding the outputs of the two channels, we must still verify that the mutual information of the overall channel is equal to the sum of the mutual information of the two component channels. Lemma 6: When the channels \( I(x_k; \tilde{x}_k) \) and \( I(e_k; \hat{e}_k) \) are combined as shown in Figure 1, we have that:

\[
I(x_k\hat{e}_k + \tilde{x}_k) = I(x_k; \tilde{x}_k) + I(e_k; \hat{e}_k) \tag{6.42}
\]

This lemma can be proven directly. For example, see [91][92] where the left hand side is shown to equal \( I(x(z); y(z)) \) when \( x_k \) is white. The result can also be shown
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to follow from a much more general statement concerning certain relationships of
orthogonal projection channels. The latter approach sidesteps the algebraic details
associated with the direct proof. It also allows one to easily generalize the result
to other Gaussian channels such as the multivariate ISI channel [94], the finite-
dimensional ISI channel, and the synchronous Gaussian multiple-access channel [95].

It should be pointed out that the channel shown in part (b) of Figure 1 is
sometimes given as the perfect-feedback MMSE DFE structure for the Gaussian
ISI channel. We see, however, that unless $x_k$ is a white process $I (x_k; \hat{x}_k) = 0$,
this structure does not model the Gaussian ISI channel accurately. (6.29) shows
that it models the channel $I (x_k; y_{-\infty}^{\infty}, x_{k-1}^{k-1})$ instead of the ISI channel of inter-
est, $I (x_k; y_{-\infty}^{\infty}/x_{k-1}^{k-1})$. To incorporate the third channel $I (x_k; \hat{x}_k)$, we can express
$x(z)(1 - \mathbb{O}_e^{-1}(z))$ as $x(z)(1 - \mathbb{O}_e^{-1})(z) + x(z)(\mathbb{O}_e^{-1})(z)$. When this represen-
tation is incorporated into part (b) of Figure 1, the result is part(c) of the same
figure. Note that the last parallel branch of this figure is simply the third channel
of interest. Thus, the subtraction of the third mutual-information term in equation
(6.34) suggests the removal of this parallel branch. We know that:

$$\mathbb{O}_x^{-1}(z) - \mathbb{O}_e^{-1}(z) = \mathbb{O}_x^{-1}(z) \left(1 - \frac{\mathbb{O}_y(z)}{\mathbb{O}_n(z)}\right).$$ (6.43)
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Figure 6.2: MMSE DFE Structure

1. $X_k$ = Input process
2. $n_k$ = noise spectrum
3. $X_k + e'_k$ = Output
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The combination of (6.34) correspond to the model pictured in figure b. It is easily seen that \( \hat{e}_k + \hat{x}_k - x_k + (i_x)_k = (i_x)_k - (i_e)_k \) and it is not hard to show that \( I((I_x)_k; (i_x)_k - (i_e)_k) = I(x(z); y(z)) \). In addition, we can show that \( I(x_k; (i_x)_k - (i_e)_k) < I((I_x)_k; (i_x)_k - (i_e)_k) \) whenever \( x_k \) is not white. Hence, figure b only makes sense if we consider \( (i_x)_k \) to be the input. Note that the symbol-wise interpretation of this channel is equivalent to the memoryless channel that is yielded by perfect interleaving. This, then, is the canonical MMSE DFE model, and it is the model that is typically assumed in the literature. Thus, we have shown that from the viewpoint of mutual information, there is no loss in generality in assuming that the receiver of the Gaussian ISI channel is the perfect-feedback MMSE DFE. Of course, perfect feedback means that the post-cursor ISI is completely removed by the receiver [85].

This equivalence was derived by means of information-lossless orthogonal projections that convert the ISI channel, which is naturally viewed in a sequence-wise manner, to a channel that must be viewed symbol-wise. That is, the perfect-feedback MMSE DFE structure has built into it the fact that at time instance \( k \), only those past symbols, i.e., \( x_{-\infty}^{k-1} \), are available at the receiver. A sequence-wise interpretation violates this by inherently assuming knowledge of future symbols, i.e., \( x_{k+1}^{\infty} \) as well.

The Figures below shows BER comparisons:

- MMSE equalizer and Zero forcing.
- MMSE DFE with MMSE and BPSK.
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Figure 6.3: BER Comparison

1. MMSE Equalizer
2. Zero Forcing Equalizer
The BER comparison in Figure 6.3 shows that zero forcing and MMSE overlap each other, indicating that their performance is pretty close to each other while in Figure 6.4. The figure below shows that MMSE DFE has a 6dB SNR gain at BER of $10^{-4}$ to MMSE and BPSK.
6.3.1 MMSE Derivation conclusion

We have seen fundamentally how the MMSE DFE under the assumption of perfect feedback, allows one to achieve the capacity of the Gaussian-noise channel with inter-symbol interference. The MMSE DFE effectively makes use of information-lossless projections to convert the ISI channel into a memoryless Gaussian channel. This method of derivation can be applied to other channels (finite-dimensional ISI, multivariate ISI, and synchronous multiple-access) to yield the feedback equalizers given in [94][96] as well as the multiuser decision feedback receiver given in [95].

6.3.2 Adaptive MMSE Receivers

Recalling back from the previous chapter, the linear MMSE equalizer is considered as a special case of the Decision Feedback Equalization (DFE) when all decision feedback coefficients are equal to zero. The output of the MMSE filter at the $n_{th}$ symbol interval is

$$b(n) = \sum_{m=-P}^{P} f(m)y_k(nT - mT)$$

(6.44)

where $f(m)$ are the adaptive filter coefficients, $T$ is the symbol interval. The total number of adaptive equalizer coefficients is $(2p + 1)$. The symbol estimate $\hat{a}(n)$ is obtained as:

$$\hat{a}(n) = b(n) - d^H(n)a_D(n)$$

(6.45)

where $d(n)$ is a vector of decision aided coefficient sequences, defined as,

$$d(n) = [d_1, d_2, ..., d_k]^T.$$  

(6.46)

The elements of $d(n)$ represent the weighting coefficients which multiply the respective known symbols. The vector $a_D(n)$ contains symbols known to the receiver with unknown symbols set to zero. It is defined as:

$$a_D(n) = [a(n + 1), a(n + 2), ..., a(n + K)]^T$$

(6.47)

The coefficients of $d(n)$ and $f(n)$ are obtained adaptively during a training period. After the training period, the coefficients $d(n)$ and $f(n)$ can be kept during data de-
6.3.3 LMS Adaptive Algorithm

As stated in 5.2.3, the following steps to be implemented and considered for improved performance correspond to the LMS algorithm as stated in [4]:

\[
\begin{align*}
f(n + 1) &= f(n) + \alpha_1 e^*(n)y(n) \\
d(n + 1) &= d(n) - \alpha_2 e^*(n)a_D(n)
\end{align*}
\]

for \( n = 0, 1, 2, \ldots \), where \( f(n) \) is the linear filter coefficient sequence and \( d(n) \) is the decision aided coefficient sequence, both at the \( n^{th} \) symbol iteration, and \( (e^*) \) denotes conjugation, \( \alpha_1 \) and \( \alpha_2 \) being step sizes. Similarly, the Recursive Least Square (RLS) algorithm can also be used to provide faster convergence. The coefficients are updated once every symbol interval [4][60].

6.3.4 Training of the Adaptive MMSE Receiver

In any adaptive system, training is very essential and thus it is very necessary to send training signal to ascertain the behaviour of the channel, the receiver structure consists of an adaptive symbol spaced MMSE FIR filter and the adaptive decision feedback (DFE) symbol spaced FIR filter. The linear MMSE equalizer is considered as a special case of the DFE when all decision feedback coefficients are equal to zero. In order to simplify derivations, the symbol powers are normalized to 1, \( \text{E}(a(n)a^H(n)) = I \). The vector is expressed as:

\[
a(n) = a_D(n) + a_U(n)
\]

where \( a_D(n) \) contains known symbols and \( a_U(n) \) contains unknown symbols. The channel matrix \( H \) is split into two parts during training period \( H = H_D + H_U \), where \( H_D \) consists of channel responses corresponding to symbols in \( a_D(n) \) and \( H_U \) correspond to symbol in \( a_U(n) \). The filter coefficients are obtained by minimizing the MSE, \( \text{E}(|e^2(n)|) \), where \( e(n) = a(n) - \hat{a}(n), \hat{a}(n) = f^H(n)y(n) - d^H(n)a_D \). There
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is a range of adaptive algorithms offering simple adaptive solutions [8] to obtain the optimal coefficients d and f.

6.3.5 Arbitrary Gaussian Noise and Water Pouring Analogy

If a white thermal noise is passed through a filter whose transfer function is \( Y(f)(n) \), the resulting noise has a power spectrum \( \mathbf{N}(f) = K|Y(f)|^2 \) and is known as Gaussian noise. We can calculate the capacity of a channel perturbed by any Gaussian noise from the white-noise result. Suppose our total transmitter power is \( P \) and it is distributed among the various frequencies according to \( P(f) \). Then:

\[
\int_0^w P(f)df = P. \tag{6.51}
\]

We can divide the band into a large number of small bands, with \( \mathbf{N}(f) \) approximately constant in each. The total capacity for a given distribution \( P(f) \) will then be given by:

\[
C_1 = \int_0^w \log \left( 1 + \frac{P(f)}{\mathbf{N}(f)} \right) df, \tag{6.52}
\]

since, for each elementary band, the white-noise result applies. The maximum rate of transmission will be found by maximizing \( C_1 \) subject to condition (1). This requires that we maximize:

\[
C_1 = \int_0^w \left[ \log \left( 1 + \frac{P(f)}{\mathbf{N}(f)} \right) + \lambda P(f) \right] df. \tag{6.53}
\]

The condition for this is, by the calculus of variations, or merely from the convex nature of the curve \( \log(1 + x) \) is:

\[
\frac{1}{\mathbf{N}(f) + P(f)} + \lambda = 0 \tag{6.54}
\]

or \( \mathbf{N}(f) + P(f) \) must be constant. The constant is adjusted to make the total signal power equal to \( P \). For frequencies where the noise power is low, the signal power should be high, and vice versa, as we would expect. The power of the water level line above the curve \( \mathbf{N}(f) \) is an indication of the water level above the vessel of shape \( \mathbf{N}(f) \) with the water volume \( P \). If \( P \) is too small, we cannot make \( P(f) + \mathbf{N}(f) \) constant across the whole bandwidth \( W \), since this would require negative power at some frequencies.
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In simple words, there is just not enough power "water" to cover the whole vessel with an uneven bottom described by curve $N(f)$. It is easily shown, however, that in this case the best $P(f)$ is obtained by making $P(f) + N(f)$ constant whenever possible, and making $P(f)$ zero at other frequencies. With low values of $P$, some of the frequencies will not be used at all. If the water filling analogy has the spectrum $N(f)$, keeping the total noise power constant and always adjusting the spectrum $P(f)$ to give the maximum transmission, we can determine the worst spectrum for noise. This turns out to be the white-noise case. Although this only shows it to be the worst among the Gaussian noises, it can be shown that the white Gaussian noise is the worst among all possible noises with the given power $N$ in the band.

6.3.6 Simple Generalization

The water filling analogy has been discussed in the case where $N(f)$ was variable across certain bandwidth (W). The things that are more likely to arise in practical situations is the case where the channel transfer function $H(f)$, is uneven across the bandwidth (W). At the same time the Gaussian noise is represented by the receiver thermal AWGN with uniform spectral density across the bandwidth (W) equal to $N_0$. An inverse filter with transfer function $1/H(f)$ would equalize the signal (elliminating ISI) and make the noise spectrum $N(f) = N_0/H(f)$. The water filling analogy can be readily applied again to the system with the noise spectral density $N(f) = N_0/H(f)$.

6.4 Multicarrier Transmission

Multicarrier transmission has been proposed for high data communication since the 1960’s [47]. The advantages of this technique are that the frequency selectivity of the channel gets smoother in individual subchannels and the intersymbol interference (ISI) becomes more practical even for very high data rates. Obvious examples are discrete multitone (DMT) transmission for high bit rate digital subscriber lines (HDSL) [97] and orthogonal frequency division multiplexing (OFDM) for digital TV broadcasting [98][99].
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The equation (6.53) is the mathematical reason behind the multicarrier modulation. The entire channel bandwidth is divided into many narrow subchannels. Data transmission takes place in parallel. The symbol duration is significantly increased and ISI in subchannels eliminated. It could be concluded that with appropriate channel coding techniques and after some time delay caused by the coding/decoding process, channel capacity is achievable on every of the individual subchannels. If the channel bandwidth is $W$ and the channel is divided into $K$ channels of bandwidth $\Delta W$, then the capacity of the channel with index $k, k = 1, 2, \ldots, K$ is:

$$C_k = \Delta W \log \left( 1 + \frac{P(k\Delta W)}{N(k\Delta W)} \right),$$

(6.55)

where $P(k\Delta W)$ and $N(K\Delta W)$ are signal and noise densities at frequency $f_k = k\Delta W$ respectively. The total capacity is:

$$C_k = \sum_{k=1}^{K} \Delta W \log \left( 1 + \frac{P(k\Delta W)}{N(k\Delta W)} \right),$$

(6.56)

or if the number of subchannel $K$ goes to infinity, then the capacity of multicarrier modulation (MCM) becomes

$$C_{MCM} = \int_0^w \log \left( 1 + \frac{P(f)}{N(f)} \right) df,$$

(6.57)

The receiver signal spectral density $P(f) = S_a S_h(f)$ depends on the transmitted signal spectral density $S_a$ and the channel transfer function amplitude characteristic $S_h(f)$. $P(f)$ can be controlled by $S_a$ if the channel amplitude characteristics $S_h$ is known, making sure that the water filling rule is satisfied. Achieving the capacity requires knowledge of the channel. Then with the appropriate information loading per subchannel, the total channel capacity can be achieved. Subchannels have different channel capacities due to different signal to noise ratios per subchannel and can carry, without error, different amounts of information. Various implementation issues related to MCM arises, such as

- Excessive delay due to very narrow bandwidth of subchannels.
- Inter-sub-channel interference (it is difficult to produce a large number of narrow band subchannels with high selectivity filters preventing cochannel interference).
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- Difficulty in adaptive information loading per subchannel due to lack of information at the transmitter about the channel. This problem is particularly difficult in the case of a mobile channel since the channel is to a various degree time variable.

Those issue are beyond the scope of this analysis.

6.4.1 The MMSE Decision feedback Receiver

The receiver structure consists of an adaptive symbol spaced MMSE FIR filter and the adaptive decision feedback (DFE) symbol spaced FIR filter. The linear MMSE equalizer is considered as a special case of the DFE when all decision feedback coefficients are equal to zero. The output of the MMSE filter at the \( n \)th symbol interval are as shown:

\[
b(n) = \sum_{m=-P}^{P} f(m) y(nT - mT)
\]  

(6.58)

where \( \{f(m)\} \) are the adaptive filter coefficients, \( T \) is the symbol time interval. The total number of adaptive equalizer coefficients is \( (2p+1) \). The symbol estimate \( \hat{a}(n) \) is obtained as:

\[
\hat{a}(n) = b(n) - d^H(n)a_D(n)
\]  

(6.59)

where \( d(n) \) is a vector of decision aided coefficient sequences, defined as:

\[
d(n) = [d_1, d_2, ..., d_k]^T
\]  

(6.60)

The elements of \( d(n) \) represents the weighting coefficients which multiply the respective known symbols. The vector \( a_D(n) \) contains symbols known to the receiver with unknown symbols set to zero. It is defined as:

\[
a_D(n) = [a(n+1), a(n+2), ..., a(n+K)]^T
\]  

(6.61)

The symbol powers are normalized to 1, \( E\{a(n)a^H(n)\} = 1 \).
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6.5 Multicarrier Modulation (MCM) and MMSE-DFE Capacity Comparison

From the equation (5.17) of chapter 5, shows the result for the DFE MMSE in time discrete domain. The equation could be used to calculate the information capacity achievable by a DFE receiver and it could be shown that the ideal MSE-DFE is the information capacity achievable (canonical) device [80]. For the sake of comparison with multicarier modulation, where the frequency representation is used, it is more appropriate to use the expression for DFE MMSE in frequency domain [80] [81] [79].

\[
\log \frac{1}{\varepsilon_{\text{MMSE-DFE}}} = \int_0^W \log \left[ \frac{S_a(f)}{N_0} |S_{hh}(f)|^2 + 1 \right] df \tag{6.62}
\]

where \( S_a(f) \) is the average symbol power spectral density, \( (S_a(f) = 1) \) in our case. In general, \( S_a(f) = 1 \) does not have to be a constant. However, if the symbol sequence is uncorrelated, then \( (S_a(f) = 1) \) is a constant, and without loss of generality it can be assumed to be 1. AWGN spectral density is denoted by \( N_0 \) and \( S_h(f) \) is the fourier transform of the channel response h, autocorrelation function.

\[
C_{\text{MMSE-DFE}} = \int_0^W \log \left( 1 + \frac{S_h(f)^2}{N_0} \right) df \tag{6.63}
\]

By comparing (6.57) for the capacity of multicarrier modulation \( C_{\text{MCM}} \)

\[
C_{\text{MCM}} = \int_0^W \log \left( 1 + \frac{S_h(f)^2}{N_f} \right) df \tag{6.64}
\]

and (6.63) for capacity of MMSE-DFE \( (C_{\text{MMSE-DFE}}) \), we can see that they are in essence identical. The signal spectral density \( P(f) \) in the equation (6.63) is \( |S_h(f)|^2 \) and the noise spectral density is assumed to be uniform \( N_0 \). But what really matters is the signal to noise ratio \( |S_h(f)|^2/N_0 \) which could be variable across the bandwidth. Then we can write

\[
C_{\text{MCM}} = C_{\text{MMSE-DFE}} = \int_0^W \log(1 + SNR(f)) df \tag{6.65}
\]
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Figures below demonstrates the performance of wiener solution (optimum combining), classical adaptive filters by LMS, the presented adaptive MMSE by LMS and adaptive MMSE by RLS algorithm in Gaussian channel. The performance results of wiener solution is bench mark as it maximize the output signal to noise ratio. With the RLS algorithm the best adaptive performance were obtained which indicates that the simulation of the RLS algorithm, convergence is according to signal to noise ratio, as it overlaps the performance result of Wiener's solution.

The performance presented by the scheme is very close to Wiener solution of signal combining with a lower computational complexity then RLS. The proposed scheme in flat fading Raleigh wireless communication channels is clear that the proposed scheme achieves performance exactly to Wiener solution.

The Shannon capacity formula with average power constraint is expressed in this chapter. Our developed tool analyzes the performances of MMSE estimation and adaptive filter in two channel environment. Equation (6.65) is the well known shannon capacity formula with the average power constraint [33]. The developed tool analyzes the performances of MMSE estimation, adaptive filter and MCM in a two channel environment. Figure 6.5 shows the information capacity of MMSE DFE and the upper bound of Shannon Capacity. In this curve, QPSK signal is transmitted through Raleigh frequency selective channel of impulse response $C=[0.5 \ 1.1 \ 1.5 \ -1]$. MMSE DFE was used to detect symbols, it shows a better performance indicating the implementational issues as the curve stabilizes.
Simulation and Result

Figure 6.5: Information Capacity Comparison

1. Shannon Capacity Theory
2. MMSE DFE
Simulation and Result

The theoretical capacity results of Shannon and the match filter overlapping was shown in Figure 6.6. The simulated result for BPSK bench mark of match filter and adaptive filter in a Gaussian channel indicates that the performance of the adaptive algorithm for the AWGN channel is equal to that of the MF and MMSE of the same channel. The adaptive filter works better for the AWGN channel by employing the Least mean square (LMS) algorithm. The simulated result with BPSK modulation for match filter and adaptive filter in a flat fading Raleigh channel, compared with the Gaussian channel, least mean square (LMS) algorithm performance in this system is poor in a Raleigh channel, but introducing the RLS algorithm, the system performs better than the match filter which is a good reference for measuring the performance of the adaptive filter’s algorithms as shown in Figure 6.6
Simulation and Result

Figure 6.6: Information Capacity Comparison

1. Adaptive simulated
2. Match Filter
3. Match Filter Theory
4. Shannon Capacity Theory
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summary

In conclusion, it has been shown that the channel capacity of the multicarrier modulation format is equivalent to the channel capacity when the MMSE-DFE receiver is used. For DFE, it is important to emphasise the link between the channel achieving DFE structure and the MMSE criterion for the DFE coefficient estimation algorithm. For example, the zero forcing DFE is not a capacity achieving device. Implementation issues regarding MCM and MMSE-DFE are neglected. However, it should be emphasized that the implementation issues are exactly the issues that make one or the other technique more attractive for actual implementation. As far as the channel information capacity achieving criterion is concerned, both techniques are equivalent and could be implemented as adaptive multiuser detectors.

6.7 summary

It has been shown that the channel capacity of the multicarrier modulation format is equivalent to the channel capacity when the MMSE-DFE receiver is used. For DFE, it is important to emphasise the link between the channel achieving DFE structure and the MMSE criterion for DFE coefficient estimation algorithm. For example zero forcing DFE is not capacity achieving device.

Implementation issues regarding MCM and MMSE-DFE are neglected. However, it should be emphasized that the implementation issues are exactly the issues that make one or the other technique more attractive for actual implementation. As far as the channel information capacity achieving criterion is concerned both techniques are equivalent and could be implemented as adaptive multiuser detectors.
Chapter 7

Comparisons of Adaptive MMSE Multiuser Receivers for MIMO OFDM Wireless Channel
AMUD MIMO OFDM comparisons

7.1 AMUD MIMO OFDM comparisons

Comparative analysis were made considering two different techniques and the results obtained were published in [100] and [101].

- AMUD MIMO OFDM over Turbo-Equalization for Sc Wireless Channel.
- Adaptive vector Precoding for Multiuser MIMO OFDM.

7.2 AMUD MIMO OFDM over Turbo-Equalization for Sc Wireless Channel

7.2.1 Introduction

IEEE 802.11 wireless Local Area Network standards employ OFDM, which offers high spectral efficiency and superior tolerance to multi-path fading [29]. In OFDM, computationally-efficient Fast Fourier Transform [10] is used to transmit data in parallel over a large number of orthogonal subcarriers which are maintained even in frequency selective fading [11][12][13]. Throughput and capacity can be improved when multiple antennas are applied at the transmitter and receiver sides, especially in a rich scattering environment [15][16] as well as frequency-selective fading channels.

The conventional approaches implements an equalizer to remove ISI or use maximum A - Posteriori (MAP) or maximum likelihood (ML) detection while a joint detection technique of AMUD MIMO OFDM and joint equalization decoding (Turbo equalizer) to totally eliminate ISI. A recent approach that significantly reduces the complexity of joint equalization and decoding is the so called ”turbo equalization” algorithm, where MAP/ML detection and decoding are performed iteratively on the same set of received data. It has recently been shown that passing of soft information, the use of interleaving, and the controlled feedback of soft information are essential requirements to achieve performance gains with an iterative system [102][103].
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The iterative principle has been extended to encompass single carrier equalization techniques while the multicarrier equalization technique employs joint channel estimation as stated in [104]. This allows single carrier systems to combine the operations of equalization and channel coding to operate in a wideband channel with performance that could not previously be achieved with traditional equalization and forward error correcting (FEC) techniques [105]. Iterative equalization techniques have been shown to give excellent error rate performance for both fixed and fast fading channels [106].

AMUD MIMO OFDM is for demodulation of digitally modulated signals with multiple access interferences (MAI). Conventionally individual channel estimation as stated by [1] was improved by joint estimation as stated in [104]. This scheme was designed for total elimination of MAI in the system. In a single user environment, every match filter maximum likelihood receiver plays the role of Adaptive MMSE maximum likelihood receiver [4][20]. In the implementation, AMUD MIMO OFDM, provides robustness and mobility in a time variable frequency selective multipath fading channel; it improves the bit error rate performance and therefore enhances channel capacity of a multi-cellular environment. MIMO OFDM mitigates multiple access interference and increases capacity [59][22].

In [20] A MMSE MUD techniques were used effectively to achieve the performance of a maximum likelihood estimator but on a linear complexity. The contribution of part of this chapter has been elaborated in chapter 4 as follows:

- Enhanced joint channel estimation and signal detection makes the new technique effectively mobile and thus one can easily get network wherever one goes because of continuous handover (due to training).

- Bpsk modulation schemes achieve better BER in both memory 2 and 4 respectively for the iterative scheme.

- Memory 4 performance at BER $10^{-5}$ has approximately a dB gain difference when compared to memory 2 performance.

- The sum rate capacity result in the new technique is very close to MIMO
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theoretical upper bound.

7.3 System Structure

Figure 7.1, shows the system model for an AMUD MIMO OFDM, with Nt and Nr transmit and receive antennas with k subcarriers in one OFDM block. At time t, a data block $b'[n, k] : k = 0, 1, ..., n$ transformed into different signals $x1[n, k] : k = 0, ..., k - 1$ and $i = 1, 2, ..., n$, and i is the numbers of sub channels of the OFDM system. Signals transmitted are modulated by $x1[n, k]$. The FFT received at each receive antenna is the superposition of the transmitted signals. The receive signal at $j_{th}$ receive antenna is:

$$y_j[n, k] = \sum_{i=1}^{N_t} H_{i,j}[n, k] x_i[n, k] + n_j[n, k]$$  \hspace{1cm} (7.1)

Where $H_{i,j}[n, k]$ is the frequency response between antennas $i$ and $j$, $n_j[n, k]$ is the additive Gaussian noise with zero mean and unit variance $\sigma_n^2$. 
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1. $b[n, k] = \text{Serial input data}$
2. $X_N[n, k] = \text{OFDM transmit symbols}$
3. $y_k = \text{Received signal}$
4. $H_{MIMO} = \text{MIMO channel}$
5. $b'[n, k] = \text{Output}$
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7.3.1 Principal of Turbo Equalization

The iterative equalization receiver structure in figure 7.2 used in this study shows that both the equalizer and the decoder employs the optimal symbol by symbol Maximum A-Posteriori (MAP) soft input soft output (SISO) algorithm [107]. Soft input symbols are fed into the decoder from a sampled receive filter stream \( r(t) \) and bit-wise hard decisions are produced as the final output. It is possible to equalize and decode in an iterative manner that is similar to turbo decoding.

The equalizer provides soft outputs, i.e., reliable information on the coded bits for the channel decoder. The soft information on the bit \( c_k \) is usually given as a log-likelihood ratio (LLR) or L-value as:

\[
\lambda^E(c_k) = \log \frac{P(c_k = +1|r)}{P(c_k = -1|r)}
\]

which is the ratio between the conditional bit probabilities in the logarithmic domain. These L-values are deinterleaved and given to the channel decoder, which uses them to recover the information bits \( u' \).
At the first iteration there is no feedback information from the channel decoder available, so the equalizer calculates the L-values $\lambda^E(c')$ which are based on the received samples $r$ from the channel. The L-values are deinterleaved to break consecutive bits far apart and thus giving the channel decoder independent input values. The interleaving is an essential part in the iterative receiver scheme, since the extra information on an individual data bit is due to the different neighboring bits in the detection and decoding processes feedback branch to the equalizer. Therefore we need to use the more complex SISO decoder instead of the conventional hard output decoder. The equalizer is able to produce the L-values $\lambda^E(c')$ based on the received samples from the channel, so that information is not repeated in the feedback. Hence, the feedback only contains the extra information that is obtained from the surrounding bits in the channel decoding. The input L-values and the obtained extra information are called intrinsic and extrinsic information, respectively. The extrinsic information from the channel decoder stated in [102][103] is given as:

$$\lambda^D_{a}c_k = \lambda^D(c) - \lambda^E_{a}c_k$$ (7.3)

where $\lambda^E_{a}c_k$ denotes the extrinsic information from the equalizer. The turbo equal-
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ization technique is based on the utilization of this extrinsic information at the next iteration round [102]. So it is passed through the interleaver to the equalizer as a priori information on the bit reliabilities. By exploiting this side information in the detection, more reliable decisions are achieved. Also in the equalizer output the extrinsic information $\lambda^E_a c_k$ is extracted from the output as follows:

$$\lambda^E_a c_k = \lambda^E_e(c) - \lambda^D_a c_k$$  (7.4)

This equalizer information is again used in the SISO decoder to produce new soft outputs and furthermore, the new extrinsic information according to equation (7.3). As soon as this feedback information becomes available, the new iteration can be started. The number of iterations may depend on the processing power available or the achieved performance improvement. At the final stage, there is no need for the SISO decoder, since only hard decisions $\hat{u}$ on the information bits are needed. The Turbo equalization receiver is able to improve the performance, but at the cost of higher complexity.

7.3.2 Adaptive MMSE Receiver for MIMO OFDM

In an adaptive filter the parameters are continuously changing due to the received training sequence from the transmitter which informs the receiver to adjust the parameter of the filters to match the desired signal. In the single user environment every match filter Maximum Likelihood (ML) plays the role of an Adaptive MMSE ML receiver [4][20].

An adaptive turbo receiver structure used in this thesis shows that the bank of matched filters in the adaptive linear MMSE filters trains the filter coefficients and retrieves the signatures. Training is employed using the least mean square (LMS) approach to adaptively update the linear coefficient, an MMSE convergence of the filter coefficients provides estimates of the received signatures.

An adaptive MMSE filter minimizes the error by an adaptive algorithm, the steepest descent algorithm is used to minimize the mean square error (MSE). For simplicity, a fractionally spaced adaptive linear transversal filter for Adaptive MMSE detection is used, which is insensitive to the time differences in the signal arrival
times of different users, thus the receiver timing recovery is extremely simplified [4][65]. Consider the received signals, symbols \( y_1[n,k] \), \( y_2[n,k] \) and \( y_3[n,k] \) and let their general form for any node and any path in the network is \( y_N[n,k] = r_n[m] \). Where \( n \) is the specific number assigned to the signals at nodes. \( y_1[n,k] \), \( y_2[n,k] \) and \( y_3[n,k] \) the received digital signal output symbol block from the adaptive filters is \( b'[n,k] \).

Recalling the principle of the proposed technique in chapter 3 from equation (3.14) to equation (3.26). The same principle of the adaptive multiuser system will be applied to the Turbo equalizer in this chapter to provide a better performance compared to the conventional.

The equation explains that the updated weight vector is computed from the current weight vector by adding the input vector scaled by the complex conjugate value of the error by \( \mu \) which controls the size of correction. The iteration of the equation produces the value of the Mean Square Error at which the vector tends to its optimal value \( a_{opt} \). Minimum error value cannot be reached by a finite number of iterations though it is approachable. To achieve proper adaptation, the weight vector must be updated at a rate fast enough to track the channel variations. The method of steepest descent can be viewed as a feedback model which may become unstable. The stability of the steepest descent algorithm depends on the step size parameter \( \mu \) and the auto correlation matrix \( R \). The eigenvalues of \( R \) are all real and positive, the condition for convergence and stability of the steepest descent algorithm depends on the step size parameter \( \mu \).

7.3.3 Capacity Equation

System capacity will be significantly improved by MIMO channels [1]. In OFDM [10][11][19], the entire channel is divided into many narrow parallel sub channels. The capacity formula for the proposed scheme is stated in [20], based on the assumption the channel matrix consists of independent and identically distributed iid Rayleigh fading coefficients and Figure 7.5 is the sum rate capacity of the scheme analyzed in this chapter. The capacity formula for adaptive multiuser detection by
Rapajic is as stated in [20] as:

$$C = \log \left( \frac{1}{\sigma_e^2} \right)$$  \hspace{1cm} (7.5)

where $\sigma_e^2$ is the noise variance of the signal at the receiver.

7.3.4 Performance Comparison and Simulations

The achievable bit error rate of the following three cases were compared by Monte Carlo simulation: OFDM SISO, MIMO OFDM and AMUD MIMO OFDM systems. Perfect channel state information was assumed, BPSK Modulation and a flat fading channel model were employed in the simulation. The configurations considered for this simulation are an OFDM system with 64 subcarriers, 16 symbol time periods and 4 symbol period for antenna configuration $N_t = N_r = 2$ and 8.

Figure 7.3 and 7.4 Shows the SNR in dB versus the BER of the SISO OFDM, 2 X 2 MIMO and AMUD OFDM. The simulation results show that at an average Bit Error Rate of $10^5$, AMUD OFDM MIMO performs better than other schemes and provides a 2dB SNR gain to the conventional MIMO OFDM scheme.
Figure 7.3: The schemes $2 \times 2$ Bit error rate comparison

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
Figure 7.4: The schemes $8 \times 8$ Bit error rate comparison

1. OFDM SISO
2. OFDM MIMO
3. AMUD OFDM MIMO
Figure 7.5: Capacity comparisons (in bits/sec/Hz) (4 × 4)

1. OFDM SISO - Sum rate capacity
2. OFDM MIMO - Sum rate capacity
3. AMUD OFDM MIMO - Sum rate capacity
Figure 7.6: The schemes memory2 and 4 Bit error rate comparison

1. BPSK Memory 4
2. BPSK Memory 2

Figure 7.5, is the sum rate capacity comparison in bits/second/Hz of the OFDM SISO, MIMO OFDM and AMUD MIMO OFDM technique in an Adaptive Multiuser Detection for MIMO OFDM over Tubo Equalization for single Carrier Transmission Wireless, which is very close to MIMO capacity upper bound.
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For channel coding we used a half rate recursive systematic convolutional code with memory $m_c = 2$, constraint length $L = 4$, generator polynomial $G = [7 \ 5]$, block length $= 4096$. The simulation result in Figure 7.6 shows that the principles of iterative decision linear equalization have been extended to interleaved space time block code over the AMUD MIMO OFDM for broadband wireless channel. ISI resolution relies on jointly MMSE criteria and operates on multi-dimensional modulation symbols, whose individual components can be detected in accordance with another criteria. When the optimum MAP criteria is chosen, substantial performance gains over conventional space time turbo transmission scenarios were achieved.

7.4 Adaptive vector Precoding for Multiuser MIMO OFDM

In a multiuser communication scenario, diversity can be exploited through making appropriate choices among users with independently faded channels [108]. In the literature, multiuser scheduling has been considered in the context of channel allocation for a space division multiple access/time division multiple access network as stated in [109], but mainly with the downlink and the assumptions that users are equipped with only one antenna or transmit only one data stream.

In this chapter, spatially compatible users are grouped together in the same time or frequency slot, which is usually measured by channel correlation among users. This approach raises two potential concerns. First, a globally optimal allocation requires a thorough search of all possible choices, and suboptimal or heuristic alternatives induce complexity versus performance tradeoffs. Second, the physical layer details are largely neglected; either the compatibility metric depends solely on the channel and is independent of the underlying transceiver structures; or a conservative view is taken that treats multiuser interference (MUI) as background noise.

The combination of multiple input multiple-output (MIMO) signal processing with orthogonal frequency division multiplexing (OFDM) is regarded as a highly promising solution to achieving data rates for next generation wireless communication systems operating in frequency selective fading environments. To realize the
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extension of the MIMO with OFDM, a number of changes are required in the base-band signal processing. An overview of the changes includes, time and frequency synchronization, channel estimation, synchronization tracking, and signal detection.

Moreover, when channel state information (CSI) is available at the transmitter, linear precoding can be used to further improve system performance by tailoring the transmission to the instantaneous channel conditions [110] while retaining the benefits of all-linear processing. CSI at the transmitter is mandatory in the multi-user downlink, where a base station attempts to communicate simultaneously with multiple users.

The term precoding, uses the same idea as frequency equalization, except that the fading is inverted at the transmitter instead of the receiver. The technique requires the transmitter to have knowledge of the sub-channel flat fading gains, which must be obtained through estimation. Note that precoding requires knowledge of the channel state information (CSI) at the transmitter. When the receiver has multiple antennas, the transmit beamforming cannot simultaneously maximize the signal level at all of the receive antenna signal and thus precoding is used. There are two main problems with precoding in the wireless setting. First, precoding is channel inversion, and channel inversion is not power efficient in fading channels. Implicitly, an infinite amount of power is needed for channel inversion on a Rayleigh fading channel. Thus precoding is mostly applied in wireline multi-carrier systems like high bit rate digital subscriber lines [111].

In this thesis an adaptive vector precoding scheme for multi-user MIMO OFDM system adopts a time scheduling approach to service the users. The key contributions in this chapter are:

1. To evaluate the multi-user channel capacity and Bit-error rate performance.

2. Developing a joint-transmitter receiver design for implementing water-filling for multi-user MIMO OFDM systems.
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7.4.1 System Model

The MIMO OFDM transmitter consists of OFDM transmitters among which the incoming bits are multiplexed, and then, each branch in parallel performs encoding, and inverse fast Fourier transformation (IFFT) and before the final transmission signal is up converted to radio frequency (RF) and transmitted. For reliable detection, it is typically necessary that the receiver knows the wireless communication channel and keeps track of phase and amplitude drifts. To enable estimation of the wireless communication channel, the transmitter occasionally sends known training symbols. In WLANs, a preamble, which includes channel training sequences, is added to every packet. Moreover, to track the phase drift, pilot symbols are inserted into every MIMO OFDM data symbol on a predefined subcarrier.

The system transmits \( N_T \) signal and \( N_R \) receives antennas at \( N_S \leq \min(N_T, N_R) \) symbol streams. The input-output relation is

\[
y = HF + v
\]  

(7.6)

Where \( y \) is the received signal vector, \( H \) the channel matrix, \( F \) is the precoder matrix (the data symbol vector) and \( v \) the noise vector, the elements of the noise vector \( v \) are independent and identically distributed and complex Gaussian distributed with zero mean and variance 1. The elements of the data symbol vectors are from an alphabet \( A \) with zero mean and variance 1. The elements of the channel matrix \( H \) are iid. and complex Gaussian distributed with zero mean and variance \( P \), and every element is distributed according to the Jakes model [112]. In order to reduce the feedback [113], the precoder \( F \) is limited to be unitary, \( H \). Thus, the signal-to-noise ratio (SNR) per transmit antenna is given by \( P \).

The singular value decomposition (SVD) of the channel \( H = U \Sigma V^H \), for several performance criteria in [113], the optimal precoder \( F \) consists of the first \( N_S \) columns of the right unitary matrix \( v \) calculated by the SVD of the channel matrix, thus \( F = v' \). Even through a closed form, expression of the BER optimal precoder is still unknown, it has been shown in [114] that, depending on the system parameters, the optimal precoder is either \( v' \) or \( vM' \), where \( M \) is a unitary matrix with constant modulus entries, e.g., the Hadamard or the DFT matrix. We assume
that the data is transmitted in frames, and that the receiver can perfectly estimate the channel at the start of each frame. The optimal precoder for this channel is calculated, quantized, and sent to the transmitter over the delay and error-free feedback link. We distinguish between a dedicated and a non-dedicated feedback channel. The dedicated channel is only used for transmitting the feedback to the transmitter. The non-dedicated channel is also used to transmit data. In the latter case, the transmitter has to distinguish between when the codeword ends and when the data starts [111]. The receiver first must estimate and correct for the frequency offset and the symbol timing, e.g., by using the training symbols in the preamble. Subsequently, the CP is removed, and the point fast Fourier transformation (FFT) is performed per receiver branch. Since the MIMO algorithms that are proposed in this chapter are multi carrier algorithms, MIMO detection has to be done per OFDM subcarrier [21][3]. Therefore, the received signals of the subcarrier are routed to the
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$R_{th}$ MIMO detector to recover the data signals transmitted on that subcarrier. Next, the symbols per transmit stream are combined, and finally detection is performed for the parallel streams and the resulting data are combined to obtain the signal.

7.4.2 Precoding scheme

At the transmitter, the precoding technique uses the estimated channel information calculated at the mobile station to improve the performance. After operating the weighted vector that can remove the channel interference factor at the transmitter in advance, the signal will be transmitted. So, received signals are only detected as operating the weighted vector simply without the complex detection techniques at the receiver.

7.4.3 SVD technique

Once we know the influence of the channel, it is possible to eliminate it using the Singular Value Decomposition (SVD) technique. Since SVD multiplies an orthogonal matrix to the transceiver, unlike ZF and MMSE, it does not have to consider the transmit power. Figure 8.2 shows the basic structure of SVD, where $V$ is a weighted vector made by feedback information and $U$ is a vector used to recover the original signal [115][1].

7.4.4 Analysis of the Adaptive Precoder

Precoding is a generalization of beamforming to support multi-layer transmission in multi-antenna wireless communications, the purpose of precoding is to distinguish between spatial properties of signal and noise. The term beamformer is derived from the fact that early antennas were designed to form pencil beams so as to receive a source signal radiating from a specific direction and attenuate the signals originating from other directions that were of interest. In a single-layer beamforming, the same signal is emitted from each of the transmit antennas with appropriate weighting such that the signal power is maximized at the receiver output. When the receiver has multiple antennas, single-layer beamforming cannot simultaneously maximize the
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Figure 7.8: Structure of SVD

1. $V$ = Weighted Vector
2. $U^H$ = Recovery Vector
3. $H$ = MIMO channel

signal level at all of the receive antennas. Thus, in order to maximize the throughput in multiple receive antenna systems, multi-layer beamforming is required. This proposed scheme for precoding will adopt a joint effort at both the transmitter and receiver. This will use a zero forcing like approach in order to mitigate multiuser interference. Let $H_j$ be the $j^{th}$ user subchannel and $F_i$ be the user $i$ transmit vector.

The fundamental idea of zero forcing solution [112][116] is that interference is removed by forcing $H_j \cdot F_i = 0$ for $i$ not equal to $j$, which means that all the other users besides the user of interest will be forced to have a zero contribution by adopting this scheme, resulting in a constraint that the total number of transmit antennas must always be greater than number of receiver antennas, as indicated in [117].
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Let the combined impulse response of the precoding weight vectors along with the channel impulse response be represented as: the transmitter matrix \( j \) for user \( j \) will not interfere with the signal at the output of the receivers for other users if it lies in the null space of the above given channel vector. Let \( U_j \Sigma V_j^H \) represent the singular value decomposition of the channel under consideration where \( U \) and \( V \) represent the left and right singular vectors respectively and \( \Sigma \) represents the matrix of the singular values of the decomposed channel. Let the received vector be represented by \( Y \), the channel matrix by \( H \), the transmitted vector by \( \tilde{F} \) and \( v \) represent the additive white gaussian noise and \((.)^H \) represents the hermitian transpose.

As indicated in Figure 8.1, the classical method utilizing the channel decomposition approach can be described as follows. The received signal can be represented as \([Y = HF + v]\). The singular value decomposition of the channel \([Y = U\Sigma V^H F + v]\), by utilizing the matrix of right singular vectors \( V \) of the channel, pre-processing of the signal is achieved and matrix of transmit vectors is formed. Let \( F = V \tilde{F} \) \([Y = U\Sigma V^H V \tilde{X} + v] = U\Sigma \tilde{F} + v\] the received signal is partially whitened and post processing at the receiver end is achieved by utilizing the matrix of left singular vectors \( U \), \([U^HY = U^H U\Sigma \tilde{F} + U^H v]\). Thus the received signal after post-processing can be represented as: \([\tilde{Y} = \Sigma^{-1} \Sigma \tilde{F} + \Sigma^{-1} U^H v] [\tilde{Y} = \tilde{F} + v]\).

Extending the same concept to multi-user MIMO case:

\[
H_j \tilde{v}_j^{(0)} = [U_j^{(1)}, U_j^{(0)}]^H \Sigma [V_j^{(0)} V_j^{(1)}] \tag{7.7}
\]

The transmitted signal \( F \) is subject to additive white Gaussian noise (AWGN) \( n \), and multipath propagation AWGN channel \( H \). The MU-MIMO system consists of \( N_T \) transmitting and \( N_R \) receiving antennas. The channel matrix \( H \) is a \((N_R \times N_T)\) complex matrix, the received vector \( y \) is a \( N_R \) dimensional complex BPSK signal vector, the transmitted signal \( x \) is a \( N_T \) dimensional vector and \( n \) is the \( N_T \) dimensional noise vector. A BPSK modulation scheme is used in order to eliminate modulation gain and simply show the performance advantage of MU-MIMO. More advanced modulation schemes are expected to offer extra gain in data rates but at the same time an increased complexity.
Multi user MIMO OFDM systems provide high capacity with the benefits of space division multiple access. The channel state information at the access point (AP) is very important since it allows joint processing of all the users signal which result in a significant performance improvement and increased data rates [1]. If the channel state information is available at the AP, it can be used to efficiently eliminate or suppress multi-user interference (MUI) by beamforming. The precoding also allows us to perform most of the complex processing at the AP which results in a simplification of user terminals. Linear precoding techniques have an advantage in terms of computational complexity [118].

The basic idea behind this solution is to utilize the right singular vectors of the channel matrix in order to form the precoding matrix.

Thus an optimal precoding matrix can be formed such that all the MUI becomes zero by choosing a precoding matrix $F_i$ that lies in the null space of the other users channel matrices. Thereby, a MU MIMO downlink channel is decomposed into multiple parallel independent single user MIMO channels [117]. Thus we can define the zero MUI constraint forces $F_i$ to lie in the null space of $H_i$. The singular value decomposition (SVD) of $H_i$ whose rank is $L_i$. Thus the proposed system chooses the last right singular vectors $N_T - L_i$ where $N_T$ is number of transmit antennas.

Caire in [112], proposed a successive precoding algorithm in order to define a simplified solution of the power control problem. By allowing a certain amount of interference, this algorithm reduces the capacity loss due to the subspace nulling. In short, first calculate the maximum capacity that an individual user can achieve. The basic ideology behind this solution is to utilize the right singular vectors of the channel matrix in order to form the precoding matrix:

$$F = [F_1 F_2 F_3 ... F_K] \subseteq C^{N_T \times N_R}$$

Thus an optimal precoding matrix can be formed such that all MUI are zero by choosing a precoding matrix $F_i$ that lies in the null space of the other users channel matrices. Thereby, a MU MIMO downlink channel is decomposed into multiple
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\[
\tilde{H}_i = [H^T_i ... H^T_{i-1} H^T_{i+1} ... H^T_K]^T
\]  
(7.9)

where K indicates the number of users, the zero MUI constraint forces \( F_i \) to lie in the null space of \( H_i \). The singular value decomposition (SVD) of \( H_i \) whose rank is \( L_i \), in the proposed system chooses the last right singular vectors \( N_T - L_i \) where \( N_T \) is number of transmitter antennas:

\[
H_i \tilde{V}_i^{(0)} = U_i \Sigma [V_i^{(1)} V_i^{(0)}] H_i^H
\]  
(7.10)

The equation above \( V_i^{(0)} \) indicates the null space of the right singular matrix \( V \).

7.4.6 Adaptive Precoding

Precoding is generalized beamforming to support multi-layer transmission in MIMO radio systems. Conventional beamforming considers linear single-layer precoding so that the same signal is emitted from each of the transmit antennas with appropriate auto updated weighting such that the signal power is maximized adaptively at the receiver output. When the receiver has multiple antennas, the single-layer beamforming cannot simultaneously maximize the signal level at all of the receive antennas and so precoding is used for multi-layer beamforming in order to maximize the throughput performance of a multiple receive antenna system. In precoding, the multiple streams of the signals are emitted, from the transmit antennas with independent and appropriate weighting per each antenna such that the link throughput is maximized at the receiver output.

7.4.7 Adaptive MMSE Receivers

In chapter 6.5, The linear MMSE equalizer is considered as a special case of the Decision Feedback Equalization (DFE) when all decision feedback coefficients are equal to zero. The output of MMSE filter at the nth symbol interval is:

\[
b(n) = \sum_{m=-P}^{P} f(m)y_k(nT - mT)
\]  
(7.11)
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where \( f(m) \) are the adaptive filter’s coefficients, \( T \) is the symbol interval. The total number of adaptive equalizer coefficients is \((2p + 1)\). The symbol estimate \( \hat{a}(n) \) is obtained as:

\[
\hat{a}(n) = b(n) - d^H(n) a_D(n)
\]  

(7.12)

where \( d(n) \) is a vector of decision aided coefficient sequences, defined as:

\[
d(n) = [d_1, d_2, ..., d_k]^T.
\]  

(7.13)

The elements of \( d(n) \) represent the weighting coefficients which multiply the respective known symbols. The vector \( a_D(n) \) contains symbols known to the receiver with unknown symbols set to zero. It is defined as:

\[
a_D(n) = [a(n + 1), a(n + 2), ..., a(n + K)]^T
\]  

(7.14)

The coefficients of \( d(n) \) and \( f(n) \) are obtained adaptively during a training period. After the training period, the coefficients \( d(n) \) and \( f(n) \) can be kept during data detection. Alternatively, in a decision directed mode, these coefficients can be updated by tentative decisions [4].

7.4.8 LMS Adaptive Algorithm

In chapter 6.6, the following steps correspond to the LMS algorithm stated in [4] as:

\[
f(n + 1) = f(n) + \alpha_1 e^*(n)y(n)
\]  

(7.15)

\[d(n + 1) = d(n) - \alpha_2 e^*(n)a_D(n)
\]  

(7.16)

for \( n = 0, 1, 2, \ldots \), where \( f(n) \) is the linear filter coefficient sequence and \( d(n) \) is the decision aided coefficient sequence, both at the \( n(\text{-th}) \) symbol iteration, and \( (e)^* \) denotes conjugation, \( \alpha_1 \) and \( \alpha_2 \) being step sizes. Similarly, the Recursive Least Square (RLS) algorithm can also be used to provide faster convergence. The coefficients are updated once every symbol interval [60][4].
Recalling chapter 6.61, to simplify derivations, the symbol powers are normalized to 1, $E[a(n)a^H(n)] = I$. The vector is expressed as:

$$a(n) = a_D(n) + a_U(n) \tag{7.17}$$

where $a_D(n)$ contains known symbols and $a_U(n)$ contains unknown symbols. Accordingly, the channel matrix $H$ is split into two parts $H = H_D + H_U$, where $H_D$ consists of channel responses corresponding to symbols in $a_D(n)$ and $H_U$ correspond to symbols in $a_U(n)$. The filter coefficients are obtained by minimizing the MSE, $E[e^2(n)]$, where $e(n) = a(n) - \hat{a}(n), \hat{a}(n) = f^H(n)y(n) - d^H(n)a_D$. There is a range of adaptive algorithms offering simple adaptive solutions [8] to obtain the optimal coefficients $d$ and $f$.

### 7.4.10 Performance analysis

The capacity of multi-user MIMO downlinks is intimately connected with a result as indicated in [120] called "writing on dirty paper", which can be briefly summarized as follows, let $X$ represent a transmitted signal, $W$ and $Z$ are additive white noise terms, so that the received signal $Y = X + W + Z$. It is shown in [120] that if $W$ is known deterministically to the transmitter, then the capacity of the communication channel is same as a channel with only the second interference term: $Y = X + Z$ regardless of whether or not the receiver knows $W$ and independent of the statistics of $W$. When the users are known at the transmitter, space division multiple access can be employed to increase capacity [121]. In particular, the capacity of the channel for user $j$ is indicated in [122] as:

$$C_j = \max_{X_j} \log_2 |I + (\sigma_n^2 I + H_j \tilde{X}_j \tilde{X}_j^* H_j^*)^{-1} H_j X_j X_j^* H_j^*| \tag{7.18}$$

The capacity is thus the function of not only what modulation matrix is chosen for the particular user of interest, but also those chosen for all other co-channel users as well. Viewing the problem entirely form the perspective of receiver $j$, capacity is maximized when, $H_j \tilde{X}_j = 0$ or in other words, when the transmit matrix $\tilde{X}_j$ for
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all other then $j$ lies in the null space of $H_j$. If this is done, then the capacity of user $j$ is equal to the waterfilling capacity of the channel matrix $H_j$ [123], note that $N_T \geq N_R$ is a necessary condition for achieving a requirement not imposed in the blind transmitter case.

For the purpose of simulations, the comparison was made between the proposed vector precoding scheme and the zero forcing approach. The systems considered for the simulation were full rank systems. As seen from the simulations results the proposed adaptive vector precoding scheme outperforms the zero forcing precoding method even at significantly lower values of SNR. The reason for this could be due to the fact that traditional zero forcing approach needs to be inverted at the receiver and under such circumstances, the spectral nulls are introduced in the process of reception. In the vector precoding approach the channel does not need to be inverted under the assumption that the transmitter has complete channel state information. The adaptive vector precoding approach exploits the orthogonal nature of the right singular matrix.

In the case of a multi-user MIMO OFDM system the proposed method adopts a time division multiple access scheme in which each user is serviced at a time. In this way the decentralization of users is achieved. The proposed system is compared with different configurations in MIMO adopting a zero forcing like approach. The problem with the sum rate capacity maximization in a multi-user channel, is that such an approach may result in one or two ”strong” users large enough to taking a dominant share of the available power, potentially leaving weak users with little or no throughput [120][118].

At higher SNRs, the relatively small gap between channels with and without channel information at the transmitter is sufficiently small. However, this assumes that the channel is full rank, but when the channel is rank deficient, the gaps are larger, and complete or even only the partial channel information, available can be advantageous. Multi-user capacity could have a different meaning. It is possible to consider the capacity of one particular user in the context of a system, or to consider the sum capacity of all users in the system. Under a single power constraint, it is possible to achieve a variety of different combinations of rates for different users by
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Figure 7.9: Bit error rate
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2. Vector Precoding

allocating resources differently to different users.

7.4.11 Performance results

Figure 8.3 indicates the BER of a simple MU-MIMO OFDM system with BPSK modulation over a channel, by adopting zero-forcing precoding in this chapter, the geometric mean decomposition methods is presented with comparison in the adaptive vector precoding. Figure 8.4 shows the capacity of a MIMO system, presented with a comparison of the vector precoding capacity for the blind transmitter, transmitter with CSI and the multiuser MIMO case with the proposed approach.

The joint transmitter and receiver scheme for implementing the multi-user downlink vector precoding scheme was demonstrated in this project. The simulation
Adaptive vector Precoding for Multiuser MIMO OFDM results indicate a capacity improvement as well as the improvement in the bit error rate performance compared with the zero forcing approach. In the vector precoding approach the channel doesn't need to be inverted under the assumption that the transmitter has complete channel state information. Results show that designing the precoders based on the standard pseudo-inverse is optimal under the assumption of a total power constraint. However, the pseudo-inverse is no longer sufficient and vector precoding provides better performance.
Figure 7.10: Egordic Capacity
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7.5 Summary

There are two comparisons made with the newly proposed technique firstly; The turbo equalization algorithm is effective in achieving reasonably iteration gain when signal power of unknown interference is as large as those of the known users. The AMUD MIMO OFDM performs as well as MAP equalizer such that the memory4 has 1dB gain to memory2 signifying the higher the memory the better the SNR, AMUD MIMO OFDM equally shows the higher the number of the antennas the better the SNR gain.

Secondly Adaptive vector Precoding for Multiuser MIMO OFDM was demonstrated, the joint transmitter-receiver design for multi-user precoding, the BER performance and simulation results suggest an improvement in BER performance of the system as compared to transmitter side precoding alone. This can be mainly attributed to the fact that the proposed solution avoids channel inversion usually required in the precoding process. The capacity results also indicate a better mitigation of MUI in case of the MIMO OFDM system. More advanced linear precoding schemes should be addressed. For example, it is well known that in low SNR conditions under channel uncertainty, regularizing the pseudo inverse can considerably improve the performance. It is interesting to examine this property in the context of generalized inverses. ZF decoding using pseudo-inverse (the decorrelator) is probably the most common decoding algorithm. The results suggest that adaptive vector precoding outperform ZF under uncertainty conditions.
Chapter 8

Conclusion

The combination of MIMO and OFDM has emerged as a promising solution for future high rate wireless communication systems. The discourse commenced with a historical review of the 50-years of OFDM literature. More specifically, the milestones in the history of OFDM were presented in the literature, where the key events and contributions across several decades were summarized. Furthermore, an overview of the advances in MIMO techniques was provided, followed by the introduction of combined MIMO OFDM systems, where some of the associated contributions found in the literature were outlined and acknowledged.

The state of the art review of MIMO OFDM further discussed the specific limitations of existing techniques designed for multiuser MIMO OFDM systems. More specifically, this research investigates the joint detection techniques and the channel estimation approaches in comparison to individual estimation approach by Emre Telatar in his famous paper of 1999 which become a benchmark. This new technique provides higher data rate performance, higher mobility and higher carrier frequencies for easy and reliable multiuser transmission in wireless systems.

It was pointed out explicitly that in the open literature there was a paucity of information on multiuser MIMO OFDM detectors, which are capable of supporting a higher number of users than the number of receive antennas. Recall that in such a rank-deficient scenario a particular challenge is imposed by the insufficient degree of freedom due to having a singular channel matrix. These challenging difficulties were
overcomed with the advent of the AMUD techniques, resulting in attractive and efficient solutions to the above-mentioned problems. This was the main contribution of this thesis that AMUD MIMO OFDM achieves enhance channel estimation resulting in a continuous hand-over and thus one can get network wherever you are. This thesis analyzed a novel implementation of a distributed MIMO OFDM wireless communication system as demonstrated. AMUD MIMO OFDM is a reliable mobile communication system with potential to operate sufficiently in cooperative wireless communications.

The second second contribution of this thesis is on the information channel capacity of single carrier system with MMSE DFE and Multicarrier systems with OFDM receivers, showing that: (a) the adaptive MMSE Multiuser Receivers in MIMO OFDM wireless system provides higher data rate performance, higher mobility and higher carrier frequencies for easy and reliable multiuser transmission in wireless systems, and (b)the information capacity comparisons of mobile communication systems with MMSE DFE and OFDM receivers apart from different implementations, are essentially identical when it comes to the criterion of achievable channel information capacity.

Lastly, few comparisons were demonstrated with the proposed technique, the ”Adaptive Vector Precoding for MIMO OFDM”, this involves developing a joint-transmitter receiver design for implementing water-filling for multi-user MIMO OFDM systems for evaluation of the multi-user channel capacity and bit-error rate performance. Moreover ”Adaptive MMSE Multiuser Detection for MIMO OFDM over Turbo-equalization for single-Carrier transmission wireless Channel” were equally demonstrated in the thesis, showing that the enhanced joint channel estimation and signal detection makes the new technique effectively mobile and thus one can easily get network wherever one goes because of continuous handover (due to training).
Chapter 9

Future Recommendations
AMUD MIMO OFDM is an active research, a key challenge in the technique is to effectively control three qualities at once: transmit power, transmit rate and coding rate. It will be interesting to extend the analysis by considering both rate and coding adoption based on the channel condition.

Adaptive transmission has recently been identified as a key technology for exploiting potential system diversity and improving power-spectral efficiency in wireless communication systems. An adaptive resource-allocation approach, which jointly adapts subcarrier allocation, power distribution, and bit distribution according to instantaneous channel conditions, for multiuser multiple-input multiple-output/orthogonal frequency-division multiplexing systems. The resultant scheme was able to:

- Optimize the power efficiency.
- Guarantee each user’s quality of service requirements, including bit-error rate and data rate.
- Ensure fairness to all the active users.
- To be applied to systems with various types of multiuser-detection schemes at the receiver.

It is also demonstrated that the MIMO system is able to multiplex several users without sacrificing antenna diversity by using the proposed algorithm.

Efficient resource management is a major issue in the operation of wireless communication systems given the limited resource availability. In contrast to most existing resource allocation techniques that assume perfect channel state information at the transmitter (CSIT), a novel adaptive resource management algorithm is proposed to optimize the spectral efficiency of a multiuser multi-input multi-output (MIMO)/orthogonal frequency division multiplexing (OFDM) system where only partial channel state information is available. A distinctive feature of the proposed method is that the allocation strategy is directly related to the users’ spatial correlation and the quality of channel feedback information. It is expected that the results
will show that the proposed scheme achieves significant throughput improvement compared to non-adaptive systems.

This thesis have demonstrated promising advantages of AMUD MIMO OFDM over conventional MIMO OFDM and SISO OFDM. However due to intrinsic ISI of the AMUD MIMO OFDM function, the conventional pilot aided channel estimation scheme used in MIMO OFDM are not directly applicable to AMUD MIMO OFDM. Promising techniques based on preambles have appeared in literatures. Still the following questions are not yet answered: What is the best channel estimation scheme for the proposed scheme? What is its complexity compared to channel estimation in AMUD MIMO OFDM? What is the effect of timing synchronization error on AMUD MIMO OFDM.

Typically, the parameters of the OFDM transmission, e.g. frame length and CP length, are designed based on the characteristics of the radio environment, such as average or worst case delay and Doppler spreads. Cooperative AMUD MIMO OFDM processing may potentially induce increased delay spreads due to the fact that the distributed antenna heads can be placed far apart. An interesting future topic would be to evaluate the impact of the distributed antenna system on the design of OFDM parameters.

Adaptive MIMO-OFDM brings along an interesting observation, namely, that MIMO-OFDM exploits two dimensions: the time/frequency dimension and the spatial dimension. This raises a fundamental question for research in future wireless communication systems. What is the next dimension to exploit? Or do we, by this concept, reach the limit and can we only achieve higher data rates by exploiting these two dimensions more and more efficiently?

BPSK is the most elementary modulation scheme, which was used mainly in the thesis simulations. The results are purely dependent on the systems’ potential. Nevertheless, channel capacity performance will be significantly increased by a more sophisticated modulation scheme. On the other hand, Symbol Error Probability will be increased too while the complexity of the system is increased. In a similar manner to the degree of freedom (DOF), by increasing the modulation level of the data signals, a saturation point will be reached, where further increment to the
modulation level will not provide significant channel capacity gain. A changeover to a higher level modulation scheme needs further investigation to identify the Symbol Error Probability and complexity prices for increased channel capacity.

AMUD MIMO OFDM systems suffer from spatial correlation. Spatial correlation between the antenna elements of a MIMO node causes loss in the DOF and a loss in the DOF results to limited channel capacity gain. Conventional MIMO OFDM systems need to be carefully designed and built in order to avoid spatial correlation. However, in the case of AMUD MIMO OFDM systems, spatial correlation problem can be tackled by an avoidance technique. Through training, apart from the MMSE information, each user will receive spatial correlation information. If a device is providing MMSE good enough to contribute to the AMUD MIMO OFDM formation but is spatially correlated, it will be discarded from the system.

The loss due to the adaptive nature of the receivers’ implementing the LMS algorithm, provided that the algorithm had enough time to converge to its steady state, is given as shown in the section 5.3 of equation (5.47). It should be noted that an occasion may arise where the LMS algorithm has not converged to its steady state. This needs future studies and analysis. Moreover, various implementation issues relating to MCM arise, and need to be addressed they are as follows:

- Excessive delay due to very narrow bandwidth of subchannels.

- Inter-sub-channel interference. (it is difficult to produce a large number of narrow band subchannels with high selectivity filters preventing cochannel interference).

- Difficulty in adaptive information loading per subchannel due to lack of information at the transmitter about the channel. This problem is particularly difficult in the case of the mobile channel since the channel is to a various degree time variable.

Conclusively if all the recommended problems mentioned are taking into consideration in the future, a more reliable, robust and higher data communication system will be achieved.
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