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Abstract

The objective of this research is the development of novel three dimensional Finite Volume (FV) algorithms for the solution of small strain, quasi-static, Computational Solid Mechanics (CSM) problems involving non-linear material behavior, specifically materials described by an elasto-visco-plastic constitutive relationship and a von-Mises yield criterion. The motivation is to contribute the non-linear CSM capability to an integrated FV framework for the comprehensive solution of the thermo-mechanical behaviour exhibited by the shape casting of metals.

A study of novel two and three dimensional FV algorithms associated with CSM is presented. The algorithms employ a variety of two and three dimensional elements and are compared with the standard Bubnov-Galerkin Finite Element Method, with regard to algorithmic procedure, linear solvers, accuracy and computational cost. A variety of benchmark solid mechanics problems involving elasto-plastic and elasto-visco-plastic material behaviour are studied. These include the plane stress analysis of a perforated tensile strip of aluminium, the plane strain analysis of a hollow metal cylinder and the three dimensional analysis of a hollow metal sphere.

The control volume-unstructured mesh, vertex based, FV algorithm for CSM problems is integrated within a multi-physics FV framework PHYSICA, which includes cell-centred FV procedures for the solution of problems involving simultaneous heat transfer, solidification and fluid flow. The thermo-mechanical coupling is described in detail. A variety of thermo-mechanical benchmark problems involving thermo-elasto-plastic and thermo-elasto-visco-plastic behaviour are studied, these include the quenching and the solidification of an infinite steel plate. Finally, the completely coupled capability of the FV framework PHYSICA is validated against experimental observations obtained from the gravity die casting of a hollow aluminium cylinder.
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Chapter 1

Introduction

The goal of the research project is to extend novel two and three dimensional implementations of linear elastic, small strain deformation algorithms using Finite Volume (FV) discretisation techniques [43, 42, 4], in order to model non-linear material behaviour, such as elasto-plastic and elasto-visco-plastic deformation. The novelty of the original deformation algorithms is their ease of coupling with Computational Fluid Dynamics (CFD) procedures based upon FV discretisation techniques [42, 3]. This was achieved using generically similar discretisation, formulation and solution techniques for both Computational Solid Mechanics (CSM) and CFD procedures [42, 3]. The ultimate aim of this research is the modelling of multi-physics problems, such as the shape-casting of metals, within a completely integrated numerical framework [26, 25].

A review of numerical discretisation methods for CSM problems involving material non-linearity is presented, with passing reference to the applicability of the methods discussed to CFD problems. Specifically, the various classes of Finite Volume Methods (FVM) are then described in more detail, with particular reference to the methods employed in this research project. Finally, a brief outline of the remaining chapters of the thesis is included.
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1.1 Review of numerical discretisation methods

Historically, it is accepted that the broad field of continuum physics is conventionally limited by the extreme behaviour of either solid or fluid continua.

Over the last three decades the Finite Element Method (FEM) has firmly established itself as the pioneering approach for CSM, especially with regard to solid body stress analysis [107, 108, 72, 86]. Contemporarily, the FVM, which originated from Finite Difference Methods (FDM) associated with a control volume [101, 74, 52], has similarly established itself within the CFD community.

The following section describes these trends in more detail by studying the above mentioned numerical techniques separately, with particular regard to CSM problems involving material non-linearity. Additionally, the Boundary Element Method (BEM) is described as, potentially, a further alternative.

1.1.1 Finite Difference Methods (FDM)

The FDM was widely used in continuum physics well before the advent of computers, particularly in such fields as solid mechanics where applications date back to the turn of the century. Indeed Timoshenko and Goodier [94] credit the first application of the FDM to the solution of elastic problems by Runge in 1908, who applied the method to torsional problems.

Conversely, the FDM has had limited use in CSM since the advent of computers, especially with regard to problems involving non-linear materials. This was mostly attributable to the early domination of the extremely efficient FEM in this field as developed from the early 1960's onwards. At that time some interest was directed at the FDM, but for mainly linear elastic analysis of two and three dimensional continua, beam, plate and shell problems [94, 38, 45].
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As described by Fenner [38], two distinct types of governing equations dominate in quasi-static CSM problems, namely, second-order harmonic and fourth-order biharmonic types, where the unknown, which is usually a displacement or stress function, is defined in terms of the relevant coordinates. With regard to stress functions, for planar and axisymmetric problems a single Airy stress function can be introduced, while for three dimensional problems the three Clerk Maxwell stress functions can be introduced [38].

The problems are discretised by the classical FDM in conjunction with a Taylor series approximation. The diagonally dominant system of algebraic equations thus formed, are solved either, directly, by suitable elimination techniques such as the tri-diagonal matrix solver or, iteratively, by techniques such as Successive Over Relaxation (SOR) schemes [38, 10, 45]. These early techniques had limited success with CSM problems compared with other methods such as the FEM. There were a number of reasons for this, the most important being the difficulty of applying these techniques to irregular geometries in a simple fashion [42, 38].

The FDM received a renewed interest when associated with a control volume. This was a major influence in the field of CFD [74, 52, 75]. The approach allowed the numerical analyst a simple interpretation of the method when applied to a physical situation. The method enforces conservation of the dependent variable over the designated control volume as described by Patankar et al [74, 52]. This was a ground breaking step in discretisation methods, as the method originally had the appearance of a FDM but employed some of the typical conventions of a FEM.

This was the initial step in the creation of a new concept of discretisation under the heading Finite Volume Methods (FVM) and early credit for the naming convention, Finite Volume Method, in the context of CFD can be attributed to Jameson [57], though the origin of the discretisation approach can be traced much earlier. McDonald [66] proposed a novel Finite Area Method, applicable to two dimensional CFD applications and even earlier, in 1967, Winslow [101] applied a novel FDM, using a nonuniform triangular mesh, to the numerical solution of magnetostatic problems. The nonuniform mesh consisted of linear triangular elements with regular topology. Winslow illustrated the equivalence of this novel FDM, which was associated with a vertex based control volume, and a standard Rayleigh-Ritz
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variational approach [101]. Indeed, as the Rayleigh-Ritz variational approach is equivalent to the Bubnov-Galerkin weighted residual approach, by virtue of Green’s theorem [30], this is an early indication of the direct equivalence of a FVM and a FEM with regard to linear elements. This equivalence will be commented upon in more detail in the following sections.

The success of the control volume — finite difference methods in CFD is widely reported [74, 52, 75], particularly with regard to the leading commercial CFD software packages [19, 18, 41]. The inherent satisfaction of the principle of conservation and the extremely high efficiency with respect to non-linear iterative procedures on a structured mesh [74, 75] has caused the FVM to be the dominant method employed in CFD applications.

As the original development of a discretisation technique using a FDM associated with a control volume was restricted to a structured mesh, additional discretisation methods were developed associating a control volume with an unstructured mesh for the solution of CFD problems [74]. A number of researchers developed such methods initially described as control-volume-based finite-element methods [7, 6, 8, 57]. Standard CFD problems were modelled on unstructured meshes using this discretisation technique, such as conduction, convection-diffusion, laminar fluid flow and laminar forced and natural convection [83, 5]. This technique is now well established for the modelling of CFD problems and has been analysed quite extensively by Morton et al with regard to accuracy when compared to the traditional FEM for a variety of CFD problems [69, 54].

This vertex based approach to numerical discretisation as described by Patankar and Schneider for CFD applications [5, 83], provides the unstructured discretisation method as implemented by Fryer et al [43, 42, 4] for the solid body stress analysis of linear elastic materials, upon which the present research is based. The discretisation technique has also been described generally and analytically compared against the standard FEM with regard to linear elastic, structural mechanics problems [71]. The method will be fully described in the context of a FVM in the following section.

More recently, the control volume FDM has been extended to unstructured meshes for CFD problems [20] and the above mentioned CFD problems have been successfully modelled on
CHAPTER 1. INTRODUCTION

unstructured meshes [20, 22], particularly in connection with solidification processes [20]. This cell centred technique is currently being applied to more complex fluid flow situations involving such phenomena as swirl with highly irregular mesh geometries [24].

A similar research trend has developed in the field of CSM. Initially, with Hattel et al investigating the applicability of the control volume FDM for thermo-elastic and thermo-elastic-plastic problems on structured meshes [48, 31] and lately Demirdzic et al have had some success extending these discretisation methods to unstructured meshes, though this work has so far been limited to linear elastic materials [32].

A summary of the most recent discretisation techniques associated with the FVM is presented in section 1.2.

1.1.2 Finite Element Methods (FEM)

The FEM has been applied extensively to the field of solid mechanics, since the advent of numerical computation in the early 1960’s. This is historically illustrated if we focus on the modelling of small strain, non-linear material behaviour, particularly elasto-plastic and elasto-visco-plastic deformation.

Some of the earliest applications of the FEM to an elasto-plastic constitutive relationship were performed in the 1960’s by Marcal and King, 1967 [65], Yamada et al, 1968 [103] and Zienkiewicz et al, 1969 [109]. During the 1970’s Zienkiewicz et al applied the FEM to an elasto-visco-plastic constitutive relationship [105, 23]. This work utilised the well known Perzyna model to describe the visco-plastic strain rate [76, 77]. The Perzyna model is also adopted in this research and a detailed description is provided in the next chapter, though it should be noted that the FVM described in this work can be generally applied to other non-linear material models.

The introduction of the Finite Element (FE) discretisation technique to problems involving material non-linearity was a natural extension of the FE discretisation approach as previously applied to a linear elastic constitutive relationship. Solid mechanics problems often in-
volve irregular geometries and the FE discretisation approach is well suited to unstructured meshes, for such reasons the FEM is well established as the ruling discretisation technique for solid mechanics problems. Detailed accounts are available in standard texts [107, 30, 38].

A great deal of study has been completed into a variety of weighted residual criteria associated with FE discretisation techniques [107, 30]. This work has compared many such criteria, the most salient being collocation, least squares and Bubnov-Galerkin. It is well known that the Bubnov-Galerkin weighted residual approach is accepted as the optimum weighted residual method within the FE community [107, 71]. The fundamental reason being the self-adjoint nature of linear elastic, small strain problems, which is inherently satisfied by the Bubnov-Galerkin residual method.

For small strain problems involving associative, non-linear material behaviour, such as the elasto-plastic or elasto-visco-plastic deformation of metals with a von-Mises or Tresca yield criteria the problem can remain self-adjoint [70]. For this reason the Bubnov-Galerkin weighted residual FEM has generally been applied to these problems [65, 103, 109, 70].

At this point it is also interesting to note the equivalence of the sub-domain collocation, weighted residual, approach and the FVM from a mathematical description of the weighting functions. However, from a conceptual view point the FVM differs as it is developed directly from the principle of conservation over an elemental volume as opposed to an abstract mathematical technique [52, 107, 71]. This point will be described in detail in the following section, but it is immediately obvious from this equivalence of the FVM and the sub-domain collocation method that symmetry is no longer enforced with regard to the choice of weighting functions, thus providing an argument for the inferiority of the FVM when applied to self-adjoint problems [106, 71]. As the self-adjoint nature of the problem depends upon the type of material non-linearity encountered with a specific problem, part of the research described here, was to establish the effect of this possible asymmetry with reference to the FVM when applied to problems involving material non-linearity.
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1.1.3 Boundary Element Methods (BEM)

The Boundary Element (BE) discretisation technique, in addition to the FEM, has also been employed in a wide variety of problems in CSM [11]. However, it is generally accepted that the BEM is more suitable to specific types of problems as described below, when compared to other discretisation techniques such as the FEM or the FVM.

The BEM is generally suitable for problems involving homogeneous and linear elastic materials, requiring a high accuracy of boundary stresses and a low ratio of boundary surface to volume with regard to problem geometry [11]. Alternatively, the FEM or potentially the FVM are more suitable for problems where the material is non-homogeneous and exhibits non-linear material behaviour, where boundary stresses are not of primary importance and where geometrically there exists a high ratio of boundary surface to volume [11]. As the object of this research is to model problems such as the shape-casting and quenching of metals, which exhibit material non-linearity and where, geometrically, there exists a high ratio of boundary surface to volume, the FVM presents itself, potentially, as a more suitable discretisation technique when compared to the BEM, for the applications studied in this research.

Though it is generally accepted that the BEM is not directly suitable for problems involving material non-linearity, Heinlein et al have successfully applied the BEM to the complete analysis of temperature fields and stresses during solidification processes [49]. Initially, this implementation was restricted to a one dimensional approach, but further work was suggested to extend the techniques to a two dimensional model.

Difficulties will arise in applying the BEM generally, as the method essentially involves the application of the analytically obtained fundamental solution as a weighting function in the formulation of the overall system of equations [104, 49]. Obviously, for non-linear problems involving two and three dimensions, the practicality of this method is severely limited.

In this research, it was not possible to compare and analyse the BEM in detail with other discretisation techniques, but in closure it should be noted that a number of researchers...
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have investigated the coupling of the BEM with the FEM at an iterative level for problems involving material non-linearity [11]. Additionally, with particular regard to extrusion or forming processes, it is possible to adopt a staggered or stepped coupling approach where in this instance the momentum and constitutive equations are solved by different discretisation techniques, while the velocity field may be computed using the BEM, the stress field may be computed by the FEM or any other potentially suitable discretisation technique [78].

1.2 Finite Volume Methods

As originally stated by Hirsch [52], the FVM is the name given to the technique by which the integral formulation of the conservation laws are discretised directly in physical space. This definition illustrates the conceptual approach to a physical problem which is particular to the FV discretisation technique.

In the previous section, though the FVM was not explicitly described passing reference was made when necessary. From these references it should be noted that the FVM can be viewed in two ways, it may be considered a FDM associated with the conservation principle applied over a control volume or as the sub-domain collocation technique as developed from the standard FEM discretisation approach. As the importance and the application of the FVM has increased it has emerged as a discretisation technique in its own right, this emergence has been formally described by a number of authors Hirsch [52], Oñate et al [71, 54, 106] and Selim [84] to mention but a few.

In the following section the FV discretisation technique is examined in detail. The FVM has been developed recently, with regard to other discretisation techniques, and for some applications it is still under development as indicated by the research presented here. For these reasons the FVM is not yet as rigorously or formally defined as say the FEM. In this section a current overview of the FVM is provided, which attempts to expand on the naming conventions as used by many authors. The classification is independent of which particular field of continuum physics the FVM discretisation technique is applied to, though specific reference will be made to how the techniques have been applied within the fields of CSM
The FVM is generally divided under two headings, the cell-centred and the cell-vertex. It is possible to describe all cases of the FVM within either of these two categories. Firstly this section describes the cell-centred FVM, then secondly the cell-vertex FVM and finally concentrates specifically on the Control Volume — Unstructured Mesh (CV-UM) vertex based FVM [43, 42, 4], where comparisons are made with the Bubnov-Galerkin FEM.

1.2.1 Cell-centred FVM

The cell-centred FVM is traditionally associated with CFD discretisation techniques. In these cases suitable values of the dependent variable are stored at the cell centres, the control volume over which the conservation principle is applied is usually over the mesh cell and no overlapping of the control volumes can occur. A definition of the cell-centred FVM has been described by Hirsch [52], which simply states:

When, for instance, the average value of the variable over the cell is associated with the central point of the cell, a cell-centred FVM is defined.

The implementation of a cell-centred FV discretisation technique on a two dimensional structured mesh is illustrated in Figure 1.1, where the control volume over a mesh cell $ABCD$ is designated by $\Omega_{i,j}$. In this case a simple structure is illustrated by the orientation of the neighbouring control volumes, which for a simple two dimensional case involve the subscripts $i$ and $j$ for the rows and columns, respectively. The concept may be simply extended to three dimensions. Additionally, more complex structured meshes are possible employing variable cell sizes and, alternatively, curvilinear coordinate systems. However, the topology remains consistent throughout the mesh and generally structured meshes are employed.

Over the last few years a considerable amount of research has been performed by Hattel et al [48, 47, 46] to model thermo-mechanical effects in casting processes using the cell-
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Figure 1.1: Cell-centred FVM applied to a structured mesh

centred FVM. When employing a cell-centred technique a decoupling phenomenon can occur between the displacement and stress fields. A more detailed discussion of this phenomenon is provided in Chapter 3. However, a brief outline of the techniques employed to address this problem is included here. In this particular cell-centred approach a novel technique is utilised to overcome this problem, where a collection of staggered grids, and hence control volumes over which the conservation principle is applied, are associated with each dependent variable, in this case displacement components [48, 47, 46]. Though this technique is commonly incorporated in the field of CFD [74, 19] it is new to the field of CSM. This research has had initial success in stress analysis involving thermal and mechanical loading conditions, but is so far limited to linear elastic material behaviour on structured meshes [48, 47, 46].

Additionally, Ivankovic et al have modelled the thermo-mechanical effects associated with the Rapid Crack Propagation (RCP) in polymer pipes using a cell-centred FVM. This implementation does not utilise a staggered approach as described above and stores all variables at the cell centres. A higher order term is included in the displacement gradient approxima-
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tion, which requires next nearest neighbour information [31, 55, 35]. However, this higher order scheme will suffer from the usual difficulties when applied to an unstructured mesh. The implementation has included non-linear material effects, but is again restricted to a structured mesh [31, 55, 35].

A further difficulty which arises when using a cell-centred scheme is obtaining the required accuracy of the variables, such as displacement or stress, at the boundary of the problem domain. This requires suitably accurate interpolation and extrapolation of the variable from the cell faces to the cell centres and vice versa [46, 31]. A more detailed discussion of these problems is provided in Chapter 3.

At present, the cell-centred FV technique as described above has been mainly applied to a structured mesh, but recently the technique has been extended to unstructured meshes for CFD applications. These applications include thermally convective and conductive solidification processes by Chow et al [20, 22] and complex swirling flows by Croft et al [24]. The technique has also been extended to unstructured meshes for CSM applications, these include linear elastic thermo-mechanical behaviour by Demirdzic et al [32].

An example of the cell-centred FVM applied to a two dimensional unstructured mesh is illustrated in Figure 1.2(a). The control volume $\Omega_1$ is described over the mesh cell $\overrightarrow{ABC}$ and similarly the control volume $\Omega_2$ is described over the mesh cell $\overrightarrow{ACDE}$. The concept may again be simply extended to three dimensions, but is described here in two dimensions for simplicity. From the numbering of the surrounding control volumes it is self evident that there is no orientation or structure to the mesh as previously described.

1.2.2 Cell-vertex FVM

The cell-vertex FVM describes techniques as originally applied to unstructured meshes, where variables are typically stored at the vertices of the mesh cell and the control volume over which the principle of conservation is applied is vertex based and may include a variety of contributions from surrounding mesh elements. A variety of cell-vertex techniques as described by Hirsch [52] may be utilised so long as they meet the defined criterion:
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When the variables are attached to the mesh points, that is, to the cell vertices, a cell-vertex FVM is defined.

An illustrative example of the cell-vertex FVM applied to a two dimensional unstructured mesh is given by Figure 1.2(b). The control volume $\Omega_A$ is based around the vertex at point A and includes contributions from the five surrounding mesh cells. The complete control volume over which the conservation principle is applied is described by the polygon BCDEFG.

This method has been extensively applied in the field of CFD for a variety of problems as described earlier in the previous section under the heading of control-volume finite-element methods, and has been rigorously compared with traditional FEM discretisation techniques with regard to order of accuracy for standard CFD problems [69]. Additionally, Chow et al have compared a cell-vertex and a cell-centred FVM when applied to thermally conductive solidification processes [20, 22].

In closure of this sub-section it should be noted that a number of researchers have described various implementations of the cell-vertex FVM on a structured mesh for CFD applications. These include a general overview of current techniques by Hirsch [52], and specific techniques described by Denton [33] and McDonald [66].
More recently, the cell-vertex method has been applied to problems concerning CSM. The previous work upon which the present research is based involved a CV-UM vertex based FVM in the analysis of two and three dimensional linear elastic problems [43, 42, 4]. Also, Oñate et al have broadly investigated the accuracy of the cell-vertex FVM when compared against the Bubnov-Galerkin FEM for standard CSM problems in one and two dimensions, again involving linear elastic material behaviour [71, 106]. The conclusions of these comparisons are discussed in the following section.

1.2.3 Control Volume-Unstructured Mesh vertex based FVM

At this point, the CV-UM vertex based FVM is introduced, with reference to the specific characteristics of the method within the cell-vertex category. Then the method is compared with the standard Bubnov-Galerkin FEM to identify the fundamental differences of the two discretisation techniques.
A comprehensive definition of the above two categories of the FVM has been compiled by Hirsch [52]. In this definition, the CV-UM vertex based FVM is described as being a particular case of the cell-vertex FVM. Other authors such as Oñate et al [71, 106] and Selim [84] describe this particular FVM separately from the general cell-vertex method, thus proposing a third category where the dependent variable is located at the vertices and the control volumes are centred around the vertices, but the control volumes do not overlap.

This suggests that the CV-UM vertex based FVM is unique from cell-vertex methods as it does not allow overlapping control volumes, where as cell-vertex methods always have overlapping control volumes over which the conservation principle is applied. Examples of overlapping control volumes with regard to cell-vertex schemes have been described by Oñate et al [71, 106] in the context of CSM and Hirsch [52] in the context of CFD.

In this research, the CV-UM vertex based scheme is regarded as a particular case of the cell-vertex FVM. This may be justified by the fact that all the key attributes of the scheme satisfy the above description, as originally defined by Hirsch [52], for the cell-vertex FVM.

The CV-UM vertex based FVM is illustrated in Figure 1.3 with regard to a two dimensional mesh for simplicity, though the concept will apply generally to a three dimensional unstructured mesh. The complete control volume over which the conservation principle is applied is circumscribed by the polygon $bcdefghijk$. The polygon is defined by the midpoints of the mesh cell sides $b, d, f, h, j$ and the centres of the mesh cells $c, e, g, i, k$. The control volume is based around a vertex or node, in this case $A$, and has contributions from the five surrounding elements.

When comparing the FV discretisation technique with the Bubnov-Galerkin FE technique, it is possible to illustrate the fundamental differences between the two techniques by describing each technique with regard to the associated weighting function $W$.

The weighting functions for a cell-vertex FVM, a Bubnov-Galerkin FEM and a CV-UM vertex based FVM are illustrated in Figure 1.4. The two dimensional mesh in the $x - y$ plane is drawn inclined to the plane of the page to illustrate in three dimensions the variation
Figure 1.4: Weighting function $W$. (a) Cell-vertex FVM and (b) Bubnov-Galerkin FEM and (c) CV-UM vertex based FVM.
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of the weighting functions over the mesh.

From the description of the weighting functions as utilised in the FV techniques illustrated in Figure 1.4(a) and Figure 1.4(c), the essential equivalence of the sub-domain collocation technique as derived from FE theory and the FV technique is now clearly apparent. This equivalence was initially mentioned in the previous section and has been noted by a number of authors [52, 71]. It should be noted that the existence of a number of possible alternatives for the FVM as described in this section, warrants an independent analysis of the FVM as a discretisation technique in its own right.

Ofiate et al have originally analysed the techniques described in Figure 1.4 for one and two dimensional linear elastic problems. In the results they presented, the CV-UM vertex based FVM was described as a ‘cell-centred’ FVM, this description can be misleading as the term cell-centred FVM generally refers to the other category of the FVM, where variables are stored at the centre of the mesh cells, as defined above by Hirsch [52]. To avoid confusion, the ‘cell-centred’ FVM technique as described by Oñate et al will be referred to as a CV-UM vertex based scheme in this discussion, as the two techniques are exactly the same [71, 106].

The results presented by Oñate et al [71] indicate the superiority of the CV-UM vertex based FVM described in Figure 1.4(c) to the cell-vertex FVM as described in Figure 1.4(a). Also, the complete equivalence of the CV-UM vertex based FVM and the Bubnov-Galerkin FEM for one dimensional problems and two dimensional problems involving linear Constant Strain Triangular (CST) elements, in static elastic analysis is indicated. For higher order elements in two dimensions such as Bilinear Quadrilateral (BLQ) elements, the CV-UM vertex based FVM and the Bubnov-Galerkin FEM are not exactly equivalent, but this inequality is within an acceptable numerical tolerance and does not immediately indicate the superiority or inferiority of one method compared to the other [71].

For the cell-vertex FVM and the Bubnov-Galerkin FEM techniques as described in Figure 1.4(a) and Figure 1.4(b), respectively, the overlapping of the control volumes based around the vertices of the mesh is indicated. There are no overlapping control volumes in the CV-UM vertex based FVM and the prescribed control volumes obviously enforce conservation
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at a more local level than the other two methods, as illustrated in Figure 1.4(c). From this conceptual viewpoint it is possible to interpret the greater accuracy of the CV-UM vertex based FVM when compared against alternative cell-vertex FVM.

Fryer et al [43, 42] have compared the two methods for a number of standard two dimensional linear elastic problems with a variety of thermal and mechanical loading conditions on meshes consisting of BLQ elements. From these results the equivalence of the CV-UM vertex based FVM and the Bubnov-Galerkin FEM with regard to solution accuracy is indicated.

Bailey and Cross [4] have extended this work to three dimensions and have compared the two methods when applied to linear elastic problems involving thermal and mechanical load conditions on meshes consisting of Trilinear Hexahedral (TLH) elements. Again, the equivalence of the two techniques with regard to solution accuracy is indicated.

1.3 Overview of the thesis

In this section a brief overview of the remaining thesis is given. From this outline a general understanding of the direction and content of the research undertaken in this project is available.

In Chapter two, material non-linearity is described generally within the context of solid mechanics. The background theory to an elasto-visco-plastic constitutive relationship is presented, followed by a specific description of the Perzyna model as utilised in the research presented here.

In Chapter three, the governing and constitutive equations associated with material non-linearity are described, with specific regard to the elasto-visco-plastic constitutive relationship as described by the Perzyna model. The equations will then be discretised using the CV-UM vertex based FVM, and compared to a standard Bubnov-Galerkin FEM. Additionally, the possible iterative techniques available for the solution of the non-linear problem
are discussed. The techniques are described as possible algorithms within a FORTRAN 77 software framework.

In Chapter four, the CV-UM vertex based FVM is theoretically analysed and compared with the Bubnov-Galerkin FEM. The direct equivalences and the basic differences of the two techniques are described and discussed at an elemental level, in two and three dimensions.

In Chapter five, the discretisation and solution techniques described in chapter three are applied to a variety of non-linear material problems in the field of CSM. These applications include a simple uniaxial problem involving strain hardening, for which an analytical solution is available. Then a pressurized thick cylinder exhibiting an ideal plastic behaviour is modelled with a plane strain approximation assumed, a reference solution is available. A perforated tensile strip with strain hardening is also modelled with a plane stress approximation, for which experimental results are available. Finally, a fully three dimensional analysis of a hollow spherical vessel undergoing internal pressure is performed, an analytical solution is available.

In Chapter six, a general discussion of the coupling of heat transfer and non-linear solid mechanical problems is presented, with reference to the merits of a variety of coupling techniques. A specific treatment of coupled problems within a FV framework will be described, as implemented and utilised in the modelling of an infinite steel plate in two and three dimensions. The implementation of constraint boundary conditions as required for this problem is also described. Finally an infinite steel slab undergoing solidification by heat conduction only is modelled. Classical analytical solutions to these thermo-mechanical problems are available from Weiner and Boley [98], who used the well known thermal analysis of Carlsaw and Jaeger [17].

In Chapter seven, the main physical processes associated with the shape-casting of metals are described. A complete description of the modelling approach will be given. Including a discussion of the required internal and external boundary conditions. Realistic, complex geometries will be modelled in three dimensions, including a 3D test bar problem.
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In Chapter eight, the conclusions and suggestions for future work relating to the research presented in this thesis will be given.
Chapter 2

Material Non-linearity

In this chapter an overview of material non-linearity with regard to solid mechanics is presented. Initially, a general description of the constitutive relationships associated with material non-linearity in solid mechanics is presented. Then a brief description of the most common cases of material non-linearity is given, with specific material examples included where appropriate. This description will involve a comparison of rate dependent and rate independent material non-linearity. The concept of a yield surface will be introduced and a number of examples will be described with regard to their applicability to particular classes of material. Finally, a detailed description of the well known Perzyna model as utilised in this research to describe an elasto-visco-plastic constitutive relationship is presented.

2.1 Classification of Material Non-linearity

Material non-linearities occur in solid mechanics when the relationship between stress and strain, otherwise known as the constitutive relationship of the material, is no longer linear. The direct proportionality of stress and strain can no longer be assumed, as it is in the simple linear elastic case.

The constitutive relationship may now be a function of the combined or individual stress,
strain or strain rate and may also be path dependent with regard to the load history. The variation of the constitutive relationship also causes the stiffness of the structure or component consisting of the non-linear material to vary also. Thus the stiffness of the structure or component may vary as a function of the combined or individual load level and load history [51].

To describe a particular case of non-linear material behaviour in solid mechanics a suitable model must be adopted. Non-linear material models describe the macroscopic behaviour of the material, hence they are approximations to the real behaviour of the material as the real behaviour is also related to micro-mechanical effects within the material. For example, the plastic behaviour of metals is related to dislocations and slip planes within the crystal lattice [50, 59, 34]. These defects are assumed to be randomly distributed throughout the material such that a degree of homogeneity can be assumed by the model at a macroscopic level. This allows a uniform macroscopic approximation of the discrete microscopic behaviour of the material over a suitably large volume [50].

It is possible to classify non-linear material behaviour in solid mechanics into two categories, rate independent and rate dependent [51]. Some of the most important cases are described for each category in the following sub-sections.

2.1.1 Rate Independent Material Non-linearity

The cases of material non-linearity described under this category are assumed to be independent of time. This is an immediate approximation as all materials are dependent to some degree upon the rate at which the load is applied [105]. The rate dependence for some materials under specific loading conditions is such that it can be neglected, without reasonable loss of accuracy.
2.1.1.1 Non-linear Elasticity

A case of material non-linearity in solid mechanics for which rate independence is assumed is non-linear elastic behaviour, where the stress is not linearly related to the strain. In this case the deformation is recoverable and no energy is lost from the system. A particular case is the hyper-elastic behaviour of materials such as rubber, where the stresses are a function of a strain dependent constitutive relationship [108, 72]. A simple non-linear elastic relationship is illustrated in Figure 2.1(a), which indicates the conservative nature of the non-linear stress-strain relationship, as it follows the same path through loading and unloading.

2.1.1.2 Plasticity

Another case of material non-linearity which can be assumed to be rate independent for particular materials under specific conditions is plasticity. Plasticity describes non-linear material behaviour where the material deforms permanently due to the application of a loading condition. Some materials exhibit rigid-plastic or to be more specific almost rigid-plastic behaviour when large deformations occur, where the elastic strains are negligible when compared to the plastic strains [56]. Most engineering materials in solid mechanics exhibit elasto-plastic behaviour, in either case a transition to plastic behaviour must occur at some point. This transition occurs when the stress level in the loaded structure or
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Figure 2.2: Plastic material behaviour. (a) Elastic, perfectly plastic and (b) elastic, linear work-hardening.

compartment exceeds the yield point stress level [72, 51]. A detailed description of yield criteria for particular classes of material will be presented in the next section.

For an elasto-plastic case the material behaves elastically below the yield point and any straining which occurs is recoverable. Typical elasto-plastic stress-strain relationships are illustrated in Figure 2.2(a) for an elastic, perfectly plastic material and in Figure 2.2(b) for an elastic, linear work-hardening material [59, 34]. Work-hardening or equivalently strain-hardening will be described in more detail in the following section.

As plastic strains are not recoverable and a problem exhibiting plastic strains is non-conservative, the problem is path dependent and the solution relies upon the load history of the problem. This is analogous to the laws governing reversible processes in classical thermodynamics, where a process is irreversible if it exhibits hysteresis [2]. This is the case for an elasto-plastic problem. When a load is applied which raises the stress level beyond the yield condition, and causes plastic deformation an initial path is followed, but when the load condition is reversed an alternative path is followed. This behaviour is illustrated in Figure 2.1(b) for an elastic, linear work-hardening material. The problem is initially loaded elastically until the yield point is reached and then deforms plastically. When the problem is unloaded it returns elastically to a permanently deformed state [108]. The problem is non-conservative as the plastic strains are associated with heat generation, for a complete thermo-mechanical analysis the heat loss must be included as a source term in the thermal analysis, which will satisfy conservation of energy. However, in many cases the total strains
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are small, much less than 1%, so the heat loss can be neglected in the thermal analysis without any significant loss of accuracy [27, 49].

2.1.2 Rate Dependent Material Non-linearity

The cases of material non-linearity described in this category are time-dependent. This is true for a large number of materials under specific conditions, where the rate dependency of the material can no longer be neglected. An example is the behaviour of metals at elevated temperatures [34].

2.1.2.1 Visco-elasticity

An example of material non-linearity in continuum mechanics for which rate dependence is evident is visco-elastic behaviour. This behaviour is evident in materials undergoing forming processes, where the material has a tendency to recoil over time after a deformation has been imposed. The material is associated with a shape memory, which consists of the full history of the viscous strain development. Some materials exhibit what is described as a fading shape memory when the deformation is imposed over longer periods of time. This causes the tendency to recoil to diminish resulting in permanent deformation [78].

There are a variety of forming or processing situations in which visco-elastic effects have to be modelled. Examples are flowing material processes which include polymer extrusion and melt fibre drawing [78], in these examples only the viscous terms are modelled. The inertial effects have been neglected, as a very low Reynolds number ($Re << 1$) is associated with the flowing material. When modelling material flows with a higher Reynolds number inertial terms can no longer be neglected and are included in the governing equations. Darwish et al have applied a cell-centred FVM discretization technique on staggered grids to problems involving such flows [28]. A full discussion of visco-elastic behaviour and the associated constitutive relationships is not presented in this thesis, only a brief reference is made in the context of rate dependent, elastic, material behaviour and the finite volume method. However, complete descriptions are available in the following references [108, 72].
2.1.2.2 Visco-plasticity

Another example of material non-linearity which includes rate dependence is visco-plastic behaviour. This behaviour always results in a permanent deformation of the material and possesses the yield criterion as described for rate independent plasticity [72, 108]. Materials exhibiting visco-plastic behaviour are assumed to be rate independent below the yield point and rate dependent when the yield point is exceeded [72, 108, 51]. In the research presented here visco-plastic behaviour is described using the Perzyna model, which will be discussed in detail in the final section of this chapter.

2.1.2.3 Creep and Stress Relaxation

Another example of material non-linearity which includes rate dependence is the phenomenon of creep. This is simply described by the strain–time relationship at constant stress as illustrated in Figure 2.3 [72, 73]. The creep strain develops after an instantaneous
elastische Verformung entlang der Linie $AB$. Anfangs, eine primäre Relaxationsbedingung tritt auf, während die Verformungsrate abnimmt. Dies ist eine relativ kurze Bedingung und wird durch die Kurve $BC$ beschrieben. Wenn während dieses Zeitraums die Last entfernt wird, wird eine vollständige Rekuperation durch eine sofortige elastische Rekuperation und dann eine viskoelastische Rekuperation erfolgen. Als durch die gestrichelte Lastentlastungskurve in der Primärphase angezeigt wird. Wenn die Last über die Primärphase hinausgeht, d.h. länger als Zeit $T_p$, dann eine sekundäre Relaxationsbedingung tritt auf, die eine konstante Verformungsrate hat, die durch die Linie $CD$ angezeigt wird. Wenn die Last in dieser Region entfernt wird, wird eine konsistente Deformation oder visko-plastische Wirkung auch einbezogen, wie durch die gestrichelte Lastentlastungskurve in der Sekundärphase illustriert. Schließlich, eine tertiäre Relaxationsbedingung tritt nach Zeit $T_s$, dies wiederum eine relativ kurze Bedingung auf, während die Verformungsrate beschleunigt als durch die Kurve $DE$ angezeigt wird. Diese Bedingung endet schließlich im Versagen des Materials an Punkt $E$ auf der Kurve. Für diese Gründen ist die tertiäre Relaxationsbedingung normalerweise weniger von Interesse als die Primär- oder Sekundärbedingungen in der Modellierung der Deformation. Fast alle Materialien zeigen Relaxation zu einem gewissen Grade, ein besonderes Beispiel ist Metalle bei hohen Temperaturen, typischerweise über 50% ihrer Schmelztemperatur [34].

Ein weiterer abhängiger Phänomen, das mit Relaxation assoziiert ist, ist der Stress Relaxation. Dies tritt auf, wenn eine konstante Spannung auf ein Material über einen Zeitraum angewendet wird, in dem das Material sich nicht mehr deformieren kann und die inneren Spannungen verringern [34].

2.2 Mathematical Theory of Plasticity

In this section a brief theoretical description of materials which exhibit plasticity is presented, with particular regard to metals. The nature of yield criteria will be discussed with attention focused on the von-Mises yield criterion. Finally the phenomenon of work-hardening will be described. This section provides the basic rate independent plasticity theory required for a description of the elasto-visco-plastic constitutive relationship as described using the Perzyna model in the final section of this chapter.

2.2.1 Overview of Yield Criteria

When considering the phenomena of plasticity and the associated yield criterion, the nature of the material under consideration is very important. For example, experimental tests in tension, compression and torsion on a number of metals including copper and steel have indicated that hydrostatic pressure has negligible effect on the yield point and flow stress level [59]. This is not the case when considering other classes of materials such as ceramics. For these classes of materials the yield point and flow stress level are generally dependent upon the hydrostatic pressure. For example, experimental tests in compression and tension on sandstone and marble under hydrostatic pressure indicated that materials which are brittle at atmospheric pressures deformed in a manner typical of ductile materials at high pressures [59]. Thus, when considering metals which are ductile independently of the hydrostatic pressure and hence the volumetric component of stress the yield criterion should be a function of the stress component associated with a change of shape only [50, 72, 34].

Another important consideration of the material with regard to the yield criterion is isotropy. If the material is isotropic then the yield criterion should be independent of the orientation of the coordinate system employed. Thus, the yield criterion should be an invariant function of the components of stress in the coordinate system [50, 72, 34].

There is no theoretical method of deriving a relationship between the stress components in order to correlate yielding for a three dimensional state of stress with yielding in a uniaxial
test. At present yielding criteria are essentially empirical relationships. However, a yield criterion must agree with the material behaviour as observed experimentally [50, 34].

At present there are two established yield criteria for isotropic ductile metals. These are the von-Mises and Tresca yield criteria [50, 34]. These two criteria have been widely applied to problems involving metals. For most metals the von-Mises criterion is in better agreement with experimental data than the Tresca criterion [50, 72]. For this reason the von-Mises yield criterion is utilised in this research, though the techniques will apply generally to any suitable yield criterion. The von-Mises yield criterion is described in detail in the following section.

2.2.2 The von-Mises Yield Criterion

Initially, some basic concepts from the mathematical theory of plasticity as required for the definition of the yield criterion will be defined and finally the yield criterion will be defined with regard to these concepts. When describing the von-Mises yield criterion it is useful to consider a general three dimensional stress state \( \sigma_{ij} \) at a point in static equilibrium as described using the following Cartesian tensor notation:

\[
\sigma_{ij} = \begin{pmatrix}
\sigma_{xx} & \sigma_{xy} & \sigma_{xz} \\
\sigma_{yx} & \sigma_{yy} & \sigma_{yz} \\
\sigma_{zx} & \sigma_{zy} & \sigma_{zz}
\end{pmatrix}.
\]

(2.1)

In the mathematical theory of plasticity it is meaningful to consider direct stress relative to the mean direct stress

\[
\bar{\sigma} = \frac{\sigma_{xx} + \sigma_{yy} + \sigma_{zz}}{3} = \frac{\sigma_{ii}}{3}.
\]

(2.2)

The mean direct stress can be regarded as a hydrostatic stress which acts equally in all directions and is therefore related to volumetric changes only [34, 38].

This allows the stress to be decomposed into a deviatoric stress \( s_{ij} \) and a volumetric stress \( \delta_{ij}\bar{\sigma} \), utilizing the standard Kronecker delta \( \delta_{ij} \) as defined in Appendix A, such that

\[
\sigma_{ij} = s_{ij} + \delta_{ij}\bar{\sigma}.
\]

(2.3)
The normal stress relative to the mean normal stress is then described by the deviatoric stress

\[ s_{ij} = \sigma_{ij} - \delta_{ij} \bar{\sigma}, \]

which is associated with a change of shape only. As described earlier, most metals can be considered to be independent of hydrostatic pressure with regard to the yield point. Thus the yield criterion can be assumed to be dependent on the deviatoric stress only [50, 72, 34].

Any three dimensional stress state as described by the symmetrical tensors in equations (2.1) or (2.4) can be resolved quite simply to three principal stresses acting at a point [34, 38]. The principal stresses are the three roots of the cubic characteristic polynomial obtained during the resolution. The coefficients of the characteristic polynomial are invariant functions and may be expressed in terms of the stress state [38].
Thus it is possible to define the von-Mises yield criterion for isotropic metals as follows. When the second invariant of the deviatoric stress tensor \( J_2 \) reaches a critical value yielding occurs. From the considerations of this theory for uniaxial tension it is possible to define the von-Mises yield criterion in terms of the effective stress \([72, 34]\)

\[
\sigma_{\text{eff}} = \sqrt{3\{J_2\}}^{\frac{1}{2}},
\]

\[
\sigma_{\text{eff}} = \sqrt{3\left\{\frac{1}{2}S_{ij}S_{ij}\right\}}^{\frac{1}{2}}.
\]  (2.5)

The yield criterion can now be defined as the point when the effective stress reaches a critical value \( Y \). The critical value is obtained by experimental tests in uniaxial tension on the specific material. Hence, a yield function \( F \) can now be defined for the von-Mises yield criterion as follows:

\[
F = \sigma_{\text{eff}} - Y.
\]  (2.6)

The von-Mises yield criterion can be illustrated graphically when equation (2.5) is plotted in relation to the three dimensional space defined by the principal stresses. This results in a cylindrical surface of radius \( Y \sqrt{2/3} \) aligned along the axis as illustrated in Figure 2.4. The axis of the cylinder is the hydrostatic component of the stress and any stress state that exists inside the cylinder remains elastic \([34, 72, 50]\).

A number of physical interpretations have been suggested for the criterion, which was originally proposed by von-Mises in 1913 because of its mathematical simplicity. The earliest is that proposed by Hencky in 1924 which implies that yielding begins when the recoverable elastic energy of distortion reaches a critical value. The distortion energy is that part of total strain energy per unit volume which is associated with a change of shape as opposed to a change in volume \([34]\). A complete description of the physical interpretations available for the von-Mises criterion is available in the standard texts \([50, 34, 72]\).

### 2.2.3 Strain-hardening of Materials

An important factor governing the plastic behaviour of a material is the phenomenon of strain-hardening. Also referred to as work-hardening in the associated literature \([59]\). In simple terms, the phenomenon occurs during the plastic deformation of metals at a micro-mechanical level due to the generation and the changing interaction between dislocations.
as the degree of deformation increases. Basically, the larger the number of dislocations produced, the larger their interaction and hence the larger the stresses required for the yielding of the metal [50]. Temperature is an important consideration when describing strain-hardening.

Conventionally, materials which become permanently harder during a tensile test at room temperature are said to be cold-worked. This is true for most metals though a few metals such as lead, tin and cadmium only strain-harden permanently below room temperature. If the latter metals are left at room temperature they soften over a period of time, or in other words they self-anneal [59].

When a tensile test has been performed on metals at elevated temperatures, which is conventionally referred to as hot-working, it is experimentally shown that at critical temperatures the hardening phenomenon ceases [59]. This can be attributed to the softening or strain-hardening removal processes such as recrystallization which are thermally activated and cancel out the strain-hardening process [59].

Strain-hardening will be considered in a number of solid mechanics problems in the following chapters. The simplest case is linear strain-hardening, which is actually a reasonable approximation for the cold-working of a number of metals such as the Aluminium alloy 57S [91].

Considering the uniaxial case of linear strain-hardening as described in Figure 2.2(b). It is possible to associate the gradient in the elastic region with the standard Youngs modulus $E$ and the gradient in the plastic region with the elastic/plastic modulus $H$. From these moduli and the initial yield stress $Y_0$, it is possible to derive a linear relationship between the yield stress $Y(\epsilon_p)$ and the plastic strain $\epsilon_p$ of the form

$$Y(\epsilon_p) = Y_0 + \beta \epsilon_p$$  \hspace{1cm} (2.7)

where the hardening function $\beta$ can be algebraically derived [72, 59] as a function of the elastic and elastic/plastic moduli as follows:

$$\beta = \frac{H}{1 - H/E}$$  \hspace{1cm} (2.8)
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It should be noted that the same relationships for the effective stress and effective strains can be obtained directly from the uniaxial experimental data [91, 72], hence enabling the relationships to be applied generally in two and three dimensions.

2.3 Elasto-visco-plasticity

In this section an elasto-visco-plastic constitutive relationship is described using the standard theory of elasticity and the Perzyna model. First, the basic linear elastic constitutive relationship is stated and the associated material properties are described. Then the Perzyna model is described and the constitutive relationship is extended to include viscoplastic and thermal effects. The description will be limited to an associated case with a von-Mises yield criterion. The applicability of the constitutive relationship to a variety of problems involving metals will be indicated.

2.3.1 Linear Elasticity

In this section the linear elastic constitutive relationship is described for a three dimensional cartesian coordinate system. The relationships for the two dimensional plane stress, plane strain and axisymmetric approximations are described as required in the remaining thesis, but the theoretical approach applies generally.

The stress state at a point was defined in equation (2.1). The strain state associated with a stress state at a point is now defined. The strain state at a point is dependent upon the variation of the displacement with regards to the $x$, $y$ and $z$ coordinates. The displacement at a point can be defined by the three displacement components $u$, $v$ and $w$ in the $x$, $y$ and $z$ coordinates, respectively. For infinitesimal strain problems, with strains typically less than 1%, the displacement variation can be assumed to be linear [38].

For metals exhibiting non-linear material behaviour with a limited amount of deformation an infinitesimal strain approximation is possible [103, 105]. In a number of metal forming
processes such as rolling and stamping large deformations can occur and a small strain approximation is not suitable. Problems involving large deformations are not considered in this research, though it should be noted that the numerical approach can apply generally to such cases.

2.3.1.1 Tensor Definition

When defining the state of strain at a point it is meaningful to define the strain tensor in terms of the deformation (or displacement) tensor [59, 34]

\[
e_{ij} = \begin{pmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{yx} & \varepsilon_{yy} & \varepsilon_{yz} \\
\varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} & \frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & \frac{\partial v}{\partial z} \\
\frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} & \frac{\partial w}{\partial z}
\end{pmatrix}.
\] (2.9)

In general the deformation tensor is composed of a strain tensor and a rotation tensor as follows [59, 34]:

\[
e_{ij} = \varepsilon_{ij} + w_{ij},
\]

\[
\varepsilon_{ij} = \frac{1}{2}(e_{ij} + e_{ij}) + \frac{1}{2}(e_{ij} - e_{ij}).
\] (2.10)

Thus from the tensor description the strain is a symmetric second rank tensor of the following form:

\[
e_{ij} = \begin{pmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{yx} & \varepsilon_{yy} & \varepsilon_{yz} \\
\varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{2} \frac{\partial u}{\partial x} + \frac{1}{2} \frac{\partial v}{\partial y} & \frac{1}{2} \frac{\partial w}{\partial x} + \frac{1}{2} \frac{\partial w}{\partial x} & \frac{1}{2} \frac{\partial w}{\partial x} + \frac{1}{2} \frac{\partial w}{\partial x} \\
\frac{1}{2} \frac{\partial u}{\partial y} + \frac{1}{2} \frac{\partial v}{\partial y} & \frac{1}{2} \frac{\partial w}{\partial y} + \frac{1}{2} \frac{\partial w}{\partial y} & \frac{1}{2} \frac{\partial w}{\partial y} + \frac{1}{2} \frac{\partial w}{\partial y} \\
\frac{1}{2} \frac{\partial u}{\partial z} + \frac{1}{2} \frac{\partial v}{\partial z} & \frac{1}{2} \frac{\partial w}{\partial z} + \frac{1}{2} \frac{\partial w}{\partial z} & \frac{1}{2} \frac{\partial w}{\partial z} + \frac{1}{2} \frac{\partial w}{\partial z}
\end{pmatrix}.
\] (2.11)

The strain tensor defined in equation (2.11) is of the same form as the stress tensor defined in equation (2.1). Therefore, as described by equations (2.2), (2.3) and (2.4) for stress the strain tensor can also be decomposed into a volumetric component, dilation, and a component associated with a change of shape. Also a similar triaxial state of strain can be described in terms of the principal strains, thus allowing allowing an effective strain to be defined. This is particularly useful in strain hardening as described in the previous section, when an effective plastic strain \( \varepsilon_{eff}^p \) is often required and can be defined in terms of the invariant of the strain tensor as follows [72, 34]:

\[
\varepsilon_{eff}^p = \sqrt{\frac{2}{3} \{\varepsilon_{ij}^p \varepsilon_{ij}^p\}^{\frac{1}{2}}}
\] (2.12)
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The strain tensor component of the deformation tensor is associated constitutively with the stress tensor as follows:

$$\sigma_{ij} = C_{ijkl} \epsilon_{kl} \quad (2.13)$$

where $C_{ijkl}$ is the fourth rank tensor of elastic constants [72, 34]. As the stress and strain tensors are symmetric and the material can be assumed to be isotropic and homogenous, the independent components of the tensor of elastic constants can be reduced significantly. This allows equation (2.13) to be simplified to [34]

$$\sigma_{ij} = 2\mu \epsilon_{ij} + \lambda \epsilon_{kk} \delta_{ij} \quad (2.14)$$

where $\mu$ and $\lambda$ are the Lamé constants, which can be defined in terms of the Youngs modulus $E$ and the Poisson ratio $\nu$ as

$$\mu = \frac{E}{2(1+\nu)}, \quad \lambda = \frac{\nu E}{(1+\nu)(1-2\nu)}.$$  

The Lamé constant $\mu$ is equivalent to the shear modulus $G$, there is no direct physical equivalent for the Lamé constant $\lambda$. The constitutive relationship can be decomposed into deviatoric and hydrostatic components, respectively, [34]

$$s_{ij} = \frac{E}{1+\nu} \epsilon_{ij}' = 2G \epsilon_{ij}',$$

$$\sigma_{ii} = \frac{E}{1-2\nu} \epsilon_{kk} = 3K \epsilon_{kk}.$$  

where $\epsilon_{ij}'$ is the deviatoric strain and $K$ is the bulk modulus.

2.3.1.2 Engineering Definition

When describing the constitutive relationship as employed in engineering problems it is common practice to dispense with tensor notation [38, 107]. The following matrix form of notation is meaningful when describing computational algorithms and will be adopted in the thesis when necessary. It is defined here as a comparison to the succinct and more mathematical tensor notation.
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In this case, for an isotropic homogenous material undergoing small strains the linear elastic constitutive relationship is generally defined in a matrix form as follows:

$$\sigma = D\epsilon$$

(2.15)

where the stress $\sigma$ and strain $\epsilon$ are represented by vectors of six components for a three dimensional isotropic approximation.

$$\sigma^T = \begin{bmatrix} \sigma_x & \sigma_y & \sigma_z & \tau_{xy} & \tau_{yz} & \tau_{zx} \end{bmatrix},$$

$$\epsilon^T = \begin{bmatrix} \epsilon_x & \epsilon_y & \epsilon_z & \gamma_{xy} & \gamma_{yz} & \gamma_{zx} \end{bmatrix},$$

(2.16)

and the elasticity matrix $D$ is defined in terms of the material properties $E$ and $\nu$ as

$$D = \frac{E(1-\nu)}{(1+\nu)(1-2\nu)} \begin{pmatrix} 1 & \frac{\nu}{1-\nu} & \frac{\nu}{1-\nu} & 0 & 0 & 0 \\ \frac{1-\nu}{\nu} & 1 & \frac{1-\nu}{\nu} & 0 & 0 & 0 \\ \frac{1-\nu}{\nu} & \frac{1-\nu}{\nu} & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} \end{pmatrix}$$

(2.17)

This is the standard matrix form of the constitutive relationship for a linear elastic material as described in the standard texts [38, 107].

At this point it should be noted that the shear strain components in the strain vector in equation (2.16) are not equivalent to the shear strains described in the tensor definition of strain in equation (2.11). The former are generally referred to as the engineering shear strains and can be defined as follows using the linear differential operator $L$ and the displacement vector $u$ as

$$\epsilon = Lu = \begin{pmatrix} \frac{\partial}{\partial x} & 0 & 0 \\ 0 & \frac{\partial}{\partial y} & 0 \\ 0 & 0 & \frac{\partial}{\partial z} \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \begin{pmatrix} \frac{\partial u}{\partial x} + \frac{\partial v}{\partial z} \\ \frac{\partial u}{\partial y} + \frac{\partial w}{\partial z} \\ \frac{\partial u}{\partial z} + \frac{\partial w}{\partial y} \end{pmatrix} = \begin{pmatrix} \epsilon_x \\ \epsilon_y \\ \epsilon_z \end{pmatrix}.$$

(2.18)

The engineering shear strains are often described as the total shear deformation as opposed to the average shear deformation as described in the strain tensor in equation (2.11) [38, 59, 34].
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2.3.2 Perzyna Model

The elasto-visco-plastic constitutive relationship adopted in this research is based on the original description of the Perzyna model for an associated material as proposed by Perzyna in 1963 [76, 77]. It is also equivalent to the constitutive relationship described by Zienkiewicz and Cormeau [105] which uses a modified Perzyna model to describe associative and non-associative material behaviour.

The visco-plastic strain rate tensor can be defined as follows:

\[ \dot{\varepsilon}_{ij}^{vp} = \gamma \left( \frac{F}{V} \right)^N \frac{\partial Q}{\partial \sigma_{ij}}, \] (2.19)

where \( \gamma \) is the material property fluidity, the yield function \( F \) is rendered non-dimensional by the uniaxial yield value \( Y \), the power law is obeyed by raising the dimensionless yield function to a power \( N \) and \( Q \) is the plastic potential [105]. The operator \( \langle . \rangle \) is defined as follows [76]:

\[ \langle . \rangle = \begin{cases} 0 & \text{when } . \leq 0 \\ . & \text{when } . > 0 \end{cases} \]

In this research the Perzyna model is restricted to associated material behaviour where the yield function is directly equivalent to the plastic potential:

\[ F = Q. \]

Thus, the visco-plastic strain rate is simplified as follows:

\[ \dot{\varepsilon}_{ij}^{vp} = \gamma \left( \frac{F}{V} \right)^N \frac{\partial F}{\partial \sigma_{ij}}, \] (2.20)

When the von-Mises yield function as defined in equation (2.6) is substituted in equation (2.20) and is differentiated with regard to the stress tensor the visco-plastic strain rate can be defined in terms of the deviatoric stress tensor as

\[ \dot{\varepsilon}_{ij}^{vp} = \gamma \left( \frac{\sigma_{ij}^{eff}}{Y} - 1 \right)^N \frac{3}{2\sigma_{ij}^{eff}} s_{ij}. \] (2.21)

Considering a thermo-elasto-visco-plastic constitutive relationship, the total strain rate tensor is comprised of three parts

\[ \dot{\varepsilon}_{ij} = \dot{\varepsilon}_{ij}^e + \dot{\varepsilon}_{ij}^{vp} + \dot{\varepsilon}_{ij}^{th}, \] (2.22)
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which also includes the elastic strain rate $\dot{\varepsilon}_{ij}^{el}$ and the thermal strain rate

$$\dot{\varepsilon}_{ij}^{th} = \alpha \dot{T} \delta_{ij}, \quad (2.23)$$

where $\alpha$ is the linear Coefficient of Thermal Expansion and $\dot{T}$ is the rate of change of temperature. It should be noted that additional to thermal strain rates it is also possible to consider other self produced strain rates such as those associated with a material transformation, but they are neglected here for simplification.

From equation (2.22) the elastic strain rate can be defined as follows:

$$\dot{\varepsilon}_{ij}^{el} = \dot{\varepsilon}_{ij} - \dot{\varepsilon}_{ij}^{vp} - \dot{\varepsilon}_{ij}^{th} \quad (2.24)$$

and if the elastic constitutive relationship described by equation (2.14) is modified to rate form

$$\dot{\delta}_{ij} = 2\mu \varepsilon_{ij}^{el} + \lambda \varepsilon_{kk}^{el} \delta_{ij} \quad (2.25)$$

the non-linear nature of the constitutive relationship with regard to stress is apparent.

In addition to their rate forms, it is also possible to state equations 2.24 and 2.25 in their incremental forms as follows:

$$\Delta \varepsilon_{ij}^{el} = \Delta \varepsilon_{ij} - \Delta \varepsilon_{ij}^{vp} - \Delta \varepsilon_{ij}^{th} \quad \Delta \sigma_{ij} \quad 2\mu \Delta \varepsilon_{ij}^{el} + \lambda \Delta \varepsilon_{kk}^{el} \delta_{ij} \quad (2.26)$$

2.3.3 Closure

The Perzyna model, in conjunction with the von-Mises yield criterion, has provided the basis for the constitutive relationship in many applications of the Bubnov-Galerkin FEM to non-linear material problems involving metals [105, 23, 72, 86, 108].

A comprehensive description of the FE implementation is given by Zienkiewicz and Cormeau [105, 108], where a unified approach is described and adopted. This unified approach allows a variety of non-linear material phenomena to be modelled, such as elasto-plasticity, elasto-visco-plasticity and pure creep, by varying the material properties and the model
parameters. As discussed in section 2.1.2.3, the Norton-Soderberg creep law for metals can be derived from the associated form of visco-plasticity described here [108, 72]. Numerically, this is achieved by assigning the uniaxial yield stress with a conveniently small value to reflect zero and $N$ to a value in the range $4 - 7$ which is typical of most metals exhibiting creep behaviour [105]. Thus, the behaviour of metals over an extreme range of temperatures can be modelled.

For these reasons, the Perzyna model and the von-Mises yield criterion have been adopted in a number of FE applications to complex problems such as the shape-casting of metals, where extreme temperature conditions occur causing a variety of non-linear material behaviour [93, 13, 92].

Thus, the Perzyna model is a suitable candidate to introduce non-linear material behaviour into a FV framework to solve multi-physics problems [26, 25]. The 'node-centred' FVM and the Bubnov-Galerkin FE discretization and solution procedures to material non-linearity are theoretically compared with regard to this specific case in the following chapter.
Chapter 3

Numerical Computation

In this chapter the numerical computation of the thermo-elasto-visco-plastic material behaviour as described in the previous chapter is developed. Initially, a detailed description of numerical discretisation approaches with regard to solid mechanical behaviour is presented. Then a theoretical analysis and comparison of the CV-UM vertex based FVM and the Bubnov-Galerkin FEM discretisation techniques is presented. The potential algorithmic approaches are discussed and available time stepping schemes are described. Finally, the linear solvers employed in this research are described and a brief discussion of axisymmetric problems is provided.

3.1 Numerical Discretisation

In this section the necessary numerical discretisation techniques are described from first principles, with particular emphasis on control volume definition. Initially, the governing equations are described in the context of the conservation equations required for a control volume method. Then a general discretisation technique is applied which can lead to either a cell-vertex FVM or a Bubnov-Galerkin FEM. Finally, the FVM control volume technique is applied directly in a standard fashion.
3.1.1 Governing Equations

In the previous chapter, the stress state at a point was described. When considering the complete analysis of stress within a continuum, whether it is a solid or a fluid in motion, the governing equation concerning the conservation of momentum is

\[ \nabla \sigma_{ij} + b_i = \rho a_i, \]  

(3.1)

which is Cauchy's equation of motion [61], also referred to as the stress equation of small motion [38]. Where \( b_i \) is the body force per unit volume, due to gravity for example, \( a_i \) is the local acceleration and \( \rho \) is the density of the material.

In the research presented here only quasi-static problems are of interest and the acceleration will be considered to be equal to zero. Hence, only the static equilibrium equation will be considered, which is then obtained as

\[ \nabla \sigma_{ij} + b_i = 0. \]  

(3.2)

Though it should be noted that Demirdžić and Martinović have applied a cell-centred FVM to thermo-mechanical problems on structured meshes involving non-zero accelerations using the conservation equation (3.1) [31]. Hence, indicating that the CV-UM vertex based FVM described in this research will apply generally to such problems.

3.1.2 General Discretisation

In a generalized FEM discretisation treatment an integral formulation is obtained using the method of weighted residuals [107, 52]. This method is also known as the weak formulation of the problem [107, 52].

The method of weighted residuals will be applied to the displacement formulation of the governing equations [108]. In developing the displacement formulation the equations will be described in matrix form. Hence, the governing equilibrium equation (3.2) in matrix form is

\[ L^T \sigma + b = 0 \quad \text{in } \Omega, \]  

(3.3)
where \( L \) and \( \sigma \) are the linear differential operator and the stress vector, respectively, and are defined in equations (2.16) and (2.18),

\[
b^T = \begin{bmatrix} b_x & b_y & b_z \end{bmatrix}
\]

is the body force vector and \( \Omega \) is the domain volume (or area as the theory applies generally for the two dimensional case with suitably defined matrices and vectors).

To develop the standard displacement formulation, the elastic strain rate defined in equation (2.24) is redefined in vector form as the elastic strain at any instant in time,

\[
\epsilon^{el} = \epsilon - \epsilon^{th} - \epsilon^{vp}
\]

where each strain vector contains six components of the form described in equation (2.16). The constitutive relationship as described in matrix form in equation (2.15) now becomes

\[
\sigma = D (\epsilon - \epsilon^{th} - \epsilon^{vp}).
\]

The boundary conditions on the surface \( \Gamma = \Gamma_t \cup \Gamma_u \) of the domain \( \Omega \) can be defined as [107, 71]

\[
R^T \sigma = t_p \quad \text{on} \ \Gamma_t, \quad (3.6)
\]

\[
u = u_p \quad \text{on} \ \Gamma_u, \quad (3.7)
\]

where \( t_p \) are the prescribed tractions on the boundary \( \Gamma_t \), \( u_p \) are the prescribed displacements on the boundary \( \Gamma_u \) and

\[
R = \begin{bmatrix} n_x & 0 & 0 \\ 0 & n_y & 0 \\ 0 & 0 & n_z \\ n_y & n_x & 0 \\ n_z & 0 & n_y \\ 0 & n_z & n_y \end{bmatrix}
\]

is the outward normal operator.

Applying the strain-displacement relationship of equation (2.18) to equation (3.5) and substituting the resulting equation in the traction boundary condition as defined in equation (3.6),

\[
R^T \left( DLu - D\epsilon^{th} - D\epsilon^{vp} \right) - t_p = 0 \quad \text{on} \ \Gamma_t, \quad (3.9)
\]
and also performing the same substitution on the governing equilibrium equation (3.3):

\[ L^T (D \mathbf{u} - D e^{th} - D e^{vp}) + \mathbf{b} = 0 \quad \text{in } \Omega. \]  

(3.10)

Applying the method of weighted residuals to equations (3.9) and (3.10), and assuming the displacement boundary conditions as described by equation (3.7) are directly satisfied by the displacement vector \( \mathbf{u} [107] \),

\[ \int_{\Omega} W^T [L^T (D \mathbf{u} - D e^{th} - D e^{vp})] d\Omega + \int_{\Omega} W^T b d\Omega 
+ \int_{\Gamma_t} W^T [R^T (D \mathbf{u} - D e^{th} - D e^{vp})] d\Gamma - \int_{\Gamma_t} W^T t_p d\Gamma = 0, \]  

(3.11)

where \( W \) and \( \overline{W} \) are arbitrary weighting functions. Applying Green's first theorem as defined in Appendix A.2 to the first volume integral term in equation (3.11) and assigning \( W = -\overline{W} \) without any loss of generality as the weighting functions are completely arbitrary at this point,

\[ -\int_{\Omega} [LW]^T [D \mathbf{u} - D e^{th} - D e^{vp}] d\Omega + \int_{\Omega} W^T b d\Omega 
+ \int_{\Gamma_t} [RW]^T [D \mathbf{u} - D e^{th} - D e^{vp}] d\Gamma + \int_{\Gamma_t} W^T t_p d\Gamma = 0. \]  

(3.12)

It should be noted that the displacement \( \mathbf{u} \) has disappeared from the integrals taken along the boundary \( \Gamma_t \) and that the boundary condition as described by equation (3.6) is automatically satisfied. Also, restricting the displacement \( \mathbf{u} \) to satisfy the boundary condition as described by equation (3.7) is equivalent to restricting the choice of the weighting function associated with the integral along the boundary \( \Gamma_u \) to be zero [107].

The form of equation (3.12) is the weak form of the equilibrium condition, this is indicated as it permits discontinuous first derivatives of the displacement, which was not permitted in equation (3.11) [52, 107].

At this point the unknown displacement is approximated as [107]

\[ \mathbf{u} \simeq \hat{\mathbf{u}} = \sum_{j=1}^{n} N_j \mathbf{u}_j = \sum_{j=1}^{n} I N_j \mathbf{u}_j, \]  

(3.13)

where \( \mathbf{u}_j \) is the unknown variable, in this case displacement. \( N_j \) is the shape or basis function associated with the unknown displacement, which can be a function of local or
The displacement approximation can be introduced into equation (3.12) if the arbitrary weighting function $W$ is replaced by a finite set of prescribed functions [107, 71]

$$W = \sum_{i=1}^{n} W_i,$$  \hspace{1cm} (3.14)

where $W_i$ is the weighting function associated with an unknown displacement. Introduction of the displacement approximation into equation (3.12) yields a set of algebraic equations of the following form:

$$- \int_{\Omega} [LW_i]^T [DL\hat{u} - D\varepsilon^{eh} - D\varepsilon^{ip}] d\Omega + \int_{\Omega} W_i^T b d\Omega$$

$$+ \int_{\Gamma} [RW_i]^T [DL\hat{u} - D\varepsilon^{eh} - D\varepsilon^{ip}] d\Gamma + \int_{\Gamma_i} W_i^T \kappa_p d\Gamma = 0$$

for $i = 1, n$. \hspace{1cm} (3.15)

It should be noted that the introduction of the displacement approximation introduces the residuals or errors into equation (3.12) and the weighting functions are associated with these residuals or errors. This is the essence of the method of weighted residuals.

The method of weighted residuals outdates the FEM and the latter generally uses local shape or basis functions. As described, the method of weighted residuals always leads to equations of integral form. This integral property is important as the overall system of algebraic equations can be obtained by the summation of contributions from various subdomains. For these reasons, all weighted residual approximations have often been described under the heading of the generalized finite element method [107, 71].

Equation (3.15) can be expressed as a linear system of equations of the form

$$K\hat{u} - f = 0,$$ \hspace{1cm} (3.16)

where $K$ is the global stiffness matrix, $\hat{u}$ is the global displacement approximation and $f$ is the global equivalent nodal force vector. $K$ and $f$ can be formed from the summation of the following contributions:

$$K_{ij} = \int_{\Omega} [LW_i]^T DLN_j d\Omega - \int_{\Gamma_{ui}} [RW_i]^T DLN_j d\Gamma,$$ \hspace{1cm} (3.17)
\[ f_i = \int_{\Omega_i} W_i^T b d\Omega - \int_{\Omega_i} [LW_i]^T D e^{th} d\Omega - \int_{\Omega_i} [LW_i]^T D e^{up} d\Omega + \int_{\Gamma_{ri}} W_i^T r_p d\Gamma + \int_{\Gamma_{ui}} [RW_i]^T D e^{th} d\Gamma + \int_{\Gamma_{ui}} [RW_i]^T D e^{up} d\Gamma, \quad (3.18) \]

where \( \Omega_i \) is the control volume associated with the node \( i \) and \( \Gamma_i = \Gamma_{ui} \cup \Gamma_{ri} \) is the boundary of the control volume.

At this stage, the finite weighting functions have not been specified and the discretisation has been performed in a general fashion. It should be noted that equations (3.17) and (3.18) defining integral control volume contributions to the overall system of equations is significantly different to the standard elemental contributions in the usual FEM discretisation approach.

An important consideration is the possibility that control volumes over which the integral contribution is taken may overlap. Thus, this is not a straightforward integral summation. The assumption is that each finite weighting function removes the residual or error for that individual control volume, thus allowing the summation, as the residual or error over the complete domain must also be removed.

The general discretisation approach described here is vertex based with regard to the control volume. This is a consequence of the application of the boundary conditions to unknowns on the boundary of the domain and associating the unknown with a node as opposed to a cell or element [52]. The specific weighting functions associated with the cell-vertex FVM or the Bubnov-Galerkin FEM can now be applied to equations (3.17) and (3.18).

### 3.1.2.1 Bubnov-Galerkin FEM

In the Bubnov-Galerkin FEM the weighting function associated with a node is equal to the shape function of the unknown associated with that node [107, 52, 71],

\[ W_i = N_i. \]

The shape function describes the variation of an unknown over an element and there can be a number of elements associated with each node. Hence, it is apparent that control volumes
Figure 3.1: Overlapping control volumes in two dimensions.

described by weighting functions of this form will always overlap. This is illustrated in Figure 3.1 for a simple two dimensional case of two adjacent nodes $i$ and $j$, where the control volumes $\Omega_i$ and $\Omega_j$ have contributions from all the elements associated with their respective nodes $i$ and $j$.

Hence, with regard to the Bubnov-Galerkin FEM the contributions to the overall system of equations as described by equations (3.17) and (3.18) are

\[
K_{ij} = \int_{\Omega_i} B_i^T DB_j \, d\Omega, \quad (3.19)
\]
\[
f_i = \int_{\Gamma_i} B_i^T d\Gamma \, d\Omega - \int_{\Omega_i} B_i^T D e^{th} \, d\Omega - \int_{\Omega_i} B_i^T D e^{vp} \, d\Omega + \int_{\Gamma_i} N_i^T t_p \, d\Gamma, \quad (3.20)
\]

where

\[
B_i = LN_i.
\]

It should be noted that if the boundary of the control volume, such as that described by $\Gamma_i$ in Figure 3.1, coincides with the external boundary of the domain, the shape functions are not necessarily zero along that part of the boundary. Thus, if a flux is prescribed such as a traction this will not disappear and is included in the contribution to the equivalent nodal
load vector as described in equation (3.20). If the boundary of the control volume does not coincide with the external boundary of the domain, then by definition the weighting function will be zero at these boundaries and the surface integrals will disappear.

It should also be noted that the symmetrical nature of the overall stiffness matrix $K$ is indicated by equation (3.19). The Bubnov-Galerkin weighting approach is accepted as the optimum technique for treating physical situations described by elliptic or self-adjoint differential equations, as the inherent symmetrical nature is preserved by the choice of weighting functions [107, 71].

### 3.1.2.2 Cell-vertex FVM

In the cell-vertex FVM the weighting functions associated with a node are equal to unity within the control volume,

$$W_i = I,$$

and zero elsewhere. In the three dimensional case $I$ is again the third order identity matrix. This definition is equivalent to that for the subdomain collocation method as defined in the standard texts [52, 107].

However, it should be noted that weighting functions defined in this manner permit a variety of possibilities with regard to the control volume definition. This is because the weighting functions are not restricted to a direct association with the cell or element as in the standard Bubnov-Galerkin case. This is an important consideration and requires the recognition of the cell-vertex FVM as a discretisation technique in its own right [52].

For the cell-vertex FVM the contributions to the overall system of equations as described by equation (3.17) and (3.18) are

$$K_{ij} = - \int_{\Gamma_{ui}} \mathbf{R}^{T}\mathbf{D} \mathbf{L} \mathbf{N}_j \, d\Gamma, \quad (3.22)$$

$$\mathbf{f}_i = \int_{\Omega_i} \mathbf{b} \, d\Omega + \int_{\Gamma_{ui}} \mathbf{R}^{T}\mathbf{D} \mathbf{e}^{th} \, d\Gamma + \int_{\Gamma_{ui}} \mathbf{R}^{T}\mathbf{D} \mathbf{e}^{up} \, d\Gamma + \int_{\Gamma_{ti}} \mathbf{t}_p \, d\Gamma. \quad (3.23)$$

It should be noted that the traction boundary conditions can be applied directly as another
surface integral, but in the previous Bubnov-Galerkin FEM an extra surface element is generally included on the domain boundary. However for lower order elements involving linear shape functions this distinction is a minor issue.

An overlapping control volume definition suitable for a cell-vertex FVM in two dimensions is illustrated in Figure 3.1. Alternatively, a non-overlapping cell-vertex FVM in two dimensions is indicated in Figure 3.2. These two techniques have been compared in the numerical solution of one and two dimensional solid mechanics problems involving linear elastic materials [71]. The non-overlapping or CV-UM vertex based FVM proved superior with regard to accuracy and agrees in essence with the standard requirements of conservative control volume methods as given by Patankar [74].

It should be noted from the asymmetric contributions to the overall stiffness matrix as described by equation (3.22) that unlike the Bubnov-Galerkin case the symmetry of the problem cannot be preserved. As mentioned earlier, this is an important issue in solid mechanics problems, where the differential equations are often elliptical in nature [107, 71].
The accuracy of the Bubnov-Galerkin and the subdomain collocation approach has been reported in many cases and the Bubnov-Galerkin approach is shown to be more accurate [107, 106]. Subdomain collocation techniques equivalent to the cell-vertex FVM and the CV-UM vertex based FVM have been considered [107]. However, in the comparisons of the two methods global shape functions were employed as opposed to local, piecewise, shape functions [107]. The combination of a global shape function and a locally conservative weighting function is not consistent with conservative control volume techniques as described by Patankar [74].

For this reason the cell-vertex FVM was initially argued as being inferior, due to it's theoretical equivalence to the subdomain collocation method, but in the light of further research where different control volume definitions have been proposed such as the CV-UM vertex based FVM, the extent of this inferiority has come into question [71].

3.1.3 Conservative Discretisation

When applying the FV discretisation technique directly, the integral formulation of the conservation equation is discretised directly in physical space [74, 52]. Thus, the integral formulation of the conservation equation (3.2) over a control volume $\Omega_{cv}$ is

$$\int_{\Omega_{cv}} (\nabla \cdot \sigma_{ij} + b_i) \, d\Omega = 0 \quad (3.24)$$

and if the divergence theorem as defined in Appendix A.1 is applied to the first integral term on the left then

$$\oint_{\Gamma_{cv}} \sigma_{ij} \cdot n_j \, d\Gamma + \int_{\Omega_{cv}} b_i \, d\Omega = 0 \quad (3.25)$$

where $n_j$ is the outward normal and the integration is now applied over the closed surface $\Gamma_{cv}$. At this point the conservative nature of the FVM is established as the flux, stress, is integrated over the closed surface $\Gamma_{cv}$ [43, 42, 4, 31, 48].

From a theoretical mechanics viewpoint, this approach is equivalent to applying the virtual work concept, which is traditionally viewed as the starting point of a Bubnov-Galerkin FEM [105]. Though in the FVM unit virtual displacements are prescribed, as opposed to arbitrary virtual displacements in the Bubnov-Galerkin FEM [71].
It is now possible to define a collection of discrete control volumes which form the complete solution domain, each of which is independently conservative. These can be cell-centred or cell-vertex control volumes [43, 42, 4, 31, 48]. The CV-UM vertex based FVM will be described in full in the following sections.

It should be noted that in the cell-centred FVM, where in the case of CSM problems the stress, strains and displacements are all stored at the cell centres, a decoupling phenomenon can occur between stress and displacement. This phenomenon is analogous to that which occurs in CFD when the pressure field is decoupled from the velocity field. This similarity allows the solutions to this problem in CSM to be compared with those in CFD. Demirdžić and Martinović [31] have used an approach which is very similar to that of Rhie and Chow [80]. This approach includes a higher order term in the displacement gradient approximation. Whilst, Hattel and Hansen [48] have adopted a staggered grid approach, where a staggered grid is associated with each displacement component and displacements are stored at the cell faces. This is very similar to methods employed in a number of CFD software packages, such as the commercial software package PHEONICS [19].

On the other hand, the cell-vertex FVM stores the displacements at the vertices and stress and strains at the integration points, which can be within the cell or element. The required derivatives are approximated at integration points using the shape function derivatives, this technique will be described in further detail in the following sections. This method inherently avoids the problem of decoupling in the same fashion as the standard Bubnov-Galerkin FEM and is often referred to as partial staggering.

It should also be noted that no distinction has been made between the deformed and undeformed configurations in describing the FVM. This is permissible as an infinitesimal strain approximation is adopted and small displacements are assumed [31].
3.2 Algorithmic techniques

Non-linear problems require special solution techniques. These techniques can be simply viewed as iterative methods, which involve the repeated solution of a linear system of equations, in order to approximate the behaviour of a non-linear relationship.

In the specific case of non-linear material problems a large number of solution techniques are currently available. In the description of the algorithms developed in this research the origin and development of the non-linear solution techniques will be described.

It should be noted that in this research the simpler non-linear solution techniques have initially been implemented, though the approach should apply generally to most non-linear solution techniques.

In this research two algorithmic approaches were initially developed. The first approach follows the more traditional FEM algorithmic approach for non-linear problems, where the displacement variable is solved in a linear whole field fashion for each non-linear iteration. In the second approach the displacement is solved in a non-linear segregated fashion, for each non-linear iteration. This segregated approach was originally applied to two dimensional linear elastic problems by Fryer et al [43]. These two algorithmic approaches are described and compared in the following sections.

3.2.1 Standard non-linear approach

The algorithmic technique adopted in this approach is based upon that of Zienkiewicz and Cormeau [105]. The method can be classified as an initial strain method, which is accepted as being the suitable algorithmic approach for problems involving visco-plastic strains. The implementation of this algorithm in a FVM context for elasto-visco-plastic problems is now described.

The numerical procedure in matrix form is as follows:
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(1) Assume known values of the variables $\sigma_n$, $\bar{u}$, $\epsilon_{vp}^n$ and $f_n$ at the time instant $t_n$. Calculate the visco-plastic strain rate using the following relationship obtained from equation 2.21:

$$\dot{\epsilon}_{vp}^n = g(\sigma_n).$$

(2) Approximate the visco-plastic strain increment $\Delta\epsilon_{vp}^n$ and update $t_n$ as follows:

$$\Delta\epsilon_{vp}^n = \dot{\epsilon}_{vp}^n \Delta t_n, \quad t_{n+1} = t_n + \Delta t_n.$$

(3) Update the total visco-plastic strain at the current instant in time as follows:

$$\epsilon_{vp}^{n+1} = \epsilon_{vp}^n + \Delta\epsilon_{vp}^n.$$

(4) Update the load vector with regard to the latest visco-plastic strains using a FVM contribution as described in equation 3.23:

$$f_{n+1} = p_0 + \int_{\Gamma} R^T D\epsilon_{vp}^{n+1} d\Gamma,$$

where $p_0$ represents the time independent applied loads.

(5) Calculate the associated displacement and stress as follows:

$$\bar{u}_{n+1} = K_0^{-1} f_{n+1},$$

$$\sigma_{n+1} = D \left( \epsilon_{n+1} - \epsilon_0 - \epsilon_{vp}^{n+1} \right),$$

$$= D B \bar{u}_{n+1} - D \epsilon_{vp}^{n+1}. \quad (3.26)$$

(6) Return to step (1) and repeat for the next time step with the updated values. The solution has converged if the Euclidian norm ratio of the effective visco-plastic strain rate is within tolerance, i.e.

$$\frac{\|\dot{\epsilon}_{vp}^n\|}{\|\dot{\epsilon}_{vp}^n\|} \times 100 < \text{Tolerance}.$$

The technique utilises an explicit method with regard to time stepping, and this issue will be discussed in detail in the following sections. It is important to note that the FVM only differs from the FEM algorithm in the calculation of the external force vector $f_{n+1}$ in step (4) and the formulation of the initial stiffness matrix $K_0$ utilised in step (5). Hence, allowing an accurate comparison of the two methods.
3.2.2 Segregated approach

Initially in this section, the FV formulation as outlined in the previous section will be described in further detail.

Consider equation 3.22 for an arbitrary three dimensional element. It is possible to obtain the complete stiffness matrix $K_{ij}$ associated with the contributions from the nodes $j = 1, n$ at node $i$ of the element. In three dimensions, this is achieved using the elasticity matrix as described in equation 2.17, the normal operator $R$ as described in equation 3.8 and the differential operator $L$ as described in equation 2.18. The shape functions $N$ are dependent upon the element and are described in Appendix B.

The complete stiffness matrix is then multiplied by the unknown displacement vector $\mathbf{u}$ for the element to obtain the following equations:

$$
\frac{E}{2(1+\nu)} \left[ 2 \left( 1 - \frac{1}{2\nu} \right) \sum_{i=1}^{n} \frac{\partial N_i}{\partial x} \frac{\partial \mathbf{u}_i}{\partial x} + \nu \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial y} \frac{\partial \mathbf{u}_i}{\partial y} + \frac{\partial N_i}{\partial z} \frac{\partial \mathbf{u}_i}{\partial z} \right) \right] n_x 
$$

$$
+ \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial y} \frac{\partial \mathbf{u}_i}{\partial y} + \frac{\partial N_i}{\partial z} \frac{\partial \mathbf{u}_i}{\partial z} \right) n_y + \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial z} \frac{\partial \mathbf{u}_i}{\partial z} \right) n_z \right] \Delta s = f_{xi},
$$

$$
\frac{E}{2(1+\nu)} \left[ \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial x} \frac{\partial \mathbf{u}_i}{\partial x} + \frac{\partial N_i}{\partial y} \frac{\partial \mathbf{u}_i}{\partial y} \right) n_x + \frac{2}{1-2\nu} \left( 1 - \frac{1}{2\nu} \right) \sum_{i=1}^{n} \frac{\partial N_i}{\partial y} \frac{\partial \mathbf{u}_i}{\partial y} \right] \Delta s = f_{yi},
$$

$$
\frac{E}{2(1+\nu)} \left[ \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial x} \frac{\partial \mathbf{u}_i}{\partial x} + \frac{\partial N_i}{\partial z} \frac{\partial \mathbf{u}_i}{\partial z} \right) n_x + \sum_{i=1}^{n} \left( \frac{\partial N_i}{\partial y} \frac{\partial \mathbf{u}_i}{\partial y} + \frac{\partial N_i}{\partial z} \frac{\partial \mathbf{u}_i}{\partial z} \right) \right] n_z \Delta s = f_{zi}. \quad (3.27)
$$

The integral contributions defined on the LHS of equation 3.27 are performed over each sub-control volume surface, of area $\Delta s$, associated with a node.

Similarly, considering equation 3.23 for the three dimensional elasticity matrix, the following contributions to the load vector at node $i$ can be obtained:

$$
f_{xi} = b_x \Delta v + \left[ \frac{E}{1-2\nu} \epsilon_{xx} n_x + \frac{E}{1+\nu} \left( \epsilon_{xy} n_y + \frac{1}{2} \epsilon_{yx} n_y + \frac{1}{2} \epsilon_{xx} n_z \right) \right] \Delta s,
$$
Here the thermal strains are defined by the linear coefficient of thermal expansion \( \alpha \) and the temperature change \( \Delta T \) as

\[
\varepsilon^{th}_{xx} = \varepsilon^{th}_{yy} = \varepsilon^{th}_{zz} = \alpha \Delta T
\]

and the following relationship is utilised:

\[
\varepsilon^{vp}_{xx} + \varepsilon^{vp}_{yy} + \varepsilon^{vp}_{zz} = 0,
\]

which stems from the incompressible nature of the visco-plastic strains. Again the integrations are performed over each sub-control volume surface associated with a node. The body force vector \( b \) contributions are assembled from sub-control volumes associated with a node.

Equations 3.27 and 3.28 represent the complete formulation of the FVM for a three dimensional elasto-visco-plastic analysis including thermal and mechanical loads and are an extension to the three dimensional elastic formulation of the FVM by Bailey and Cross [4]. With regard to the algorithm described in the previous section the initial stiffness matrix is constructed by contributions from equations 3.27 and the load vector is updated by contributions from equations 3.27. In the two dimensional case similar equations can be obtained using the appropriate matrices associated with a plane stress or strain approximation, which are described in Appendix D. Indeed, a complete two dimensional implementation of the FVM for an elasto-visco-plastic analysis involving a plane stress approximation has been described by Taylor et al [89].

Alternatively, equations 3.27 and 3.28 can be rearranged in a segregated fashion with regard to displacement components. Considering the \( x \) component of equations 3.27, it can be rearranged as follows:

\[
\frac{E}{2(1+\nu)} \left[ \frac{2}{1-2\nu} (1-\nu) \sum_{i=1}^{n} \frac{\partial N_i}{\partial x} \bar{u}_i + \sum_{i=1}^{n} \frac{\partial N_i}{\partial y} \bar{u}_i \bar{n}_y + \sum_{i=1}^{n} \frac{\partial N_i}{\partial z} \bar{u}_i \bar{n}_z \right] \Delta s = f'_{x_i}. \quad (3.29)
\]

Additionally, the \( x \) component of equations 3.27 can be rearranged as

\[
f'_{x_i} = b_x \Delta v + \left[ \frac{E}{1-2\nu} \varepsilon^{th}_{xx} n_x + \frac{E}{1+\nu} \left[ \varepsilon^{vp}_{xx} n_x + \frac{1}{2} \varepsilon^{vp}_{xy} n_y + \frac{1}{2} \varepsilon^{vp}_{xz} n_z \right] + t_{px} \right] \Delta s
\]
The \( y \) and \( z \) components of equations 3.27 and 3.28 can be also be arranged in similar forms to that of equations 3.29 and 3.30. Thus permitting the solution of the \( x \), \( y \) and \( z \) components of the displacement vector in a segregated fashion. The segregated solution approach is an extension of the two dimensional approach described by Fryer et al for elastic problems \([43, 42]\). A two dimensional implementation of the FVM utilizing a segregated solution approach for an elasto-visco-plastic analysis with a plane strain approximation has been described by Taylor et al \([90]\).

In this approach the algorithm described in the previous section is extended within each time step to include a segregated solution approach for the displacement variable. The segregated solution approach for the displacement is based upon the iterative algorithm originally described by Fryer et al for the solution of linear elastic problems \([43, 42]\). The complete algorithm is defined as follows:

1. Assume known values of the variables \( \sigma_n, \bar{u}, e_{n}^{vp} \) and \( f_n \) at the time instant \( t_n \).
   Calculate the visco-plastic strain rate using the following relationship obtained from equation 2.21:
   \[
   \dot{\varepsilon}_{n}^{vp} = g(\sigma_n). 
   \]

2. Approximate the visco-plastic strain increment \( \Delta e_{n}^{vp} \) and update \( t_n \) as follows:
   \[
   \Delta e_{n}^{vp} = \dot{e}_{n}^{vp} \Delta t_n, \quad t_{n+1} = t_n + \Delta t_n. 
   \]

3. Update the total visco-plastic strain at the current instant in time as follows:
   \[
   e_{n+1}^{vp} = e_{n}^{vp} + \Delta e_{n}^{vp}. 
   \]

4. Construct the associated coefficient matrix \( A \) for the displacement component \( \phi \) and the load vector \( b \) using equations 3.29 and 3.30 respectively, and solve using the correction format
   \[
   A\phi^c = b - A\phi^{old},
   \]
where \( \phi^{new} = \phi^{old} + \phi^e \).

(5) Return to step (4) and repeat for each displacement component.

(6) Return to step (4) and repeat for the next global iteration. The displacement solution has converged if the error norms and the residual norms for all the displacement components are within the convergence criterion.

\[
\text{Max} (\text{ENORM}, \text{RNORM}) \leq \text{Tolerance}.
\]

(7) Calculate the stress associated with the whole displacement vector \( \vec{u} \) assembled from each displacement component \( \phi \)

\[ \sigma_{n+1} = D \left( \epsilon_{n+1}^q - \epsilon_0^q - \epsilon_{n+1}^{vp} \right), \]

\[ = DBu_{n+1} - D\epsilon_{n+1}^{vp}. \] (3.31)

(8) Return to step (1) and repeat for the next time step with the updated values. The solution has converged if the Euclidian norm ratio of the effective visco-plastic strain rate is within tolerance, i.e.

\[ \frac{||\dot{\epsilon}_{n}^{e}\|}{||\dot{\epsilon}_{0}^{e}\|} \times 100 < \text{Tolerance}. \]

### 3.2.3 Time stepping schemes

The algorithms described in this section have employed an explicit time stepping scheme. This is consistent with the original FE algorithm as originally described and employed by Zienkiewicz and Cormeau [105], upon which the previously described FV algorithms are based. Alternatively, the methods employed in developing the FV algorithms will apply generally to the implicit methods employed in the FE algorithms for the solution of elasto-visco-plastic problems as described by Owen and Hinton [72]

#### 3.2.3.1 Estimation of time step length

The estimation of the time step length is an important consideration with regard to the performance of the algorithms. The time step limit must be limited in order to both preserve
numerical stability of the time integration process and to ensure solution accuracy. The methods associated with the original FE algorithm of Zienkiewicz and Cormeau [105] have been adopted in the FV algorithms and are described in the following sections.

3.2.3.2 Analytical estimation

A theoretical restriction on a fixed time step length can be derived for an elasto-visco-plastic formulation. The derivation involves the analysis of the formulation as a non-linear system of first order differential equations and was originally performed by Cormeau [23] with regard to a FE algorithm.

The derived limit ensures the stability of the solution and is dependent upon the material properties as follows:

\[
\Delta t \leq \frac{4(1 + \nu)}{3\gamma E}. \tag{3.32}
\]

3.2.3.3 Empirical estimation

A variable time step can be obtained empirically for each interval of integration [105, 81]. The time step limit must be limited in order to both preserve numerical stability of the time integration process and to ensure solution accuracy. The magnitude of the time step is controlled by a factor \(\tau\) which limits the maximum effective visco-plastic strain increment \(\Delta \varepsilon_n^{\text{vp}}\) as a fraction of the total effective strain \(\varepsilon_n^{\text{eff}}\) which implies

\[
\Delta t \leq \tau \left[ \frac{\varepsilon_n^{\text{eff}}}{\varepsilon_n^{\text{vp}}} \right]_{\text{min}}. \tag{3.33}
\]

The minimum is found over all integration points associated with an element in the structure or component. The value \(\tau\) is empirically defined and for explicit time stepping schemes experience suggests values in the range \(0.01 < \tau < 0.1\). Additionally, experience suggests that the change in time step length between any two integration intervals is limited to

\[
\Delta t_{n+1} \leq 1.5\Delta t_n.
\]
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For many problems the choice of time step calculation is not a major issue. In general the empirical scheme is more robust and handles problems involving a number of materials without any extra consideration and is generally employed throughout this research.

3.3 Linear solvers

At this point it is important to note that the two algorithmic approaches described in this Chapter furnish differently conditioned matrices as associated with the linear system of equations to be solved.

For the segregated algorithmic approach the matrices are always diagonally dominant and fully iterative linear solvers, such as the Gauss-Seidel (GS) and Successive Over Relaxation (SOR) solution procedures [9], can be employed. Alternatively, semi-direct solvers can be employed. Hence, the Conjugate Gradient Method (CGM) and the BiConjugate Gradient Method (BiCGM) [9] can be employed when the matrices are symmetric and asymmetric, respectively. In both cases it is possible to precondition the matrices to improve the efficiency of the particular solver employed [42, 43].

For the whole field algorithm the matrices are not generally diagonally dominant and fully iterative procedures are not practical [9]. For this reason the above described semi-direct solvers are employed. It is also important to note that the FEM employed in this research will always furnish a symmetric matrix and a CGM solver can always be employed.

It is also important to note that a compacted storage technique is employed for the sparse matrices encountered in this research and the linear solvers are modified accordingly [9].

3.4 Axisymmetric problems

For a number of CSM problems involving cylindrical polar \((r, \theta, z)\) coordinates it is possible to assume the solution is invariant in the hoop or \(\theta\) direction, which leads to axial symmetry.
about the z axis.

Considering the axisymmetric stress equilibrium equations [38]

\[
\frac{\partial \sigma_{rr}}{\partial r} + \frac{\partial \sigma_{rz}}{\partial z} - \frac{\sigma_{rr} - \sigma_{\theta \theta}}{r} = 0,
\]

\[
\frac{\partial \sigma_{rz}}{\partial r} + \frac{\partial \sigma_{zz}}{\partial z} - \frac{\sigma_{rz}}{r} = 0.
\]

Where body forces are neglected.

It is possible, using the following expressions:

\[
\frac{1}{r} \frac{\partial (r \sigma_{rr})}{\partial r} = \frac{1}{r} \frac{\partial \sigma_{rr}}{\partial r} + \frac{\sigma_{rr}}{r},
\]

\[
\frac{1}{r} \frac{\partial (r \sigma_{rz})}{\partial r} = \frac{1}{r} \frac{\partial \sigma_{rz}}{\partial r} + \frac{\sigma_{rz}}{r},
\]

to rearrange the equilibrium equations as

\[
\frac{1}{r} \frac{\partial (r \sigma_{rr})}{\partial r} + \frac{\partial \sigma_{rz}}{\partial z} - \frac{\sigma_{\theta \theta}}{r} = 0,
\]

\[
\frac{1}{r} \frac{\partial (r \sigma_{rz})}{\partial r} + \frac{\partial \sigma_{zz}}{\partial z} = 0.
\]

Integrating the above equations over a control volume bounded by the closed curve c and then applying Stokes's theorem (in the plane) as described in Appendix A.3, to the first two terms in both the above equations furnishes,

\[
\oint_c (r \sigma_{rr} \, dz - r \sigma_{rz} \, dr) - \oint \sigma_{\theta \theta} \, dr \, dz = 0,
\]

\[
\oint_c (r \sigma_{rz} \, dz - r \sigma_{zz} \, dr) = 0.
\]

It is now apparent that a considerable disadvantage of the FVM should be noted, when compared to the standard FEM, for axisymmetric problems. The disadvantage arises as it is not possible to transform all the integral terms in the above equations from surface integrals to line integrals, hence complicating the FVM.

This point is further illustrated when comparing the FVM and the FEM with regard to matrix formulations. In Appendices D.2 and D.5 the elasticity matrix and the differential operator associated with the standard FEM, when applied to axisymmetric problems are
described, respectively, but it is not possible when applying standard control volume techniques to derive a corresponding normal operator matrix as required by the FVM described here.

This complication was discussed by Fryer [42] with regard to a segregated algorithmic approach and a hybrid numerical scheme involving line and surface integrals was employed, with the surface integrals appearing as additional source terms [42]. This was feasible as the originally linear elastic problem was solved in a non-linear fashion, when the segregated algorithmic approach was employed [42].

Conversely, when the whole field algorithmic approach is employed the same technique was not possible as the whole displacement field is solved in one linear iteration. For this reason it was not possible to include the axisymmetric approximation in the general description and formulation of the FVM with regard to the whole field algorithm.

3.5 Closure

In this chapter, the essential differences of the FVM and the FEM have been highlighted with regard to numerical algorithms for the solution of mechanical problems involving material non-linearity. Additionally, two FV algorithmic approaches have been described, a whole field displacement and a segregated displacement technique.

The algorithms described in this chapter will be applied to a variety of mechanical problems in the following chapters in order to compare their suitability.
Chapter 4

Numerical Analysis

In this chapter the numerical techniques as described in the previous chapter are compared and analysed in detail. Initially, the CV-UM vertex based FVM and the Bubnov-Galerkin FEM are shown to be equivalent for an academic one dimensional comparison. Next, the two techniques are compared and analysed for the two dimensional case with a full description of the computational elements in both cases. Finally, the three dimensional implementations are also compared and analysed again in both cases. In the remaining chapter, the Bubnov-Galerkin FEM will be simply referred to as the FEM and the CV-UM vertex based FVM will be simply referred to as the FVM.

4.1 Theoretical analysis of discretisation

In this section, the FVM and the FEM will be analysed and compared in detail. The analysis and comparison is performed in a one, two and three dimensional context. In each case, the similarities and differences of the two methods are described.

As visco-plasticity is time dependent, a time stepping scheme must be introduced in order to describe the situation numerically. A time stepping scheme allows the solution to march
through the instances in time $t_n$ and $t_{n+1}$ using the time step $\Delta t_n$ as follows:

$$t_{n+1} = t_n + \Delta t_n,$$

where the subscripts denote successive time steps. A number of time stepping schemes are available as described in the previous chapter, the simple Euler method is adopted for this analysis. Using the Euler method it is possible to integrate the visco-plastic strain rate vector over a time step and obtain the following visco-plastic strain increment vector;

$$\Delta \varepsilon_{np}^v = \dot{\varepsilon}_{np}^v \Delta t_n.$$

From this integration the total visco-plastic strain vector

$$\varepsilon_{n+1}^v = \varepsilon_n^v + \Delta \varepsilon_n^v,$$

occurring at the time instant $t_{n+1}$, is obtained. Having obtained the total visco-plastic strain vector, it is now possible to perform a numerical analysis of a visco-plastic problem.

### 4.1.1 One Dimensional Analysis

The one dimensional analysis is presented in order to compare the two approaches in their simplest forms. A one dimensional approach is not practical for the numerical applications in this research, but it is useful from a theoretical viewpoint.

The problem illustrated in Figure 4.1 consists of a one dimensional, two noded element with linear displacement variation. The problem was analyzed for the FEM by Owen and Hinton [72]. Assuming that the total visco-plastic strain is constant over the element, the change of length of this element due to the total visco-plastic strain at time $t_{n+1}$ is

$$u_{n+1} = \varepsilon_{n+1}^v L,$$

where $\varepsilon_{n+1}^v$ is the one dimensional total visco-plastic strain. Including the additional change in length due to the applied load at a node $p_{n+1}$, occurring at the time instant $t_{n+1}$, gives

$$u_{n+1} = \varepsilon_{n+1}^v L + \frac{L}{AE} p_{n+1},$$

(4.1)
where $E$ is Young's modulus, $A$ is the cross-sectional area and $L$ is the element length. 

Equation (4.1) can be expressed in matrix form,

$$ u_{n+1} = K^{-1}f_{n+1}, $$

where the displacements and nodal forces are

$$ u_{n+1} = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}_{n+1}, $$

$$ f_{n+1} = AE\epsilon_{n+1}^{vp} \begin{bmatrix} 1 \\ -1 \end{bmatrix}_{n+1} + \begin{bmatrix} p_1 \\ p_2 \end{bmatrix}_{n+1} \tag{4.2} $$

and the elemental stiffness matrix is

$$ K^e = \frac{EA}{L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}. \tag{4.3} $$

It should be noted that $K^e$ cannot be inverted directly in the present form, but if a fixed displacement is applied to the single element or element assembly form then inversion is possible as the matrix then becomes non-singular.
The expressions obtained by the previous one dimensional analysis can be obtained directly from the FEM and the FVM. This can be achieved using the simplified elemental versions of the general FEM equations (3.19) and (3.20),

\[ K^e_{fe} = \int_v B^T D B dv, \quad (4.4) \]

\[ f^e_{n+1} = -\int_v B^T D \epsilon_{n+1}^{vp} dv + p_{n+1} \]

and the simplified elemental versions of the general FVM equations (3.22) and (3.23)

\[ K^v_{fe} = -\int_s R^T D B ds, \quad (4.5) \]

\[ f^v_{n+1} = \int_s R^T D \epsilon_{n+1}^{vp} ds + p_{n+1}. \]

Surface tractions, thermal strains and body forces are neglected in equations (4.4) and (4.5) for simplicity.

For the one dimensional case described in Figure 4.1

\[ \int_v dv = AL, \]
\[ \int_s ds = A, \]
\[ D = E. \]

The displacement variation is assumed linear and can be described by shape functions of the following form:

\[ N = \begin{bmatrix} N_1 \\ N_2 \end{bmatrix} = \begin{bmatrix} \frac{x_2 - x}{L} \\ \frac{x - x_1}{L} \end{bmatrix}. \]
The shape functions are illustrated in Figure 4.2(a) and are used to approximate the displacement derivative in both the FEM and the FVM. They are also equivalent to the weighting functions in the FEM. For the one dimensional case \( L = d/dx \) and using equation (3.21)

\[
B = LN = \begin{bmatrix} -1/L \\ 1/L \end{bmatrix}. \tag{4.6}
\]

Also, the normal operator

\[
R = \begin{bmatrix} n_1 \\ n_2 \end{bmatrix} = \begin{bmatrix} \cos \alpha_1 \\ \cos \alpha_2 \end{bmatrix} = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \tag{4.7}
\]

where \( \alpha \) is the angle of the outward normal with respect to the one dimensional coordinate, in this case \( x \). The normals and the weighting functions for the FVM are illustrated in Figure 4.2(b).

It is now possible to substitute \( B \) and \( R \) as defined by equations (4.6) and (4.7), respectively, into equations (4.4) and (4.5) relating to the FEM and the FVM, respectively.

Hence,

\[
K_e^{fe} = \int B^T DB dv = \begin{bmatrix} -1/L & 1/L \end{bmatrix} E \begin{bmatrix} -1/L \\ 1/L \end{bmatrix} AL = \frac{EA}{L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}
\]

and

\[
K_e^{fv} = -\int R^T DB ds = -\begin{bmatrix} 1 & -1 \end{bmatrix} E \begin{bmatrix} -1/L \\ 1/L \end{bmatrix} A = \frac{EA}{L} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}.
\]

Similarly, as the total visco-plastic strain is constant over the element

\[
\varepsilon_{n+1}^{vp} = -\int B^T D_e^{vp} dv + P_{n+1} = -\begin{bmatrix} -1/L & 1/L \end{bmatrix} E \varepsilon_{n+1}^{vp} AL + \begin{bmatrix} p_1 \\ p_2 \end{bmatrix}_{n+1}
\]

and

\[
f_{n+1}^{fe} = \int B^T D_e^{vp} ds + P_{n+1} = \begin{bmatrix} 1 \\ -1 \end{bmatrix} E \varepsilon_{n+1}^{vp} A + \begin{bmatrix} p_1 \\ p_2 \end{bmatrix}_{n+1}
\]

and

\[
f_{n+1}^{fv} = \int R^T D_e^{vp} ds + P_{n+1} = \begin{bmatrix} 1 \\ -1 \end{bmatrix} E \varepsilon_{n+1}^{vp} A + \begin{bmatrix} p_1 \\ p_2 \end{bmatrix}_{n+1}.
\]
In both cases the resulting equations are directly equivalent to those described by equations (4.2) and (4.3). Hence, the numerical equivalence of the two methods is illustrated with regard to a one dimensional analysis.

4.1.2 Two Dimensional Analysis

Directly equivalent meshes can be handled by the FEM and the FVM, though the stiffness or system matrix contributions are computed differently. The differing elemental contributions per element are illustrated in Figure 4.3 for a general cluster of two dimensional elements surrounding an arbitrary mesh vertex. Figure 4.3(a) illustrates the integration points associated with the elemental contributions for the FVM and Figure 4.3(b) illustrates the Gauss points associated with the elemental contributions for the FEM.

As in the traditional FEM context it is computationally convenient to work in local coordinates so that all elements can be treated identically regardless of how distorted any element may be in terms of global coordinates. The local coordinate systems for triangular and quadrilateral elements are illustrated in Figures 4.4 and Figures 4.7 respectively.

The mapping from local coordinates to global coordinates is performed via shape functions using the standard FEM techniques. The elements described here are isoparametric, thus allowing the shape functions to be utilised for both coordinate transformation and variable approximation. The standard processes of local-global coordinate and derivative transformations as associated with the FEM are described generally in Appendix C, regardless of element type or dimension.

4.1.2.1 Constant strain triangular elements

Directly equivalent shape functions are utilised in the application of both the FEM and the FVM to describe the variation of the displacement (or any other variable) over an element. The shape functions for constant strain triangular (CST) elements are described in Appendix B.
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The representation of CST elements in local coordinates is illustrated for the FEM and the FVM in Figures 4.4b and 4.4c respectively, both are representations of an arbitrarily deformed CST element in global coordinates as illustrated in Figure 4.4a. In the FEM case the CST element involves one Gauss point, where as in the FVM three integration points are required to construct the associated sub-control volumes.

It is important to note that it is possible to analyse and compare the FVM and the FEM for the CST element due to its simple linear nature. Indeed, it has been shown by Oñate et al [71] that, for elastic problems involving CST elements, the internal force terms contributing to the element stiffness matrix coincide exactly for the FVM and the FEM. Hence, the two methods produce identical stiffness (or coefficient) matrices for two dimensional problems involving CST elements. It should also be noted at this point, that this indicates the general agreement in accuracy between the different integration processes involved in the two methods.

Extending the linear elastic analysis of Oñate et al [71] to problems involving material non-linearity, it can be further shown that the external force terms generated by the visco-plastic strains are also identical for the two methods in the case of two dimensional problem involving CST elements. The visco-plastic terms are described in general for the FEM and FVM in equations 3.20 and 3.23 respectively.
Figure 4.4: CST element. (a) Global, (b) FEM local and (c) FVM local coordinates.
Concentrating on the visco-plastic terms the external force contributions at a node $i$ are
\[
\begin{align*}
\mathbf{f}_i^{\text{e}} &= - \int_{\Omega_i} \mathbf{B}_i^T \mathbf{D} \mathbf{e}^{\text{vp}} \, d\Omega, \\
\mathbf{f}_i^{\text{v}} &= + \int_{\Gamma_i} \mathbf{R}_i^T \mathbf{D} \mathbf{e}^{\text{vp}} \, d\Gamma. 
\end{align*}
\]
for the FEM and the FVM respectively. Where, for the general case $\mathbf{B} = \mathbf{L} \mathbf{N}$ and the general two dimensional differential operator $\mathbf{L}$ is described in Appendix D. The shape functions for CST elements are described in Appendix B and the plane stress or strain elasticity matrices and the general two dimensional normal operator $\mathbf{R}$ are also described in Appendix D.

Consider a collection of CST elements surrounding a node $i$, as illustrated in Figures 4.5a and 4.5b for the FEM and the FVM respectively. The $k$th component of the external force vector due to visco-plastic strains for the FEM with contributions from $\text{n}_{\text{el}}$ elements is
\[
\mathbf{f}_{ik}^{\text{e}} = - \sum_{e=1}^{\text{n}_{\text{el}}} \int_{\Omega_i} \frac{\partial N_i^e}{\partial x_j} D^e \mathbf{e}^{\text{vp}}_{jk} \, d\Omega = \sum_{e=1}^{\text{n}_{\text{el}}} D^e \mathbf{e}^{\text{vp}}_{jk} \left( - \int_{\Omega_i} \frac{\partial N_i^e}{\partial x_j} \, d\Omega \right) 
\]
at node $i$.

Alternatively, for the FVM it is
\[
\mathbf{f}_{ik}^{\text{v}} = \sum_{e=1}^{\text{n}_{\text{el}}} \int_{\Gamma_i} n_j D^e \mathbf{e}^{\text{vp}}_{jk} \, d\Gamma = \sum_{e=1}^{\text{n}_{\text{el}}} D^e \mathbf{e}^{\text{vp}}_{jk} \left( \int_{\Gamma_i} n_j \, d\Gamma \right). 
\]
In both cases the visco-plastic strain tensor is constant over the element, thus allowing the visco-plastic strain factor to be taken outside of the integral. This is a consequence of
the linear nature of the element which furnishes strain and other associated constitutive variables as constants over the element.

Hence, the contributions for the two methods are identical if the bracketed integrals in equations 4.9 and 4.10 are equivalent. The equivalence of these two integrals has been comprehensively described by Oñate et al [71] in the analysis of elastic problems. The proof is also described here in order to provide a complete analysis of CST elements.

Concentrating on a single element, taken from the collection described in Figure 4.5a, it is possible to analyse the elemental contributions for the FEM and the FVM as illustrated in Figure 4.6a. The element is assumed to consist of sides of lengths \( l_1, l_2, l_3 \) and unit outward normals \( n_1, n_2, n_3 \) as illustrated in Figure 4.6b. The boundary of the element is \( \partial \Omega_i \) and the elemental contribution to the FVM control volume boundary is \( \Gamma_i \).

Hence, the following derivation is possible:

\[
\int_{\Omega_i} \frac{\partial N_i^e}{\partial x_j} d\Omega = \int_{\partial \Omega_i} n_j N_i d\Gamma = n_1 \frac{1}{2} l_1 + n_2 \frac{1}{2} l_2 = -\int_{\Gamma_i} n_j d\Gamma \quad (4.11)
\]

which is in essence obtained by application of the divergence theorem as described in Appendix A.

The direct equivalence of the two methods for problems involving material non-linearity is an important consideration and is further illustrated by the results obtained when modelling
two dimensional applications with CST elements. This equivalence will also be highlighted in the following chapter for a variety of numerical applications.

4.1.2.2 Bilinear quadrilateral elements

As for the previous CST elements, directly equivalent shape functions are utilised in the application of both the FEM and the FVM to describe the variation of the displacement over an element. The shape functions for bilinear quadrilateral (BLQ) elements are described in Appendix B.

The representation of BLQ elements in local coordinates is illustrated for the FEM and the FVM in Figures 4.7b and 4.7c respectively, both are representations of an arbitrarily deformed BLQ element in global coordinates as illustrated in Figure 4.7a. In the FEM case the BLQ element involves four Gauss points, similarly in the FVM four integration points are required to construct the associated sub-control volumes.

At present there is no accurate method available to analyse and compare the implementation of higher order two dimensional elements, such as BLQ elements. The previous method for CST elements relies on the fact that the strain and associated constitutive variables are constant over the element. This is not the case for BLQ elements, which by definition are bilinear as opposed to linear, and hence the strain and associated constitutive values vary linearly over the element. Though it is possible to assume that BLQ elements will approach a condition where there is limited variation of the constitutive variables over an element for a suitably refined mesh. Hence, indicating the equivalence of the two methods in that limit. Indeed, as indicated by the numerical results in the following chapter, this is apparently the case, but it does not provide a method of determining which method is superior or inferior with regard to accuracy.

It should be noted that for BLQ elements the FVM and the FEM will always provide distinctive elemental contributions.

Finally, the issue of asymmetric elemental stiffness contributions arises for non-orthogonal
Figure 4.7: BLQ element. (a) Global, (b) FEM local and (c) FVM local coordinates.
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Figure 4.8: Linear tetrahedral element in (a) global coordinates and (b) local coordinates.

BLQ elements. This leads to an asymmetric coefficient matrix, which requires specialised linear solvers. This is opposite to the FEM which will always produce a symmetric elemental stiffness contribution, regardless of the orthogonality of the element concerned. This issue will be further highlighted in the following chapter for a variety of numerical applications.

4.1.3 Three Dimensional Analysis

In this section the implementation of three dimensional elements in the FEM and the FVM will be described and compared. As in the case of the CST element, it is possible to analyse and compare the FVM and the FEM for the linear tetrahedral element. Unfortunately, as with BLQ elements in the two dimensional case no simple analytical comparison is available with regard to the higher order bilinear or trilinear elements in three dimensions, though the same arguments apply with regard to closer agreement of the two methods in the limit of a suitably refined mesh.

The three dimensional elements discussed in this section are illustrated in both global and local coordinates in Figures 4.8, 4.9 and 4.10 respectively. The element described in Figures 4.8a and 4.8b is the linear tetrahedral (LT) element, while the element described in Figures 4.9a and 4.9b is the bilinear pentahedral (BLP) or wedge element and the element described in Figures 4.10a and 4.10b is the trilinear hexahedral (TLH) or brick element.
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Figure 4.9: Bilinear pentahedral element in (a) global coordinates and (b) local coordinates.

Figure 4.10: Trilinear hexahedral element in (a) global coordinates and (b) local coordinates.
As for the two dimensional case, directly equivalent meshes can be handled by the FEM and the FVM, though the stiffness matrix contributions are computed differently. Additionally, the global to local mapping of the elements again allows an arbitrarily deformed three dimensional element to be treated identically in computational terms.

For the FVM the construction of the sub-control volumes is a relatively straightforward extension of the two dimensional approach, except that in the three dimensional approach the control volumes are defined by internal surfaces of the mesh element. In this way it is possible to construct a control volume consisting of cubic sub-control volume contributions from associated elements.

This approach is illustrated in Figure 4.11 for the simple case of eight arbitrary elements contributing to a vertex based control volume. The control volume consists of the eight surrounding cubic sub-control volumes. Each sub-control volume has three integration points associated with it, which are situated at the face centres. It should be noted that it is possible to utilise a numerical integration scheme involving a greater number of weighted
integration points. Though this approach is relatively straightforward it has not been investigated in the research presented here, as it essentially involves the further comparison of the two methods for higher order numerical integration point schemes. This research is restricted to comparing equivalent lower order integration schemes for the two methods.

Finally, it should be noted that the case works equally well for a vertex with \( n \) associated elements, where \( n \) may consist of a variety of element types, such as tetrahedra, wedges or bricks.

4.1.3.1 Linear Tetrahedral elements

The shape functions associated with both the FVM and the FEM for linear tetrahedral (LT) elements are described in Appendix B. Naturally, as in the two dimensional case, the nodal points are equivalently defined in the local coordinate system for the FEM and the FVM. This is necessary in order to be consistent with the shape functions. The LT element is described in local coordinates in Figure 4.8b.

Obviously, the coordinates for the FEM Gauss points and the FVM integration points are different. To illustrate this difference the Gauss point for the FEM and the integration points for the FVM are described in Figure 4.12 and Figures 4.13 respectively. The six integration points for the FVM are illustrated in Figure 4.13a and Figure 4.13b, where as the single Gauss point is illustrated in Figure 4.12. The weighting associated with the Gauss point is equivalent to the volume the tetrahedron occupies in the local coordinate system.

For the FVM the six integration points coincide with the six internal surfaces required to construct the four cubic sub-control volumes associated with a LT element.

It is important to note that it is possible to analyse and compare the FVM and the FEM for the LT element due to its simple linear nature. It is possible to extend the previous two dimensional analysis of CST elements to the three dimensional analysis of LT elements.

The previous analysis was dimensionless up to the consideration of the equivalence of the
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Figure 4.12: LT element Gauss point in local coordinates and associated weighting.

Figure 4.13: LT element integration points in local coordinates (a) vertical and (b) horizontally inclined.
two integrals as described in equations 4.9 and 4.10. It is further possible to prove the equivalence of these two integrals with regard to LT elements. Consider a cluster of LT elements surrounding the vertex \( i \) in a similar fashion to that described for CST elements in Figure 4.6(a).

In this three dimensional case it is possible to consider a single LT element from the cluster with surfaces of area \( s_1, s_2, s_3 \) and \( s_4 \) and unit outward normals \( n_1, n_2, n_3 \) and \( n_4 \).

Hence, extending the derivation described in equation 4.11 for CST elements to the case of LT elements it follows that

\[
\int_{\Gamma_i} \frac{\partial N^e_i}{\partial x_j} d\Omega = \int_{\partial \Omega^e_i} n_j N_i d\Gamma = n_1 j \frac{1}{3}s_1 + n_2 j \frac{1}{3}s_2 + n_3 j \frac{1}{3}s_3 = -\int_{\Gamma_i} n_j d\Gamma, \tag{4.12}
\]

where \( \partial \Omega^e_i \) remains the boundary of the element and \( \Gamma^e_i \) is the elemental contribution to the FVM control volume. It should be noted that the LT element is orientated such that surface \( s_4 \) is opposite vertex \( i \).

### 4.1.3.2 Bilinear Pentahedral elements

The shape functions associated with both the FVM and the FEM for bilinear pentahedral (BLP) elements are described in Appendix B. The BLP element is described in local coordinates in Figure 4.9b.

The Gauss points for the FEM are described in Figures 4.14 and the integration points for the FVM are described in Figures 4.15. The nine integration points for the FVM are drawn in three planes, Figure 4.15a, Figure 4.15b and Figure 4.15c, where as the six Gauss points are drawn in two planes in Figure 4.14a and Figure 4.14b.

For the FVM the nine integration points coincide with the nine internal faces required to construct the six cubic sub-control volumes associated with a BLP element. The elemental stiffness matrices formed from a BLP element also distinctive for the two methods. Additionally, for the FVM an asymmetric elemental contribution is added to the coefficient matrix for BLP elements when the triangular faces are non-orthogonal or not equilateral,
where as for the FEM the contributions are again always symmetric.

The consequence of this asymmetry is analysed and discussed with regard to linear solvers in the following chapters.

4.1.3.3 Trilinear Hexahedral elements

The shape functions associated with both the FVM and the FEM for trilinear hexahedral elements (TLH) are described in Appendix B. The TLH element is described in the local coordinate system in Figure 4.10b.

The twelve integration points for the FVM are drawn in three planes, Figures 4.17a, 4.17b and 4.17c, where as the eight Gauss points are drawn in two planes, Figures 4.16a and 4.16b.

For the FVM the twelve integration points coincide with the twelve internal surfaces required to construct the eight cubic sub-control volumes associated with a TLH element.

The elemental stiffness matrices formed from a TLH element are again different for the two methods. Additionally, for the FVM an asymmetric contribution to the coefficient matrix is provided for non-orthogonal elements, where as for the FEM the contributions are always
Figure 4.15: BLP FVM integration points in local coordinates. (a) $u = -\frac{1}{2}$, (b) $u = \frac{1}{2}$ and (c) $u = 0$ planes.
symmetric regardless of the orthogonality of the TLH element.

Again, the consequence of this asymmetry is analysed and discussed with regard to linear solvers in the following chapters.

4.2 Closure

In this chapter, a rudimentary theoretical comparison of the FVM and the FEM, when applied to problems involving material non-linearity, has been given. The direct equivalence of the two methods for the linear family of elements, which includes the one dimensional linear element, the two dimensional CST element and the three dimensional linear tetrahedral element have been illustrated and commented upon. At present, to the best of the authors knowledge, no definitive theoretical comparisons of higher order two or three dimensional elements has been performed, the difficulty being the bilinear and trilinear nature of the higher order elements, which furnishes linear or bilinear variation of the strain and other associated constitutive variables over the element concerned.

In the following chapter the two methods will be compared against a number of verification problems to complete the comparison.
Figure 4.17: TLH FVM integration points in local coordinates. (a) u, (b) s and (c) t planes.
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Mechanical Validation

In this chapter the FV implementation of the segregated and whole displacement field algorithms are applied to a variety of validation problems and compared with a standard FE implementation. The problems comprise of applications where analytical, semi-analytical or experimental reference solutions are available, in order to validate the algorithms employed. It should be noted that due to the non-linear nature of the applications under investigation, purely analytical reference solutions are generally not available.

The algorithms are compared with regard to accuracy and computational cost. They are also analysed for a variety of meshes with varying connectivities and element assemblies. The algorithms are compared for two and three dimensional test cases. Complete descriptions of the validation problems will be presented, and the reference solutions will be fully described when possible.

5.1 Test case 1: Uniaxial tensile piece

The first test case is a uniaxial tensile piece undergoing strain hardening. As the problem is uniaxial, a one dimensional analytical solution is available. The application can be modelled in two and three dimensions. The two dimensional approximation is achieved via a plane
stress approximation. Initially, this problem provides a reasonable test case for a variety of elements and element assemblies, orthogonal and non-orthogonal.

For a plane stress approximation the problem is specified in Figure 5.2. In this case, the problem was modelled using a series of orthogonal meshes involving BLQ elements. The mesh was refined in order to investigate the CPU time required for the different algorithmic approaches and associated solvers.

### 5.1.1 Analytical solution

Assuming a basic one dimensional elasto-visco-plastic model as described in Figure 5.1a, it is possible to derive the following first order ordinary differential equation defining the relationship between a constant applied stress and a time dependent strain under visco-plastic conditions [72]:

\[
\gamma \beta \varepsilon + \frac{d\varepsilon}{dt} = \frac{\gamma \beta}{E} \sigma_A + \gamma (\sigma_A - Y),
\]

where \(\sigma_A\) represents the constant applied stress and \(\beta\) is the strain hardening portion of the stress-strain curve after the removal of the elastic strain component, as defined earlier in equation 2.8. The variables \(\gamma\) and \(Y\) are the previously defined fluidity and yield stress.

![Figure 5.1: One dimensional elasto-visco-plastic (a) model and (b) response.](image)

The solution to the above differential equation is relatively straightforward and is stated...
here as

\[ \epsilon = \frac{\sigma_A}{E} + \frac{(\sigma_A - Y)}{\beta} \left[ 1 - e^{-\beta \gamma t} \right]. \]

Provided that \( \beta \) is non-zero, the form of response is illustrated in Figure 5.1b which represents an initial elastic response followed by a time dependent strain increase which approaches a steady state value in an exponential fashion.

Hence, the total strain is

\[ \epsilon = \frac{\sigma_A}{E} + \frac{(\sigma_A - Y)}{\beta} = \epsilon_e + \epsilon_{vp} \quad (5.1) \]

in the limit \( t \rightarrow \infty \). It is important to note that the final solution in this limit is independent of the fluidity \( \gamma \). Hence, the final solution is equivalent to an elasto-plastic analysis. For a time independent solution the time stepping scheme and the fluidity are viewed purely as acceleration parameters in the non-linear solution approach [105].

<table>
<thead>
<tr>
<th>( E )</th>
<th>( \nu )</th>
<th>( H )</th>
<th>( Y )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7000 kg/mm(^2)</td>
<td>0.2</td>
<td>225 kg/mm(^2)</td>
<td>24.3 kg/mm(^2)</td>
<td>1.0 \times 10^{-5} \text{s}^{-1}</td>
</tr>
</tbody>
</table>

Table 5.1: Material properties of aluminium alloy 57S.

Considering a tensile piece of aluminium with material properties as described in Table 5.1 and linear strain hardening characteristics as described in section 2.2.3, the strain response to an applied stress \( \sigma_A \) can be obtained from equation 5.1 and is stated in Table 5.2.

<table>
<thead>
<tr>
<th>( \sigma_A )</th>
<th>( \epsilon )</th>
<th>( \epsilon_{vp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 kg/mm(^2)</td>
<td>1.54714 \times 10^{-2}</td>
<td>1.16143 \times 10^{-2}</td>
</tr>
</tbody>
</table>

Table 5.2: Analytical solution of the strain response to an applied stress.

5.1.2 Numerical solutions

The numerical results for a variety of single elements and simple element assemblies, in two and three dimensions, are described in Tables 5.3 and 5.4. A simple element assembly involving two CST elements is illustrated in Figure 5.2. Equivalent element configurations
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Mesh employed in the uniaxial hardening problem.

[Model: UHIDG]

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4 nodes</td>
<td>8 degrees of freedom</td>
</tr>
<tr>
<td>2 CST elements</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>4 mm</td>
</tr>
<tr>
<td>Width</td>
<td>1 mm</td>
</tr>
</tbody>
</table>

Figure 5.2: Uniaxial hardening problem.

for the FVM and the FEM have been compared. For this validation problem the FVM and the FEM provide complete agreement with regard to the numerical solution, for all elements and element assemblies as described in Tables 5.3 and 5.4. The numerical solution obtained is in good agreement with the analytical solution as stated in Table 5.2.

As described in Tables 5.3 and 5.4 the FEM and the FVM require an equivalent number of time steps to converge. This illustrates the agreement of the two methods with regard to strain response over time.

It should be noted that when the BLQ, TLH or BLP elements are non-orthogonal in the FVM a BiCG (Bi-Conjugate Gradient) solver is employed. The BiCG solver is required as the resultant coefficient matrix is asymmetric. Alternatively, a CGM (Conjugate Gradient Method) solver is always employed in the FEM as the resultant coefficient matrix is always symmetric regardless of the orthogonality of the elements. Additionally, a CGM solver is
Table 5.3: Numerical results for a plane stress approximation.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Time steps</th>
<th>$\varepsilon$</th>
<th>$\varepsilon_{vp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLQ FVM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>CST FVM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>BLQ FEM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>CST FEM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 5.4: Numerical results for a three dimensional analysis.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Time steps</th>
<th>$\varepsilon$</th>
<th>$\varepsilon_{vp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLH FVM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>BLP FVM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>LT FVM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
<tr>
<td>TLH FEM</td>
<td>232</td>
<td>$1.54703 \times 10^{-2}$</td>
<td>$1.16132 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

This problem furnishes comprehensive patch tests for simple element assemblies and was employed to verify the implementation of the pressure loads with regard to both the FEM and the FVM. This was achieved by applying the pressured load over faces of the element assemblies consisting of non-orthogonal faces. The results were in agreement with those in Table 5.4.

This validation problem is somewhat limited due to the constant values of the stress and strains throughout the tensile piece. Hence, the complete agreement for both methods regardless of element choice. The following mechanical validation problems are more demanding and will provide a more detailed comparison of the two methods.
5.1.3 Algorithm performance

This validation problem was solved using a plane stress approximation with an increasing number of BLQ elements. The FVM using a segregated algorithmic approach and the FVM and the FEM using the standard algorithmic approach, were compared with regard to computational cost. As the BLQ elements can be assembled in an orthogonal fashion for this problem, the CGM solver can be employed for the FVM and the FEM. The CPU time was measured on an Intel 486DX 33MHz processor and the results obtained are plotted in Figure 5.3.

As expected the segregated algorithm (UVW) performs considerably slower than the whole field (FE & FV) algorithms, this is in agreement with the performance of the algorithms when applied to linear elastic problems [43, 42, 4]. The segregated algorithm was studied for a variety of linear solvers. The conjugate gradient solver with Jacobi preconditioning (UVW CGM) performed best, with the SOR solver (UVW SOR) comparing reasonably
well on this simple test case with an over-relaxation factor of $\omega = 1.8$. The Gauss-Seidel solver (UVW GS) showed the poorest performance.

5.2 Test case 2: Perforated tensile strip

The perforated tensile strip has been modelled extensively using the traditional FEM [105, 108] and a reference solution based upon experimental data is available [91]. The problem involves an applied stress as described in Figure 5.4, which is increased incrementally, with the initial increment loading the strip to the yield point and the following load increments causing plastic deformation up to the point of plastic flow. The six applied load increments are described in Table 5.5 For the reference solution the material under investigation was the aluminium alloy 57s as described in the previous validation problem, the properties of which are described in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increment (kgmm$^{-2}$)</td>
<td>5.59</td>
<td>0.95</td>
<td>1.46</td>
<td>1.73</td>
<td>1.52</td>
<td>1.64</td>
</tr>
<tr>
<td>Total (kgmm$^{-2}$)</td>
<td>5.59</td>
<td>6.54</td>
<td>8.00</td>
<td>9.73</td>
<td>11.25</td>
<td>12.89</td>
</tr>
</tbody>
</table>

Table 5.5: Load increments applied to the perforated tensile strip.

5.2.1 Reference solution

The reference solution with regard to the stress distribution is based upon the experimental results for the total strain. The total strain was measured using a birefringent coating technique on the perforated tensile strip [91]. The stresses were obtained by applying the incremental Prandtl-Reuss stress-strain relations [50]. The total strain and stress profiles obtained along the minimum section of the perforated tensile strip, which is the line X-X' in Figure 5.4, are described for all load increments in Figures 5.5.3 and 5.6.3 respectively.
5.2.2 Numerical analysis

The perforated tensile strip can be modelled using a plane stress approximation, as described in Figure 5.4. The geometry of this problem requires a non-orthogonal mesh with regard to BLQ elements as also illustrated in Figure 5.4. The problem can also be modelled in two dimensions using CST elements. The FVM and the FEM are compared for meshes consisting of BLQ and CST elements.

![Mesh employed in the analysis of a perforated tensile strip.](image)

**Figure 5.4: Perforated tensile strip**

5.2.2.1 Reference numerical analyses

The elasto-visco-plastic solution of this problem is time independent. Hence, the final solution is equivalent to the solution obtained in an elasto-plastic analysis [105]. An elasto-plastic numerical analysis with a Von-Mises yield criterion has been performed using the
commercial engineering software ANSYS [88], in order to provide a further reference solution. An identical mesh, using BLQ elements as described in Figure 5.4, was processed in ANSYS. The total strain profile obtained using ANSYS is described in Figure 5.5.4.

Additionally, an explicit elasto-visco-plastic analysis with a Von-Mises yield criterion has been performed using the commercial engineering software MICROFIELD [81]. Unfortunately, the relevant module in MICROFIELD is restricted to higher order BBQ (Bi-Quadratic Quadrilateral) elements. Hence, an equivalently accurate, but coarser mesh, was processed in MICROFIELD. The stress profile obtained using MICROFIELD is described in Figure 5.6.4.

5.2.3 Discussion of numerical results

With regard to the total strain profile, the previous numerical analyses performed using the FEM, have largely over predicted the strain values when compared to the reference solution [105]. The same over prediction occurs in the numerical analyses performed in this research using the FEM and the FVM, as illustrated in Figures 5.5.1 and 5.5.2 respectively. Relatively good agreement between the numerical analyses and the reference solution is obtained with regard to the stress profile, as illustrated in Figure 5.6.

The problem was modelled with a number of meshes consisting of BLQ and CST elements, with varying mesh density. As predicted from the theoretical analysis in the previous chapter, the results for the FVM and the FEM with regard to CST elements are in complete agreement, as illustrated in Figures 5.8 and 5.10. Hence, providing further evidence to establish the direct equivalence of the two methods with regard to CST elements.

For BLQ elements, the two methods are generally in close agreement, but it is interesting to note that the two methods agree more closely when the problem is loaded initially than at the the final load increment VI, as illustrated in Figures 5.7 and 5.9. At the final load increment the tensile piece is undergoing total strains of several percent, and the infinitesimal strain theory is reaching the limit of applicability. At this stage plastic flow is beginning to occur and the material non-linearity would begin to be augmented
by geometrical non-linearity. Interestingly, the two methods appear to differ more as the overall non-linearity of the problem increases.

5.2.4 Algorithmic performance

For this validation problem, the non-orthogonality of the mesh with regard to BLQ elements requires a BiCG solver for the asymmetric coefficient matrix assembled by the FVM, where as the symmetric coefficient matrix assembled by the FEM requires a CGM solver.

The computational expense of the BiCG solver with regard to the FVM when compared to the FEM is illustrated in Figure 5.11, where the computational processing time is plotted against mesh density. As expected the FVM is approximately twice as expensive as the FEM, because the BiCG solver is computationally twice as expensive as the CGM solver. In this research the Jacobi pre-conditioner is applied for the BiCG and the CGM solver, though it should be noted that a number of other pre-conditioners could be applied that may reduce the computational cost.

For the previous validation problem an orthogonal mesh was employed for BLQ elements and it was possible to employ a CGM solver for the FVM and the FEM, hence the agreement in computational cost as indicated in Figure 5.3.

For meshes consisting of CST elements the coefficient matrices with regard to the FEM and the FVM are identical, hence the CGM solver can be employed for both methods. The computational cost of the FVM and the FEM are in closer agreement as illustrated in Figure 5.12. The FVM is approximately ten percent slower than the FEM, this is attributable to the larger number of integration points associated with the FVM than with the FEM for CST elements, as described in section 4.1.2.1.
5.2.5 Invariant and integration point scheme

In the FVM and the FEM it is necessary to compute and store the constitutive values, such as stress and strain, for all elements. The values can either be calculated and stored at the element centre and assumed invariant over the element or be calculated and stored at the integration points. The latter technique is obviously more accurate, but also requires more storage.

It should be noted that the scheme adopted is not an issue with regard to linear elements as the constitutive values are invariant over the element. The following comparisons are for a mesh consisting of BLQ elements as illustrated in Figure 5.4.

Comparisons of the stress and strain profiles furnished by the invariant and integration point schemes are illustrated in Figures 5.15 and 5.13 and Figures 5.16 and 5.14, for the FVM and the FEM, respectively. A comparison of the integration point scheme for the FVM and the FEM is illustrated in Figures 5.17 and 5.18. The stress and strain profiles are consistent with the invariant schemes employed in the previous numerical analyses, hence the invariant method provides a reasonable solution approach for this problem with a considerable reduction in memory requirements. This can be very important when considering problems involving complex three dimensional geometries, with many thousands of elements.
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Figure 5.5: Total strain profile of numerical and semi-experimental analyses.

Figure 5.6: Stress profile of numerical and semi-experimental analyses.
Figure 5.7: Comparison of the total strain for BLQ elements.

Figure 5.8: Comparison of the total strain for CST elements.
CHAPTER 5. MECHANICAL VALIDATION

Figure 5.9: Comparison of the stress distribution for BLQ elements.

Figure 5.10: Comparison of the stress distribution for CST elements.
Figure 5.11: CPU times for BLQ elements on a SPARC 4, 110MHz work station.

Figure 5.12: CPU times for CST elements on a SPARC 4, 110MHz work station.
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Figure 5.13: Comparison with FV integration point method for strain.

Figure 5.14: Comparison with FE integration point method for strain.
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Figure 5.15: Comparison with FV integration point method for stress.

Figure 5.16: Comparison with FE integration point method for stress.
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Figure 5.17: Comparison of integration point methods for strain.

Figure 5.18: Comparison of integration point methods for stress.
5.3 Test case 3: Internally pressurised thick cylinder

For this validation problem a thick walled cylinder consisting of an elastic/perfectly plastic material undergoes an incrementally increasing internal pressure. A Von-Mises yield criterion is associated with the idealized material of the cylinder. The properties of the cylinder material are described in Table 5.6 and the pressure load increments are described in Table 5.7.

<table>
<thead>
<tr>
<th>$E$ (dNmm$^{-2}$)</th>
<th>$\nu$</th>
<th>$H$ (dNmm$^{-2}$)</th>
<th>$Y$ (dNmm$^{-2}$)</th>
<th>$\gamma$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21000</td>
<td>0.3</td>
<td>0</td>
<td>24</td>
<td>$1.0 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 5.6: Material properties of the thick cylinder.

<table>
<thead>
<tr>
<th>Increment (dNmm$^{-2}$)</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Total (dNmm$^{-2}$)</td>
<td>8.0</td>
<td>10.0</td>
<td>12.0</td>
<td>14.0</td>
<td>16.0</td>
<td>18.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table 5.7: Load increments applied to the pressurized thick cylinder.

5.3.1 Theoretical analysis

As the problem is axisymmetric, a semi-analytical reference solution is available for this validation problem [53]. Due to the non-linear nature of the problem a closed form solution is not available. In the reference solution a hyperbolic system of three quasi-linear first order partial differential equations is obtained, which is then solved numerically after applying a finite difference approximation [53].

5.3.2 Numerical analysis

This problem is also time independent and again the final solution is equivalent to that of an elasto-plastic analysis. An elasto-plastic analysis with a Von-Mises yield criterion has been performed using the commercial engineering software LUSAS [36], in order to provide a
reference numerical solution. The mesh consisting of BLQ elements as described in Figure 5.19 was processed in LUSAS. Numerically the problem can be modelled using a plane strain approximation [72]. The BLQ mesh employed in the numerical analyses performed in this research is also illustrated in Figure 5.19. A mesh consisting of CST elements is also considered.

5.3.3 Discussion of numerical results

For this problem the FEM and the FVM are in very close agreement for both BLQ and CST elements, as indicated by Figures 5.20 and 5.21 respectively. Though it is possible to observe a slight difference between the FVM and the FEM with regard to BLQ elements as the amount of plastic straining increases. Where as for CST elements the two methods are in complete agreement as expected. This is illustrated in Figures 5.22 and 5.23, where

---
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Mesh employed in the analysis of an internally pressurised thick cylinder.

<table>
<thead>
<tr>
<th>MODEL : TCYL</th>
</tr>
</thead>
<tbody>
<tr>
<td>221 nodes</td>
</tr>
<tr>
<td>442 degrees of freedom</td>
</tr>
<tr>
<td>192 BLQ elements</td>
</tr>
<tr>
<td>Inner radius 100 mm</td>
</tr>
<tr>
<td>Outer radius 200 mm</td>
</tr>
</tbody>
</table>

Figure 5.19: Internally pressurized thick cylinder.
the hoop stresses along the radial axes are compared for the load increment VI, involving an internal pressure of $18 \text{dNmm}^{-2}$. 
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Figure 5.20: Mesh consisting of BLQ elements.

Figure 5.21: Mesh consisting of CST elements.
Figure 5.22: Mesh consisting of BLQ elements.

Figure 5.23: Mesh consisting of CST elements.
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5.4 Test case 4: Internally pressurised spherical vessel

For this validation problem a thick walled spherical vessel, consisting of an elastic/perfectly plastic material, undergoes an instantaneously applied internal pressure load. A Von-Mises yield criterion is associated with the idealized material of the spherical vessel. The properties of the spherical vessel are equivalent to those of the previous validation problem, which are described in Table 5.6, and the instantaneously applied pressure load is 30dNmm$^{-2}$.

5.4.1 Theoretical analysis

As the problem is spherical and the pressure load is applied instantaneously, a closed form solution is available [50]. The analytically derived equations will be stated here for completeness. Considering a cross-section through the central point of a hollow sphere, with internal radius $a$ and external radius $b$, as illustrated in Figure 5.24, then the radius of the plastic region $c$, as a result of the uniformly distributed pressure load $p$, can be obtained.

![Figure 5.24: Plastic region round a spherical cavity, expanded by a uniformly distributed pressure.](image)
from solution of
\[
\frac{2Y}{3} \left( 1 - \frac{c^3}{b^3} \right) + 2Y \log \left( \frac{c}{a} \right) - p = 0, \tag{5.2}
\]
where \(Y\) is the uniaxial yield stress \([50]\). Equation 5.2 was solved using MATHEMATICA, for a uniformly distributed pressure load of 30 \(\text{dNmm}^{-2}\), and the radius of the plastic region was found to be 157.562 mm.

It is possible to derive the following equations \([50]\):

\[
\begin{align*}
\sigma_{\theta\theta} & = Y - \frac{2Y}{3} \left( 1 - \frac{c^3}{b^3} \right) - 2Y \log \left( \frac{c}{r} \right) & \text{for } a \leq r \leq c, \tag{5.3} \\
\sigma_{\theta\theta} & = \frac{2Y c^3}{3b^3} \left( 1 + \frac{b^3}{2r^3} \right) & \text{for } c \leq r \leq b, \tag{5.4}
\end{align*}
\]

which describe the normal hoop stress \(\sigma_{\theta\theta}\) as a function of the radius \(r\).

The profile of the hoop stress can then be obtained from equations 5.3 and 5.4, where equation 5.3 describes the profile of the hoop stress in the plastic region and equation 5.4 describes the profile of the hoop stress in the elastic region.

5.4.2 Numerical analysis

This problem is also time independent and again the final solution is equivalent to that of an elasto-plastic analysis. Numerically the problem can be modelled in three dimensions, with the respective displacements fixed to zero in the respective symmetry planes. The spherical vessel is then reduced to an octant as illustrated in Figure 5.25(1). A number of meshes, of varying element density and type, were employed in the numerical analysis. Examples of meshes consisting of LT, BLP and TLH elements are illustrated in Figures 5.25(2), 5.25(3) and 5.25(4), respectively. The geometry of this problem requires a non-orthogonal mesh with regard to BLP and TLH elements as illustrated in Figures 5.25(3) and 5.25(4), respectively.
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5.4.3 Discussion of numerical results

Firstly, the problem was analysed with a series of meshes consisting of TLH elements. The meshes were continually refined. The hoop stress profiles, along the radii, as obtained from two of the numerical analyses are plotted and compared against the reference solution in Figures 5.26 and 5.27. In Figure 5.26 the results from one of the coarser meshes employed, consisting of 1,221 nodes and 950 TLH elements, are presented. Additionally, in Figure 5.27 the results from the finest mesh employed, consisting of 3,165 nodes and 2,646 TLH elements, are presented.

The close agreement of the FEM and the FVM is illustrated in both cases. However, it is important to note the closer agreement between the reference solution and the FVM in both cases. With regard to the FEM, the disagreement with the reference solution is worse for the coarser mesh.
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These observations may be associated with the higher order, trilinear nature of the elements employed in the three dimensional analysis at this stage. With regard to the FVM, the implementation of surface tractions will involve bilinear face elements for TLH elements. Hence, when considering the application of surface tractions for the FEM and the FVM as described in equations 3.20 and 3.23, respectively, the contributions are different for the FVM and the FEM as a result of the different weighting techniques associated with each method.

Extending this point further, the weighting technique employed for the FVM may be more complementary, when applied generally, as all the terms are integrated conservatively at a local level. Conversely, for the FEM the weighting is not locally conservative which may introduce errors when surface tractions are employed. These conclusions are tentative and rely heavily on the authors own interpretation of the present observations, but they strongly suggest further possible avenues of research for the FVM, particularly with regard to surface tractions when associated with contact analysis.

It is important to note that the FVM employing the segregated displacement field approach (UVW) does not provide as favourable a comparison with regard to the reference solution. This can be attributed to the decoupling of the displacement components which is a direct consequence of the method. The decoupling will have greater effect when the problems are truly two or three dimensional and is also the case for elastic problems, as described in two dimensions by Fryer et al [43, 42].

Secondly, the problem was analysed with a series of meshes consisting of BLP elements. Again, the meshes were continually refined and the hoop stress profiles plotted in Figures 5.28 and 5.29.

There is much closer agreement between the FVM and the FEM for both the coarse mesh described in Figure 5.28 and the fine mesh described in Figure 5.29. This is attributable to the lower order, bilinear nature of the element concerned and the linear nature of the triangular faces over which the surface tractions are applied. As illustrated in Figure 5.25(3) the BLP elements are orientated so the pressure load (surface traction) is prescribed over a tri-
angular face. This was a fortuitous outcome of the automatic mesh generator employed [37] and it is obviously possible to further study the element when surface tractions are applied to the bilinear, quadrilateral faces, though it was not studied in this research.

Thirdly, the problem was analysed with a series of meshes consisting of LT elements. Again, the meshes were continually refined and the hoop stress profiles plotted in Figures 5.30 and 5.31.

As predicted in the previous Chapter, there is complete agreement between the FVM and the FEM with regard to LT elements. This is a consequence of the linear nature of both the element concerned and the triangular faces over which the surface traction is applied.

5.4.4 Algorithmic performance

As described in the previous section, this validation problem was solved in three dimensions with meshes consisting of a variety of element types and in each case an increasing number of elements.

Considering TLH elements, the FVM, employing a segregated algorithmic approach, and the FVM and the FEM, employing a standard algorithmic approach, were compared with regard to computational cost. The geometrical nature of this validation problem prohibits an orthogonally assembled mesh. Hence, for the standard FVM a BiCG solver is required due to the asymmetric nature of the coefficient matrix obtained. Conversely, for the standard FEM a CGM solver is sufficient as the coefficient matrix obtained is symmetric. These requirements agree with the conclusions of the previous Chapter. Additionally, for the segregated version of the FVM a GS (Gauss-Seidel) solver is applicable due to the diagonally dominant nature of the coefficient matrices obtained.

As illustrated in Figure 5.32, the segregated version of the FVM, employing the GS solver (UVW GS), requires considerably more CPU time than either the standard FVM (FVM BiCG) or the standard FEM (FEM CGM). As illustrated in Figure 5.33, the standard FVM, employing the BiCG solver (FVM BiCG) requires approximately twice the CPU time as
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the FEM, employing the CGM solver (FEM CGM). This observation is expected due to the computational requirements of the two different linear solvers employed. Also with regard to TLH elements, the FVM visits twelve integration points per element, while the FEM visits eight Gauss points per element. Hence, any improvement in accuracy obtained by the FVM must be offset against the extra computational cost.

Considering BLP elements, the FEM (FEM CGM) and the FVM (FVM BiCG), employing the standard algorithmic approach, were compared with regard to computational cost, as illustrated in Figure 5.34. Again, the geometrical nature of the validation problem furnishes an asymmetric coefficient matrix with regard to the FVM and a symmetric coefficient matrix with regard to the FEM. Additionally, the FVM visits nine integration points per element, while the FEM visits six Gauss points per element.

Hence, the relative performances of the FVM and the FEM with regard to BLP elements are equivalent to those for TLH elements, as illustrated in Figures 5.34 and 5.33, respectively.

Considering TL elements, the FEM (FEM CGM) and the FVM (FVM CGM), employing the standard algorithmic approach, were compared with regard to computational cost, as illustrated in Figure 5.35. In this case the FVM and the FEM furnish identical, symmetric, coefficient matrices regardless of the problem geometry. However, the FVM visits six integration points, while the FEM visits a single Gauss point.

Hence, the FVM still incurs a greater computational cost, even when the same linear solver is employed, as illustrated in Figure 5.35.
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Figure 5.26: Mesh consisting of 1,221 nodes and 950 TLH elements.

Figure 5.27: Mesh consisting of 3,165 nodes and 2,646 TLH elements.
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Figure 5.28: Mesh consisting of 726 nodes and 1,000 BLP elements.

Figure 5.29: Mesh consisting of 1,800 nodes and 2,744 BLP elements.
CHAPTER 5. MECHANICAL VALIDATION

Figure 5.30: Mesh consisting of 1,221 nodes and 4,800 LT elements.

Figure 5.31: Mesh consisting of 3,165 nodes and 13,328 LT elements.
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Figure 5.32: CPU times for TLH elements on a SPARC 4, 110MHz.

Figure 5.33: FE and FV CPU times for TLH elements on a SPARC 4, 110MHz.
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Figure 5.34: CPU times for BLP elements on a SPARC 4, 110MHz.

Figure 5.35: CPU times for LT elements on a SPARC 4, 110MHz.
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Figure 5.36: Comparison for FVM with TLH elements.

Figure 5.37: Comparison for FEM with TLH elements.
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Figure 5.38: Comparison for FVM with BLP elements.

Figure 5.39: Comparison for FEM with BLP elements.
5.5 Closure

In this Chapter the FVM and the FEM have been compared against reference solutions for a variety of mechanical problems.

With regard to the linear elements in two and three dimensions the FVM and the FEM employed in this research are in complete agreement with respect to the numerical solution. The FVM requires slightly more computational effort as it visits more integration points than the FEM for an equivalent element.

It is important to note the potential superiority with regard to accuracy of the FVM when compared to the FEM with regard to the internally pressurised spherical vessel, when TLH elements are employed. However, it should also be noted that the resultant coefficient matrix associated with the FVM is asymmetric and requires approximately twice the computational effort to solve.
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Thermo-mechanical Validation

The further aim of this research is to include material non-linearity within a FV framework, enabling the simulation of complex industrial processes involving not only solid mechanical behaviour, but also other complex physical behaviour such as heat transfer, solidification and fluid dynamics. A case in point is the casting of metals, which involves a wide variety of physical behaviour including that previously described.

The original FV framework upon which this research is based was restricted to two dimensional analyses and was developed as the engineering software UIFS (Unstructured Integrated Fluids and Solids) at the University of Greenwich [42, 20, 22, 26, 25]. The inclusion of material non-linearity within this framework to improve the simulation of a metal casting process is described by Taylor et al [89].

The FV framework has now been extended to the three dimensional engineering software framework PHYSICA [24], also developed at the University of Greenwich. The inclusion of material non-linearity within this framework will be described in this Chapter as it also applies generally to the two dimensional case.

The implementation and the methods employed in the heat transfer, solidification and fluid flow algorithms are those developed at the University of Greenwich by Chow et al [20, 25]. They will not be described in detail in this thesis as they are the results of prior research.
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Though it is important to note that for heat transfer, solidification and fluid flow algorithms that exist within PHYSICA at present, a cell-centred FVM as discussed in Chapter 1 is employed.

6.1 Conservation equations

The additional equilibrium equations governing the conservation of heat transfer and fluid flow in three dimensions are described as follows:

For momentum

\[
\frac{\partial \rho U}{\partial t} + \nabla (\rho \nabla U) = \nabla \cdot (\rho \mu \nabla U) - \frac{\partial \rho}{\partial x} + S_U,
\]

\[
\frac{\partial \rho V}{\partial t} + \nabla (\rho \nabla V) = \nabla \cdot (\rho \mu \nabla V) - \frac{\partial \rho}{\partial y} + S_V,
\]

\[
\frac{\partial \rho W}{\partial t} + \nabla (\rho \nabla W) = \nabla \cdot (\rho \mu \nabla W) - \frac{\partial \rho}{\partial z} + S_W,
\]

(6.1)

for continuity

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nabla) = 0,
\]

(6.2)

and for energy

\[
\frac{\partial \rho h}{\partial t} + \nabla (\rho \nabla h) = \nabla \cdot \left( \frac{k}{c} \nabla h \right) + S_h.
\]

(6.3)

Where \( \mathbf{V} = (U, V, W) \) is the fluid velocity vector, \( p \) is the pressure, \( h \) is the enthalpy and \( \rho, \mu, c \) and \( k \) are the material density, viscosity, specific heat and thermal conductivity, respectively.

The source terms \( S_U, S_V, S_W \) and \( S_h \) contain the additional source terms necessary for the modelling of the solidification process.

For momentum these sources are; buoyancy, to characterize the natural convection of the molten material as it cools and Darcy, to terminate the velocity components as the material
solidifies. For the energy equation the latent heat source, $S_T$, depicts the energy release during the phase change. If the specific heat $c$ is constant, the relationship between enthalpy $h$ and temperature $T$ simplifies to

$$h = cT$$

which upon substitution in equation 6.3 provides

$$\frac{\partial \rho T}{\partial t} + \nabla (\rho VT) = \nabla \cdot \left( \frac{k}{c} \nabla T \right) + \frac{S_h}{c}. \quad (6.4)$$

In this manner, temperature is chosen as the dependent variable of the energy equation to emphasise the thermo-mechanical coupling via the temperature field.

### 6.2 Thermo-mechanical coupling

The coupling between the thermal and the mechanical analysis is mainly unidirectional via the temperature field. The coupling can occur at an incremental or iterative level, for strongly coupled systems iterative coupling is a necessity. For thermo-mechanical problems involving large plastic strains considerable heat loss can occur as described in section 2.1.1.2, the coupling is then bidirectional and can be performed at an iterative level [99]. Only small strain problems are considered in this research and the heat loss due to plastic straining can be neglected without any reasonable loss of accuracy. For small strain thermo-mechanical problems which have relatively weak coupling, incremental coupling is possible. At an incremental level the thermal analysis is performed over a suitable number of time steps and then the mechanical analysis is performed, this staggered approach is then continually repeated for the complete analysis.

It is important to note that the application of the thermal load in an incremental fashion is essential to capture the path dependent non-linear material behaviour. The geometry may or may not be updated with regard to the thermal analysis, for some problems involving small strains little accuracy is lost by not updating the geometry. Hence, in some cases the thermal and mechanical analysis can be performed separately. For complex applications, such as the die casting of metals, the geometry must be updated with regard to the thermal analysis in order to model the forming of gaps between the cast and mould as deformation
 occurs \[12, 67, 42, 68, 63\]. The coupling is now bidirectional and for this reason a complete thermo-mechanical coupling of the temperature field and geometry as illustrated in Figure 6.1 is provided within the FV framework PHYSICA \[24\]. This is equivalent to the original coupling method as employed by Cross et al \[26\] in the engineering software UIFS.

### 6.2.1 Test case 1: Quenching of a steel slab

This test case involves the quenching of a large steel plate and the consequential residual stress. If interest is restricted to the regions away from the edges of the plate, a plate of infinite extent can be assumed. For a plate of infinite extent, the heat conduction analysis associated with a convective cooling boundary condition at the surfaces is one dimensional and a thermal gradient exists in one direction only, through the thickness of the plate.

The heat flux due to the convective cooling is

\[ q = h_c(T - T_A), \]
where \( h_c \) is the heat transfer coefficient and \( T_A \) is the ambient temperature of the surrounding fluid. The material properties associated with the thermal analysis are described in Table 6.1.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( k )</th>
<th>( c )</th>
<th>( h_c )</th>
<th>( T_A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7832 kgm(^{-3})</td>
<td>58.8 W/(mK)</td>
<td>600 J/(kgK)</td>
<td>193.1 W/(m(^2)K)</td>
<td>70 °C</td>
</tr>
</tbody>
</table>

Table 6.1: Material properties associated with the thermal analysis.

The plate consists of an elastic/perfectly plastic material with a temperature dependent yield stress, as described in Table 6.2. It should be noted that the time dependent stresses are large enough to cause plastic deformation and hence residual stresses will remain after the plate has cooled. The remaining material properties associated with the mechanical analysis are described in Table 6.3. The plate is initially at a very high uniform temperature \( T_i = 1038°C \), close to the melting point of the material. The plate then cools to the ambient temperature associated with the convective boundary condition.

### 6.2.1.1 Reference solution

The reference solution is obtained from a semi-analytical method, where an elasto-plastic behaviour with a Von-Mises yield criterion is assumed for the mechanical analysis [62]. The governing differential equations are manipulated in such a way that a numerical step-by-step

<table>
<thead>
<tr>
<th>( E )</th>
<th>( \nu )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>( H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2.068 \times 10^6 ) MPa</td>
<td>0.3</td>
<td>( 1.35 \times 10^{-5} ) /K</td>
<td>( 1.0 \times 10^{-4} ) /s</td>
<td>0 MPa</td>
</tr>
</tbody>
</table>

Table 6.3: Material properties associated with the mechanical analysis.
step procedure can be performed with regard to time, where the temperature, stress and location of the plastic regions at time $t + \Delta t$ are computed from values at time $t$. An explicit finite difference technique is employed with regard to temperature, but an implicit finite difference technique is employed with regard to the solid mechanics [62].

### 6.2.1.2 Numerical analysis

The numerical analysis is performed in three dimensions using the engineering software PHYSICA [24]. One of the meshes employed in the analysis is illustrated in Figure 6.2 and consists of 40 TLH elements. With regard to the mechanical and thermal analysis within the FV framework, it is important to note that mesh elements are conceptually different at present. With regard to the thermal analysis the cell-centred FVM employed allows an arbitrary polygon to be employed as an element in the mesh, thus any element selected for a mechanical analysis is compatible with the thermal analysis [24, 20]. Thus allowing the

---

**Figure 6.2:** Quenching of an infinite steel plate.
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Simulation of complex geometries with irregular meshes. Though it is important to note that any non-orthogonality and non-conjunctionality present can introduce mesh effects into the thermal analysis [24]. Methods have been developed to overcome these difficulties [24, 20]. Such problems involving complex geometries will be modelled in the following chapter.

For the mechanical analysis a state of generalized plane strain is assumed [58], such that

\[ \sigma_{xy} = \sigma_{yx} = \sigma_{zz} = 0, \]

\[ \sigma_{xx} = \sigma_{yy}, \]

\[ \sigma_{yy} = 0. \]

This is achieved using constraint equations as described in Appendix E. The nodes on the free faces in the x and z planes, as illustrated in Figure 6.2, are constrained to translate with the same displacement in the x and z directions, respectively. This is achieved by assigning a master degree of freedom to slave degrees of freedom on the relevant faces. The transient thermal analysis is performed with a gradually increasing time step. The mechanical analysis is performed at every ten time steps of the thermal analysis and in this way the thermal load is applied in an incremental fashion, which captures the path dependent mechanical behaviour. It is important to note that the elasto-visco-plastic analysis converges to a steady state solution during each mechanical analysis and is equivalent to an inviscid elasto-plastic solution [105].

Additionally, a numerical reference solution is available using the FE engineering software LUSAS [36]. This problem is described in the LUSAS verification manual [36] and is available as an example case. In LUSAS the numerical analysis is performed using a two dimensional axisymmetric approximation and the mesh consists of ten bi-quadratic quadrilateral elements [36]. The results obtained using LUSAS are illustrated in Figure 6.6.

6.2.1.3 Discussion of numerical results

The transient behaviour of the mechanical analysis is illustrated in Figure 6.3. The transient stress and plastic strain behaviour at the core, mid-point and surface of the plate are illustrated in Figures 6.3.1 and 6.3.3.
From the stress behaviour it is possible to observe the stress reversal phenomenon associated with the quenching problem. Initially the stress at the surface is tensile, but at the end of the analysis the residual stress is compressive, the opposite is true for the core. From the plastic strain behaviour it is possible to observe a mid-point region which is permanently elastic and does not undergo any plastic straining during the quenching. The residual stresses are illustrated in Figure 6.3.2 and the associated plastic strains are illustrated in Figure 6.3.4.

The numerical analysis was performed with PHYSICA using a fine mesh involving 40 TLH elements as illustrated in Figure 6.2 and a coarser mesh involving 9 TLH elements. The results from the coarse mesh are illustrated in Figure 6.4 and compare well with the reference solution and the numerical analysis performed in LUSAS, which is illustrated in Figure 6.6.

Though it is important to note, that to capture the purely elastic behaviour in the mid-point region a finer mesh is required. This is illustrated in Figure 6.5, where the residual
stresses are much closer to those of the reference solution.

In closure, it should be noted that for this problem the heat transfer coefficient $h_c$ associated with the convective boundary condition is constant and was selected to resemble quenching in air. Further research has been performed on quenching in liquids such as water and temperature dependent heat transfer coefficients have been employed [58]. Also the Leidenfrost phenomenon can be included, which accounts for the formation of vapour blankets around the quenched component, severely effecting the cooling rate [40, 39]. Finally, for metals such as steels, crystal transformations can occur during the quenching process which will then contribute to the total strains. Such phenomena has been studied elsewhere, extensively, and is noted in this research as a point of interest [1].
Figure 6.5: Residual stress after quenching (fine mesh).

Figure 6.6: Residual stress after quenching.
6.2.2 Test case 2: Solidification of a steel slab

This validation problem is an extension of the previous problem. In this case the slab is initially liquid and is assumed to solidify by heat conduction only. The heat conduction analysis is simplified by assuming a fixed temperature at the surface. This validation problem has been studied by a number of researchers employing a variety of commercial FE software [95, 60].

The geometrical approximation of an infinite slab as described in Figure 6.2 can also be assumed in the modelling of the continuous casting of steel [60]. Where the geometry represents a slice of the cross-section of a casting strand. In this case the dimensions of the problem are length, 8mm and widths, 1mm and the mesh consists of 40 TLH elements. The thermal boundary conditions and material properties can be modified to represent different types of steel under various cooling conditions [60].

6.2.2.1 Analytical solution

A commonly referenced analytical solution is available for this problem [98]. The analytically derived equations will be stated here for completeness. With regard to the one dimensional thermal analysis the position of the solidification front at any time \( t \) is

\[
x_s = 2\lambda \sqrt{\frac{k}{\rho c}} t.
\]

where the constant \( \lambda \) is the solution of the following equation:

\[
\frac{1}{e^{\lambda^2} \text{Erf}(\lambda)} - \frac{T_l - T_s}{e^{\lambda^2} T_s (1 - \text{Erf}(\lambda))} = \frac{h \lambda \sqrt{\pi}}{c T_o}
\]

and the temperatures \( T_s, T_l \) and \( T_o \) denote the solidus, liquidus and initial temperature drop at the surface, respectively [17]. The error function Erf(\( \lambda \)) is defined in Appendix A and \( h \) is the latent heat per unit mass. Initially at time \( t = 0 \), the slab is at the liquidus temperature and the temperature at the surface is dropped to \( T_s = 1300^\circ C \) and kept constant thereafter.

Using the material properties as described in Table 6.4, equation 6.6 can be solved for \( \lambda \), in this case using the commercial software MATHEMATICA [102].


<table>
<thead>
<tr>
<th>( T_s )</th>
<th>( T_l )</th>
<th>( T_o )</th>
<th>( h )</th>
<th>( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1468 °C</td>
<td>1525 °C</td>
<td>168 °C</td>
<td>( 2.72 \times 10^5 ) J/Kg</td>
<td>700 J/(KgK)</td>
</tr>
</tbody>
</table>

Table 6.4: Material properties associated with the solidification analysis.

With regard to the theoretical mechanical analysis an assumption of similarity is employed [98], which assumes that the stress solution and hence ratio of the elastic and plastic regions is independent of time. This coincides with temperature distribution which is also independent of time when the equations are cast in a normalized fashion [98].

From the theoretical analysis the following simultaneous equations with respect to \( s \) and \( t \) are obtained:

\[
2 (1 - m) \frac{s}{e^{x^2}} = \frac{1-m}{e^{x^2}} - \left( 1 + e^{-\lambda^2} \right) \frac{m + 1+m}{s-t},
\]

\[
2 (1 - m) \frac{s}{e^{x^2} \sqrt{\pi}} = \frac{2 m \text{Erf}(\lambda) + (1 - m) \text{Erf}(s) - (1 + m) \text{Erf}(t)}{\log(\frac{x}{2})}.
\]

Where

\[
m = \frac{(1-\nu)Y_o}{aET_o}
\]

and the ratio of the elastic and plastic regions are defined by the variables \( s \) and \( t \). It is important to note that the yield stress is assumed to vary linearly, decreasing from \( Y_o \) at the surface temperature to zero at the solidus temperature.

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( Y_o )</th>
<th>( \alpha )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.35</td>
<td>20 MPa</td>
<td>( 2.0 \times 10^{-5} ) K</td>
<td>( 4.0 \times 10^4 ) MPa</td>
</tr>
</tbody>
</table>

Table 6.5: Material properties associated with the mechanical analysis.

Substituting the material properties as described in Table 6.5 into the above simultaneous equations and solving for \( s \) and \( t \) using MATHEMATICA [102], the following values can be obtained:

\[ s = 0.218068, \quad t = 0.0830676. \]

The stress distribution is described by the following three equations [98]:

\[
\sigma(x) = m \left( 1 - \frac{\text{Erf}(\lambda x)}{\text{Erf}(\lambda)} \right) \quad \text{for} \quad s' < x < 1, \quad (6.7)
\]
CHAPTER 6. THERMO-MECHANICAL VALIDATION

\[ \sigma(x) = m \left( 1 - \frac{\text{Erf}(s)}{\text{Erf}(\lambda)} \right) + \frac{\text{Erf}(s) - \text{Erf}(\lambda x)}{\text{Erf}(\lambda)} \]

\[ \frac{2 (1 - m) s \log\left( \frac{s}{\lambda x} \right)}{e^{s^2} \sqrt{\pi} \text{Erf}(\lambda)} \quad \text{for} \quad t' < x < s', \quad (6.8) \]

\[ \sigma(x) = m \left( \frac{\text{Erf}(\lambda x)}{\text{Erf}(\lambda)} - 1 \right) \quad \text{for} \quad 0 < x < t'. \quad (6.9) \]

Where \( s' = \lambda s \) and \( t' = \lambda t \). Equations 6.7, 6.8 and 6.9 represent the normalised stress distribution, such that the solidification front is at \( x = 1 \) and the surface is at \( x = 0 \). The non-normalized stress distribution can be obtained and is employed as the reference solution in Figure 6.7. Equation 6.7 describes the stress distribution in the compressive plastic range, equation 6.8 describes the stress distribution in the elastic range and equation 6.9 describes the stress distribution in the tensile plastic range \([98]\). In the theoretical analysis, only the stresses in the growing elastic/perfectly plastic solidified portion of the slab are considered. The stresses in the liquid region are considered zero.

Figure 6.7: Stress distribution after 10s of solidification.
6.2.2.2 Numerical procedure for solidification

The solidification is assumed to occur by heat conduction only. The problem is then simplified considerably, which allowed a theoretical analysis to be performed. With regard to the numerical analysis performed using PHYSICA, a number of correction methods for the liquid fraction update are available [22]. For this problem the default method of Voller and Prakash is employed [79]. This technique is a source based method with regard to solidification. Which casts the problem in a non-linear form, but furnishes a more robust algorithmic approach [97].

6.2.2.3 Numerical procedure for liquid regions

In order to consider the deformation of both liquid and solid regions in the mechanical analysis, a special procedure is required for liquid regions. The procedure adopted for this validation problem is that described by Tszeng and Kobayashi [95]. Other procedures
exist, such as that described by Kristiansson [60], but these methods involve prescribing zero displacements to nodes that exist within liquid regions and can fail to account for hydrostatic pressure acting along the solidification front [95].

In the procedure adopted here, at temperatures greater than the coherence temperature (which is assumed to be equal to the liquidus temperature in this case), a Poisson’s ratio very close to 0.5 is artificially assigned. Hence, making the liquid phase close to incompressible for mechanical loads. In order to avoid singularity occurring in the coefficient matrix, a value close to zero is assigned to the Young’s modulus. This is equivalent to assigning zero stiffness to liquid regions. In this fashion, values of Poisson’s ratio and Young’s modulus can be chosen to suppress the deviatoric stress component, whilst allowing a volumetric (or metallostatic) component to exist [95].

6.2.2.4 Numerical analysis

The numerical analysis was performed using PHYSICA and the stress distribution after 10s is illustrated in Figures 6.7 and 6.8. The stress distribution of the theoretical solution is matched to that of the numerical solution with regard to the solidification front in Figure 6.7. In Figure 6.8 the position of the solidification front is calculated using equation 6.5, which assumes a semi-infinite body with regard to the thermal analysis. For the numerical analysis a symmetry condition is assumed at the core of the body with regard to the thermal analysis, this will effect the temperature distribution and hence the prediction of the solidification front in the body, causing disagreement between the theoretical and numerical solution. This is clearly illustrated in Figure 6.8.

In this validation problem the hydrostatic pressure is negligible and the stresses in the liquid region are zero as illustrated in Figures 6.7 and 6.8.
6.3 Closure

In this Chapter, the procedures employed to obtain numerical solutions for non-linear, thermo-mechanical problems have been described. The procedures have been validated against a number of test cases involving simple geometries and unidirectional coupling with regard to the thermo-mechanical analysis. In the following Chapter, the procedures will be validated and verified against a number of test cases involving more complex geometry and complete coupling with regard to the thermo-mechanical analysis.
Chapter 7

Applications

In this chapter the previously described finite volume framework, in the form of the three dimensional engineering software PHYSICA [24], is employed in the simulation of the shape casting of metals, which involves complex thermo-mechanical behaviour.

This is an extension to the research performed using UIFS, where a linear elastic material behaviour was also assumed [42] and further research where an elasto-visco-plastic material behaviour was assumed [89].

Initially, PHYSICA is employed to simulate the gravity die casting of a hollow aluminium cylinder and, finally, the sand casting of an aluminium test bar.

7.1 Shape casting of metals

In basic terms, a shape casting process is one in which a supply of liquid metal, of appropriate composition, is prepared, poured into a mould and then allowed to solidify [27, 15]. Heat transfer occurs from the molten metal alloy to the mould and in most cases from the mould to the environment.
A number of shape casting processes are generally described in this manner, each with their own particular advantages and disadvantages. The foundry engineer can select a suitable casting process for a component, by offsetting geometrical accuracy and/or structural soundness required for the component against the relative cost of a particular casting process. Until recently the foundry engineer relied heavily upon personal expertise and accepted working practices. In the advent of the cheaper and more powerful desktop computer, the possibility of realistic simulation software for casting processes as an aid to the foundry engineer is now becoming feasible.

7.1.1 Shape casting processes

The shape casting processes that have been studied and modelled in this thesis are those typically associated with foundries and can be briefly described as follows.

7.1.1.1 Die casting

Die or permanent mould casting involves a reusable mould, consisting of a highly conducting metal, typically tool steel [27, 15]. As the mould is highly conducting, the process furnishes castings which have undergone particularly rapid freezing, and consequently exhibit particularly fine microstructures [27]. With regard to mould filling two methods are generally employed in die casting, pressure die casting [15] and gravity die casting [82, 15]. The former involves the pressurized injection of the molten metal into the mould and is not simulated in this research, while the latter simply involves the pouring of the molten metal alloy into the mould under the action of gravity and is simulated in this thesis, as experimental data is available for the cooling, solidification and deformation [82]. Additionally, the mould is not gas permeable and for this reason the process can be more prone to porosity formation, unless precautions are taken such as performing the filling process in a vacuum [15].
7.1.1.2 Sand casting

Sand casting involves a non-reusable sand mould, which is generally chemically bonded or clay bonded (Green Sand Casting) [15]. The mould is particularly deformable and is a very poor conductor [15]. The rigidity of the sand based mould is dependent upon the bonding of the sand, for clay bonded sand the moulds are less rigid, while for chemically bonded sand the moulds are more rigid [15]. The process furnishes castings which have undergone prolonged freezing and consequently exhibit coarser microstructures [27]. Additionally the mould is gas permeable, which can reduce the amount of porosity formation in the cast [27, 15].

7.1.1.3 Investment casting

Though the process is not modelled in this research, higher precision castings can generally be achieved using the investment casting process, where particularly rigid and precise ceramic moulds are utilised [27, 15]. A wax pattern is shaped for the mould using extremely accurate and reusable metal dies and then a ceramic mould is produced from the wax pattern [15, 27].

7.1.2 Simulation of shape casting processes

Over the last 10 to 15 years a large amount of research effort has been employed in the development of physically accurate software tools for the complete simulation of the metals casting process [25, 92], with the ultimate aim being a useful computational tool for the foundry engineer. To be of major use to the foundry engineer, the simulation software must be tolerably accurate, within a reasonable computational time. This generally requires a flexible software framework which can be extended in a modular fashion depending upon the physical nature of the particular casting simulation required [25, 3].

A number of casting simulation software tools have been developed from the previously
mentioned research. ProCAST [96], MAGMAsoft [64] and THERCAST3 [12, 67] to name but a few, though at present the simulation packages available are generally of limited scope with regard to their overall modelling capability of the complete casting process.

The MAGMAsoft software [64] is a consequence of the research performed by Hattel and Hansen [48, 47, 46] as previously discussed in section 1.2.1. The software offers the simulation of mould filling and solidification by heat conduction only, in conjunction with a three dimensional finite difference analysis of the thermo-elastic equations using a staggered grid, which can be interpreted as applying a cell-centred FVM on a structured mesh as indicated in section 1.2.1. Though as yet, the solid mechanics is not fully integrated into the software MAGMAsoft [47].

The ProCAST software [96] is a well established commercial package that offers a wide range of functionality, including the simulation of mould filling, solidification by heat conduction and radiative heat transfer, in conjunction with the three dimensional mechanical analysis of non-linear material behaviour in a loosely coupled fashion [96]. The software has been developed in a FE framework [96].

The THERCAST3 software is a consequence of the research performed by Bellet et al [12, 67, 13]. At present the software offers the simulation of solidification by heat conduction only, in conjunction with a three dimensional analysis of the non-linear material behaviour in a loosely coupled fashion [12, 67, 13]. Again, the software has been developed in a FE framework [12, 67, 13].

7.1.3 Dual thermo-mechanical coupling

During the shape casting process coupled thermo-mechanical behaviour occurs. The molten metal is initially in contact with the mould and a thermal resistance can be associated with the casting/mould interface, at this stage of the process, due to the rugosity of the mould surface [29]. As the casting solidifies, due to heat transfer to the mould, gap formation can occur at the casting-mould interface and the thermal resistance will increase as a function of the gap. In this manner the thermo-mechanical process exhibits dual coupling.
CHAPTER 7. APPLICATIONS

7.1.3.1 Casting/mould gap formation

The variation of the heat transfer coefficient associated with the casting/mould interface during the casting process has been commented upon by a number of researchers [42, 67, 12, 27]. With regard to die casting the thermal resistance due to the gap formation is highly effective due to the high conductivity of the metallic moulds employed [82], alternatively the gap formation is often assumed to be less effective in the cases of sand and investment casting due to the poor conductivity of the sand or ceramic moulds employed [27].

Figure 7.1: The die casting/mould interface.

Considering die casting, the heat transfer coefficient is often assumed to consist of a number of different layers, this leads to a series of thermal resistances as illustrated in Figure 7.1 [82]. In this research the coating layer of the mould is included in the contact resistance and the heat transfer coefficient across the interface $h_{if}$ can be expressed as [82]

$$\frac{1}{h_{if}} = \frac{1}{h_{cr}} + \frac{1}{h_{ag}},$$

(7.1)

where $h_{cr}$ is the heat transfer coefficient of the contact resistance and $h_{ag}$ is the heat transfer
coefficient of the air gap.

The thermal contact resistance $\frac{1}{h_{cr}}$ is caused by the rugosity of the mould, which can cause a non-uniform thermal contact between the melt and the mould [82, 29]. In PHYSICA the die casting/mould interface can be implemented by defining the lower limit of the heat transfer coefficient across the casting/mould interface to be equal to $h_{cr}$. Consequently, if no air gap exists this value will be assigned to the heat transfer coefficient.

The gap formation in PHYSICA is achieved via coincident nodes at the casting/mould interface, consequently the cell faces at the casting/mould interface are initially coincident [42]. The heat transfer flux is calculated at the respective centres of the initially coincident cell faces and as the gap develops it is computed as the distance between the associated face centres. This is a reasonable method for problems involving small strains as the face associations of the original geometry are not drastically altered due to the mechanical deformation.

As described in Figure 7.1 an equivalent gap $\Delta_{eq}$ can be associated with the thermal contact resistance [82]

$$\frac{1}{h_{cr}} = \frac{\Delta_{eq}}{k_{cr}}, \quad (7.2)$$

where $k_{cr}$ is the thermal conductivity associated with the die casting/mould interface, initially.

The complete behaviour of the die casting/mould interface can be implemented using a convective heat transfer flux [63]

$$\frac{\partial T}{\partial n} = h_{eff} (T_{casting} - T_{mould}), \quad (7.3)$$

where the effective heat transfer coefficient at the casting/mould interface is a function of the effective air gap $\Delta_{ag}$ and can be calculated as follows [82, 68];

$$h_{eff} = \begin{cases} h_{cr}, & \text{when } \Delta_{ag} \leq \Delta_{eq} \\ \frac{k_{ag}}{\Delta_{ag}}, & \text{when } \Delta_{ag} > \Delta_{eq} \end{cases}, \quad (7.4)$$

where $k_{ag}$ is the conductivity associated with the air gap.

It is important to note that the gap may not be purely air, a mixture of gases could be possible. Additionally, the heat transfer across the casting/mould interface is not neces-
sarily a solely conductive process. Consequently, an effective conductivity associated with air gap can be utilised to facilitate this behaviour. This requires accurate experimental measurement of the heat transfer coefficient as a function of the gap at the casting/mould interface [82, 12].

### 7.2 Gravity die casting of a hollow aluminium cylinder

The experimental results, against which the numerical analyses of the die casting of a hollow aluminium cylinder are compared, were originally obtained by Schmidt and Svensson [82]. They experimentally studied the heat transfer and air gap formation associated with the die casting of aluminium alloys. A large number of experiments were performed, under a variety of casting conditions and with a selection of aluminium alloys.

![Experimental design: Top view.](image)

The particular experimental design, with regard to geometry, thermocouples and displacement transducers, that was employed to obtain the experimental data utilised in this re-
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SEARCH, is illustrated in Figures 7.2 and 7.3.

It is important to note the positioning of, both, the thermocouples and the displacement transducers. The thermocouples are arranged along the radius of the die casting design, as illustrated in Figure 7.2, to enable inverse heat transfer analyses to be performed at a variety of time intervals. Additionally, a number of displacement transducers are located at mid-height with regard to the aluminium casting, as illustrated in Figure 7.3. Which furnishes an average measurement of the gap formation at the mid-height point over time.

The cylindrical mould and core are made of steel (Fe-0.14%C-0.35%Si-1.2%Mn) and the cylindrical casting consists of the aluminium alloy (Al-7%Si-0.3%Mg). The associated material properties are described in Tables 7.3 and 7.2, respectively. As illustrated in Figures 7.2 and 7.3 the experimental design is axisymmetric and, after the filling of the mould, the top and bottom of the mould are insulated. In this manner, the majority of the heat transfer associated with the cooling and subsequent solidification of the casting is confined to the radial direction.
From the experimental results and the, consequential, inverse heat transfer analyses, it is possible to obtain a relationship between the heat transfer coefficient at the gap and the gap size [82]. In this research the experimentally obtained relationship was suitably approximated by a linear relationship as described in Table 7.1. The values associated with the heat transfer coefficient are particularly low in this experimental case due to the extra thermal resistance of the coating layer. Indeed, for experimental the cases not involving a coating layer the heat transfer coefficient values are an order of magnitude greater [82].

### 7.2.1 Numerical analysis

The die casting experiment described here, has been previously modelled in three dimensions, by Bellet et al [12, 67, 13], utilising the FEM. As a complex, three dimensional, fully coupled, thermo-mechanical numerical analysis, the experimental casting provides a comprehensive validation test with regard to the FV software framework PHYSICA.

With regard to the thermal analysis the following assumptions were made. After pouring the liquid aluminium alloy is assumed to be static and residual convection is neglected. The liquid alloy is assumed to be at an initial, uniform, temperature of 800°C, the mould, core and insulation are at a, pre-heated, uniform temperature of 200°C and the insulators are at an initial, uniform, temperature of 20°C. These initial temperatures are consistent with the experimental analysis [82].

For the solidification, the latent heat of fusion is assumed to be constant during the solidification phase, hence simplifying the solidification analysis. The numerical methods employed in the thermo-mechanical test case involving solidification, which was described in the previous Chapter, are employed again. It should be noted that it is possible to model the solidification phase with greater accuracy, by accounting for the eutectic behaviour associ-
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ated with a binary alloy [12, 82]. This method involves the latent heat of fusion as a function of temperature, but as yet this facility is not implemented within PHYSICA. Fortunately, this loss of accuracy is acceptable with regard to the modelling of the gap formation at the casting/mould interface and associated heat transfer. The material properties associated with the thermal analysis are described in Tables 7.2, 7.3 and 7.4, the additional material properties required for the solidification analysis of the aluminium alloy are highlighted in Table 7.2.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_L$ (Liquidus temperature)</td>
<td>618.8°C</td>
</tr>
<tr>
<td>$T_S$ (Solidus temperature)</td>
<td>566.4°C</td>
</tr>
<tr>
<td>$h$ (Latent heat of fusion)</td>
<td>440 kJ/kg</td>
</tr>
<tr>
<td>$k$ (Thermal conductivity)</td>
<td>150 W/(mK)</td>
</tr>
<tr>
<td>$\rho$ (Density)</td>
<td>2,710 kg/m³</td>
</tr>
<tr>
<td>$c$ (Specific heat capacity)</td>
<td>1160 J/(kgK)</td>
</tr>
<tr>
<td>$\alpha$ (Coefficient of thermal expansion)</td>
<td>$5 \times 10^{-5}$/K</td>
</tr>
<tr>
<td>$\nu$ (Poisson’s ratio)</td>
<td>0.33</td>
</tr>
<tr>
<td>$E$ (Young’s modulus)</td>
<td>60,000 MPa 20°C</td>
</tr>
<tr>
<td></td>
<td>34,000 MPa 450°C</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-2}$ MPa 566.4°C</td>
</tr>
<tr>
<td>$Y$ (Yield stress)</td>
<td>500 MPa 20°C</td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-4}$ MPa 566.4°C</td>
</tr>
</tbody>
</table>

Table 7.2: Material properties of the aluminium casting alloy.

With regard to the boundary conditions at the external faces of the mould and insulators, as illustrated in Figures 7.4(2) and (4), a convective cooling condition is assumed, with a heat transfer coefficient of 20 W/(m²K) and an ambient temperature of 20°C, between these faces and the surrounding air. At the internal faces, when the casting is in contact with the mould, a heat transfer coefficient of 400 W/(m²K) is assigned. When a gap occurs between the casting and the mould, the experimentally obtained relationship between the gap distance and the heat transfer coefficient is employed. Additionally, symmetry planes are assigned with regard to the heat transfer in the $x$ and $z$ directions, as illustrated in Figures 7.4(1), (2), (3) and (4).

With regard to the mechanical analysis the following assumptions were made. The mould, core and insulators as described in Figures 7.2 and 7.3 are assumed to be rigid and their
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<table>
<thead>
<tr>
<th>( k )</th>
<th>Thermal conductivity</th>
<th>33 W/(mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>Density</td>
<td>7,880 kg/m³</td>
</tr>
<tr>
<td>( c )</td>
<td>Specific heat capacity</td>
<td>600 J/(kgK)</td>
</tr>
</tbody>
</table>

Table 7.3: Material properties of the mould and core steel.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Thermal conductivity</th>
<th>0.1 W/(mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>Density</td>
<td>1,000 kg/m³</td>
</tr>
<tr>
<td>( c )</td>
<td>Specific heat capacity</td>
<td>1,760 J/(kgK)</td>
</tr>
</tbody>
</table>

Table 7.4: Material properties of the insulation.

dilation due to heating is neglected.

The contact between the casting and the core, insulators and mould is accounted for by applying fixed displacements of zero to the casting a priori. The simple geometry of the casting allows this approach to be performed easily. As the casting cools and solidifies it will contract around the, assumed rigid, core. Hence, the \( x \) and \( z \) displacements are fixed to zero at the nodes on the inner face of the casting, as illustrated in Figures 7.4(2) and (3). Additionally, due to gravity the base of the casting will rest on the, assumed rigid, base insulator. Hence, the \( y \) displacement components are fixed to zero at the nodes on the base of the casting as illustrated in Figures 7.4(3) and (4). The \( x \) and \( z \) displacement components are set to zero at the nodes on the respective symmetry planes as illustrated in Figures 7.4(1) and (3). The material properties associated with the mechanical analysis are highlighted in Table 7.2. Obviously, no mechanical material properties are required for the mould, core and insulation as they are assumed to be rigid.

The thermal and mechanical material properties, as described in Tables 7.2, 7.3 and 7.4, were obtained from a number of sources, including the original experimental analysis [82, 12, 67, 87]. The thermal expansion coefficient has been suitably modified to account for shrinkage during the phase change.
7.2.2 Discussion of numerical results

The die casting problem described here, was originally proposed by Bellet et al [13, 67, 12] as evidence for the necessity of a coupled thermo-mechanical treatment in the modelling of the die casting process.

This was achieved by first performing a purely thermal analysis and neglecting the mechanical analysis. In this manner, the heat transfer coefficient is initially assumed constant at the casting/mould interface. Secondly, a thermo-mechanical analysis is performed and the heat transfer coefficients at the casting/mould interface can vary as a function of the gap formed there. These analyses were performed in the FV framework PHYSICA and the results are illustrated in Figures 7.5, 7.7, 7.12 and 7.13. The contraction of the cylindrical casting and the resultant gap formation over time is illustrated in Figure 7.7. The radial stresses, hoop stresses and hoop visco-plastic strains associated with the temperature fields at 500 and 900 seconds, are illustrated in Figures 7.12 and 7.13, respectively.
The temperature profiles over time are plotted at points approximately 5mm from the casting/mould interface, with regard to both the casting and the mould. The temperature profile in the casting is initially at 800°C, when the casting is completely liquid. The casting then cools to the liquidus temperature in a linear fashion, at which time solidification begins. The casting then cools again in a linear fashion until the solidus temperature is reached. During these initial stages of cooling the thermal and thermo-mechanical analyses are in agreement. It is at solidus and sub-solidus temperature that the cooling rates vary and it is during this stage that the thermo-mechanical analysis is closer to the experimental results. Indeed, at 900 seconds the thermal analysis differs by approximately -50°C with regard to the thermo-mechanical and experimental results.

Similar, but not as drastic behaviour is also illustrated by the temperature profile in the mould, which heats quickly from the initial temperature of 200°C before solidification begins and then levels out. The gap formation at the casting/mould interface is illustrated in

![Temperature profiles in mould and casting.](image)

**Figure 7.5:** Temperature profiles in mould and casting.

Figure 7.6 and is in good qualitative agreement with the experimental results. The gap prediction could be quantitatively improved if, either a more accurate solidification analysis
was performed, as discussed in the previous section, which would furnish a longer freezing range [82] and hence later gap formation, or the mould and core dilation was included in the mechanical analysis which could enlarge the gap size.

Initially, the analysis was performed assuming rate independent elasto-plastic behaviour and the results were illustrated in Figures 7.5 and 7.6. Secondly, the analysis was performed assuming rate dependent elasto-visco-plastic behaviour. This was achieved by employing the additional material properties as described in Table 7.5 [13, 67, 12], and in this analysis the time interval associated with the mechanical analysis must not exceed that employed during the thermal analysis. The results are compared against those of the rate independent

<table>
<thead>
<tr>
<th></th>
<th>20°C</th>
<th>566.4°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$ Fluidity (/s)</td>
<td>$1.0 \times 10^6$</td>
<td>$3.7 \times 10^3$</td>
</tr>
<tr>
<td>$m$ Rate sensitivity</td>
<td>0.02</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 7.5: Rate dependent material properties.
analysis in Figures 7.8 and 7.9. Surprisingly, the two analyses are in remarkably close agreement. This may be attributable to the insensitivity of the algorithmic approach, as described in this research, to rate dependent material non-linearity over the sub-solidus temperature range or to the possibility that viscous effects are negligible when the cooling rates are extreme, such as those exhibited in die casting. The latter hypothesis is reinforced by the negligible viscous effects exhibited in quenching problems as discussed in the previous chapter. These points are of considerable interest and may well point to further avenues of research.

When considering the possibility of residual convection of the liquid metal in the casting after pouring, it is informative to study the temperature profiles at the inner and outer surfaces of the cylindrical casting and, additionally, at a point in the centre of the casting. These profiles are illustrated in Figure 7.10. Obviously, with regard to the liquid phase, negligible thermal gradients exist and hence no buoyancy driven recirculation will occur. The slight thermal gradients appearing during the solidification phase will be ineffective due to the permeability coefficient appearing in the momentum equations when solidification is
At present further contributions to residual convection due to the material dilation during phase changes and porosity formation are not available within the PHYSICA framework. Though it should be noted that research is underway to extend the two dimensional treatment of Fryer et al [42, 3] for inclusion within the PHYSICA framework. The heat transfer problem involving solidification as associated with the die casting problem described here, was simulated with and without the inclusion of convection. With regard to the analysis including convection a constant viscosity was employed $\mu = 2.0 \times 10^{-3} \text{Ns/m}^2$. Wall boundary conditions were applied at the casting/mould and casting/insulator interface, which furnished the required momentum boundary conditions.

As illustrated in Figure 7.11 the inclusion of convection due to buoyancy driven recirculation has no observable effect on the heat transfer. Indeed, this is consistent with the design of the experimental analysis which is intended to restrict heat transfer to conduction only.
In order to assess the accuracy and stability of the thermo-mechanical coupling technique employed in this research, a number of analyses were performed with different time intervals relating to the thermal and mechanical staggering. The results obtained are illustrated in Figures 7.14 and 7.15. With regard to scheme 1 an increasing time interval was employed, which ranged from a value of 2.5 to 30 seconds, this scheme is the most accurate and was employed generally. With regard to schemes 2 and 3 a fixed time interval of 30 and 60 seconds was employed, respectively. It should be noted that employing a greater time interval reduces the accuracy of the solidification analysis, and the outcome can be misleading as the resultant cooling rate and gap formation appear closer to the experimental results.

Additionally, in order to investigate mesh dependency, the mesh was refined by increasing the number of divisions in the radial direction. Initially, a fine mesh consisting of 2,112 elements and 3,201 nodes and finally a coarser mesh consisting of 1,118 elements and 1913 nodes was employed. As illustrated by Figures 7.16 and 7.17 the results are reasonably mesh independent.
CHAPTER 7. APPLICATIONS

Figure 7.10: Temperature profiles in the casting.

Figure 7.11: Temperature profiles in mould and casting.
Cylindrical die casting problem after 500 seconds.

Figure 7.12: Stress and visco-plastic strain at 500 seconds.

Cylindrical die casting problem after 900 seconds.

Figure 7.13: Stress and visco-plastic strain at 900 seconds.
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Figure 7.14: Temperature profiles in mould and casting.

Figure 7.15: Gap formation.
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Figure 7.16: Temperature profiles in mould and casting.

Figure 7.17: Gap formation.
7.3 Sand casting of an aluminium test bar

The experimental analyses of the sand casting of aluminium test bars were originally performed by Castings Technology International (CTI) and modelled by Chow et al [21] with material property data originally provided by the National Physics Laboratory [21]. The objective of these experimental investigations was to observe porosity formation as associated with shrinkage defects [21]. Unfortunately, to the best of the authors knowledge, no thermal or mechanical results were recorded during these experiments. However, with regard to the simulation of the shape casting of metals, the test bar problem as illustrated in Figures 7.18, 7.19, 7.20 and 7.21 provides a suitable academic illustration of the present capabilities and future requirements of the engineering software PHYSICA.

In these experiments a 10mm thick insulation sleeve was placed around the feeder, as illustrated in Figure 7.22(4), and the moulds consisted of chemically bonded sand.
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7.3.1 Numerical analysis

With regard to the thermal analysis the liquid metal alloy is assumed to be static initially and at a uniform temperature of $714^\circ$C, alternatively the mould and insulation sleeve are at a uniform temperature of $25^\circ$C. These initial temperatures are consistent with experimental analysis [21].

The chemically bonded sand and the insulation sleeve have thermal conductivities of 0.8 W/(mK) and 0.39 W/(mK), respectively. The heat transfer coefficient applied at the casting/mould interface when the mould and cast are in thermal contact is 1500 W/(m$^2$K). This value is higher than that employed in the die casting problem, where a coating layer applied at the casting/mould interface increased the thermal resistance. Additionally, the heat transfer coefficient at the casting/mould interface is assumed to vary linearly with the gap formation, the conductivity of the gap is equivalent to that described for the die casting problem in Table 7.1. The aluminium alloy employed in the sand castings is assumed
equivalent to that of the previous die casting problem and the material properties are those described in Tables 7.2 and 7.5.

Considering the solidification, the same assumptions were applied as in the die casting problem. With regard to the thermal boundary conditions, a convective cooling condition with a heat transfer coefficient of 1000 W/(m²K) and an ambient temperature of 25°C is applied at all the external surfaces except the feeder surface which is assumed to be adiabatic. Hence, it is ensured that the alloy remains liquid in the feeder longer than anywhere else in the test bar.

With regard to the mechanical analysis the following assumptions were made. The thermal contraction of the test bar is constrained by the mould geometry and gravitational effects. As in the die casting problem, the mould is assumed to be rigid and the contact constraints are applied a priori. Unfortunately, as illustrated by the geometry of the casting in Figure 7.22(3), it is no longer immediately obvious where the mechanical constraints should be applied a priori. In this case a number of mechanical constraints have been applied, which
can be assumed to satisfy contact conditions between the mould and casting. However, it is important to note that even for such a simple geometry as this test bar, once the sprue and feeder are included, as illustrated in Figure 7.22(3), a more physically accurate contact algorithm is preferable. Indeed, present research is underway to include a completely coupled deformable-deformable FV contact algorithm within the PHYSICA framework.

7.3.2 Natural convection

Considering the heat transfer associated with this problem it is appropriate to investigate the effects of buoyancy driven recirculation. This is attributable to the problem geometry, which furnishes the necessary thermal gradients during the cooling of the liquid alloy.

However, for this problem it is interesting to compare heat transfer by conduction and convection with heat transfer by conduction only. It should be noted that any natural convection which occurs can contribute to the heat transfer and will modify the thermo-
mechanical behaviour of the casting and mould. Additionally, the quality and soundness of the casting can be affected by other resulting transport phenomena, such as the convection of solute produced by alloy segregation, which can significantly affect the solidification of the alloy [16]. At present this capability is not available within the PHYSICA framework, but current research is underway to facilitate this capability also.

The buoyancy driven recirculation is furnished by employing the Boussinesq approximation. Where the viscosity is assumed to have a constant value of $1.3 \times 10^{-3}$ Pas, the flow is assumed to be laminar and wall friction boundary conditions are applied at the casting/mould interface.

### 7.3.3 Discussion of numerical numerical results

In this section the numerical results of the sand casting problem will be discussed. Initially, the results of the thermal analyses that were performed will be discussed and finally the
results of the thermo-mechanical analyses that were performed will be discussed.

### 7.3.3.1 Thermal analyses

![Figure 7.23: Cooling rates in the test bar and sand mould.](image)

Initially, several thermal analyses of the sand casting problem were performed and the associated mechanical behaviour was neglected. In the thermal analyses the casting was considered for problems with and without convection. In this manner, it was possible to investigate the effects of the inclusion of natural convection in the sand casting simulation.

In both cases the thermal analyses were simulated for 1500 seconds, at which time the test bar had completely solidified. With regard to the computational effort, the analyses required 15 to 20 hours CPU time on a SPARC 20 100 MHz work station with 320 Mbytes of main memory. The thermal analysis including natural convection required approximately 25% additional CPU time.

The cooling rates at points 5cm either side of the centre of the base of the casting/mould interface are illustrated in Figure 7.23. Additionally, the cooling rates at several positions
within the test bar are illustrated in Figures 7.24 and 7.25 for the thermal analyses, with and without natural convection respectively.

With regard to the simulation that included natural convection it should be noted that the temperatures are approximately 20°C to 30°C cooler in the casting and the mould after 1500 seconds. This can be attributed to the mixing effect of the natural convection, which will redistribute the temperatures in the casting more evenly. Hence, providing greater temperature differences at the casting mould interface which in turn can lead to greater heat transfer at the interface. This phenomenon is more clearly illustrated by considering figures 7.31, 7.32, 7.33 and 7.34.

Considering in more detail the thermal analysis with natural convection included, the recirculations associated with natural convection are clearly illustrated after 20 seconds in Figure 7.35. It should be noted that the present analysis assumes initial uniform temperatures throughout the casting and mould and that the liquid alloy is initially static. This neglects any heat transfer that can occur during the filling of the sand mould and any
residual flow in the liquid alloy after the filling. Present research is underway to include a filling capability coupled with heat transfer within the PHYSICA framework.

For these reasons the initial flow patterns change quite dramatically and it is interesting to note that a sharp transition occurs in the cooling rate in the feeder during the liquid phase. This phenomenon can be observed in Figure 7.25 and more clearly in Figures 7.27 and 7.28. The phenomenon is obviously not occurring in the thermal analysis without convection as illustrated in Figures 7.24 and 7.26. This phenomenon is attributable to the transition between the reasonably active natural convection which occurs originally and the more sedate natural convection occurring later in the analysis. This is more clearly illustrated by the variation of the velocity and temperature profiles over time, as plotted across the diameter of the feeder in Figures 7.29 and 7.30, respectively. The velocity and temperature profiles are typical of those associated with recirculatory flows and as can be observed the flows subside significantly as the temperature is redistributed more evenly and the heat transfer at the casting/mould interface reduces. Obviously if the mould were pre-heated the effect would be less significant.
Finally, it should be noted that a finer mesh than that illustrated in Figure 7.22 would improve the accuracy of the thermal analysis when including natural convection. Unfortunately, a finer mesh would be prohibitive for a thermo-mechanical analysis with regard to memory requirements and computational effort. For these reasons the mesh described in Figure 7.22 was employed in all the analyses of the sand casting problem.

It should be noted that the inclusion of natural convection in the casting simulation and the consequential effect upon the cooling rates requires further validation and is included in this research as an additional feature presently available within the PHYSICA framework.

### 7.3.3.2 Thermo-mechanical analyses

Several thermo-mechanical analyses were performed with regard to the sand casting problem. Initially, the thermo-mechanical analysis was investigated with and without the inclusion of natural convection and finally the thermo-mechanical analysis was investigated with
regard to rate dependent material behavior.

The thermo-mechanical analyses were somewhat limited by memory requirements, which increased by a factor of three for the thermo-mechanical analysis including convection and a factor of five for the thermo-mechanical analysis without. More significantly, the thermo-mechanical analyses were severely limited by the computational effort required. A simulation of 300 seconds required 50 to 60 hours CPU time on a SPARC 20 100 MHz processor with 320 Mbytes main memory.

The deformation of the test bar after 300 seconds is illustrated in Figure 7.36. The deformation has been magnified by a factor of ten and it is obvious that the contact constraints with regard to the mould have been satisfied so far.

The thermo-mechanical analyses with and without natural convection are illustrated in Figures 7.37, 7.38, 7.39 and 7.40. After 100 seconds no mechanical effects are observable in either case as expected. After 300 seconds considerable stress effects are observable in
the thermo-mechanical analysis without natural convection, but no observable stress effects are occurring in the thermo-mechanical analysis with natural convection included. This is attributable to the different cooling rates of the sprue and test bar that can be observed between the two analyses. It can be assumed that similar stress effects will occur in the latter thermo-mechanical analysis at a later stage in the analysis. Indeed, though not observable in Figure 7.39, small initial stress effects are present.

The stresses and inelastic strains agree physically with the deformation illustrated in Figure 7.36, where the casting is free to contract no stresses will occur, but where the casting is constrained by the mould stresses and inelastic strains will occur as illustrated in Figures 7.40 and 7.42.

With regard to gap formation at the casting/mould interface, the cooling rates are affected in both the thermo-mechanical analyses as illustrated by comparing Figures 7.33 and 7.34 with Figures 7.39(1) and 7.40(1), respectively. Though it should be noted that the effect of gap formation on the cooling rate requires further validation against experimental results.
with regard to sand casting.

Finally, it was interesting to compare a rate dependent and rate independent analysis. The results are illustrated for thermo-mechanical analyses without natural convection in Figures 7.38, 7.40, 7.41 and 7.42. The stresses in the rate dependent analysis are much higher and the associated visco-plastic strains are much lower. This agrees physically with rate dependent phenomena as the associated stresses are allowed to exist above the yield stress and the visco-plastic strain is limited by the time interval associated with the mechanical analysis.

It is interesting to note the occurrence of rate dependent effects in the sand casting problem and not in the previous die casting problem, this can be attributed to the different cooling rates associated with both problems. The die casting cools relatively quickly and in a uniform manner, whereas the sand casting cools slowly and in a non-uniform manner. The initial conclusions with regard to the occurrence of rate dependent material behaviour exhibited in the casting of metals are tentative and further research combined with experimental validation must be performed to reinforce these conclusions further.
Figure 7.29: Velocity profiles along the diameter of the mid plane of the feeder.

Figure 7.30: Temperature profiles along the diameter of the mid plane of the feeder.
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Figure 7.31: Heat transfer by conduction and convection after 100 seconds.

Figure 7.32: Heat transfer by conduction only after 100 seconds.
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Figure 7.33: Heat transfer by conduction and convection after 300 seconds.

Figure 7.34: Heat transfer by conduction only after 300 seconds.
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Resultant velocities extrapolated to the nodal points in test bar after 20 seconds.

Figure 7.35: Resultant liquid velocity through a cross section at 20 seconds.

Deformation of test bar after 300 seconds (Mag X10).

Figure 7.36: Deformation of the test bar after 300 seconds.
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| Contours in test bar after 100 seconds, heat transfer by conduction and convection. |
|---------------------------------|-----------------|
|                                | Temperature (deg. C) | Liquid fraction |
| ![Diagram](image1.png)       | ![Diagram](image2.png) |
| ![Diagram](image3.png)       | ![Diagram](image4.png) |

**Figure 7.37:** Thermo-mechanical behaviour after 100 seconds, heat transfer with convection.

| Contours in test bar after 100 seconds, heat transfer by conduction only. |
|---------------------------------|-----------------|
|                                | Temperature (deg. C) | Liquid fraction |
| ![Diagram](image5.png)       | ![Diagram](image6.png) |
| ![Diagram](image7.png)       | ![Diagram](image8.png) |

**Figure 7.38:** Thermo-mechanical behaviour after 100 seconds, heat transfer without convection.
Contours in test bar after 300 seconds, heat transfer by conduction and convection.

Figure 7.39: Thermo-mechanical behaviour after 300 seconds, heat transfer with convection.

Contours in test bar after 300 seconds, heat transfer by conduction only.

Figure 7.40: Thermo-mechanical behaviour after 300 seconds, heat transfer without convection.
CONTOURS IN TEST BAR AFTER 100 SECONDS, HEAT TRANSFER BY CONDUCTION ONLY.

Temperature (deg. C)  Liquid fraction

Effective visco-plastic strain

Effective stress (MPa)

Figure 7.41: Rate dependent thermo-mechanical behaviour after 100 seconds.

CONTOURS IN TEST BAR AFTER 300 SECONDS, HEAT TRANSFER BY CONDUCTION ONLY.

Temperature (deg. C)  Liquid fraction

Effective visco-plastic strain

Effective stress (MPa)

Figure 7.42: Rate dependent thermo-mechanical behaviour after 300 seconds.
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7.4 Closure

In this chapter the capability of the FV framework PHYSICA to simulate the shape casting of metals has been illustrated and the importance of a fully coupled thermo-mechanical analysis has been demonstrated.

Initially, the die casting of an aluminium cylinder was simulated as a validation problem and the consequential results compared well against those of the experimental analysis. The comparison can be improved immediately by extending the PHYSICA framework to include a latent heat to solid fraction relationship suitable for binary alloys and a deformable-deformable contact algorithm to furnish mould dilation.

Finally, the sand casting of an aluminium test bar was simulated as an academic problem and the consequential results provided an illustration of both the full capability and present limitations of the PHYSICA framework with regard to the shape casting of metals. The sand casting problem illustrates interesting results from the inclusion of natural convection and rate dependent material behaviour in the thermo-mechanical analysis. Additionally, the problem illustrated the necessity for a robust contact algorithm and for the optimisation of the CSM algorithms with regard to computational effort.
Chapter 8

Closure

Initially in this chapter, the conclusions drawn from the research described in this thesis will be presented and finally the potential avenues of further research will be discussed.

8.1 Conclusions

In this section, the major conclusions of the thesis will be presented. A number of the conclusions have been drawn earlier in the thesis as the theoretical and numerical analyses were performed but they are represented here in summation.

8.1.1 Elemental comparisons

With specific regard to mechanical problems exhibiting elasto-visco-plastic material behaviour, it has been illustrated that for the Constant Strain Triangular (CST) and Linear Tetrahedral (LT) elements, the FVM and the FEM as described in this thesis are directly equivalent. This equivalence was first proven theoretically in Chapter 4 and then illustrated numerically in Chapter 5.

From these conclusions it can be postulated that the direct equivalence of the two methods
with regard to the linear elements will apply generally for all solid mechanics problems involving material non-linearity. Thus strengthening the position of the FVM as an alternative to the FEM for problems involving non-linear material behaviour. The close agreement of the two dimensional Bi-Linear Quadrilateral (BLQ) and three dimensional Bi-Linear Pentahedral (BLP) and Tri-Linear Hexahedral (TLH) elements also illustrates the effectiveness of the FVM for the said problems. A tentative conclusion can be drawn after close inspection of the results for the higher order elements as employed in the solid mechanical validation problems of Chapter 5. There is discernible evidence that the FVM appears marginally closer to the numerical reference solutions of non-linear problems when the plastic or visco-plastic strains are large and the non-linearity is greatest.

8.1.2 Surface tractions

When surface tractions or pressure loads are applied over a higher order face element, as in the case of TLH elements employed in the spherical vessel problem of Chapter 5, the FVM appears superior with regard to accuracy on a coarse mesh. As the mesh is refined both methods approach the reference solution and the superiority of the FVM with regard to accuracy is less significant. This superiority is also true for linear elastic problems and has been commented upon by Wheel [100], who considered plane elasto-static problems involving non-uniform stress and strain distribution. It can be argued that the superiority is associated with the discretisation and the definition of the control volumes employed in the FVM. In the FVM the constitutive variables, such as stress and visco-plastic strain, are equivalent at control volume boundaries. This is a direct result of the conservative approach to the control volume definition. This is not the case in the FEM, where the weighting functions employed do not ensure that the constitutive variables are equal at the control volume boundaries [43, 42, 4, 100, 31, 48].

The FVM appears to be closer to the reference solution in these cases, but these cases are limited and further numerical and theoretical analysis must be performed before any definitive conclusions can be drawn. It is also important to note that any improvement in accuracy furnished by the FVM appears to be offset against a considerable increase in computational cost when compared to the FEM, as again illustrated in Chapter 5.
8.1.3 Thermo-mechanical problems

With regard to the coupling of mechanical analyses involving non-linear materials, specifically those that behave elasto-visco-plastically, and thermal analyses involving such phenomena as fluid flow, heat transfer and solidification, the suitability of the three dimensional FV framework PHYSICA as a realistic option for this purpose has been further illustrated. The validity of the thermo-mechanical coupling technique employed within this framework is indicated by the results of the standard benchmark problems as described in Chapters 6 and 7. It should be noted that the staggered coupling technique described and employed in this research, though widely used in many applications, is not suitable for all thermo-mechanical problems, particularly those involving large deformations.

These achievements and conclusions lend weight to the selection of a FV framework for the numerical analyses of complex industrial processes involving a variety of complex physical behaviour. This point is reinforced by the potential of PHYSICA to comprehensively simulate the shape casting of metals as presented in Chapter 7.

8.1.4 Finite volume discretisation

At present within the PHYSICA framework the heat transfer employs a cell-centred FVM and the CSM employs a vertex-based FVM. For this reason the accuracy of the thermo-mechanical coupling is somewhat dependent upon the extrapolation technique employed to obtain the temperature field at the vertices from that at the cell centres. This can introduce inaccuracies in the vertex-based temperature field when the mesh is unstructured, fortunately the inaccuracies diminish as the mesh is refined.

8.2 Further research

The potential avenues for further research have been highlighted as they arose throughout the thesis. In this section a summary of the potential further research will be given.
8.2.1 Contact analysis

At present the solid mechanics facilities within PHYSICA are limited to small strain, quasi-static, non-linear material problems. Further research which has already been undertaken, is the inclusion of contact analysis within a FV framework. This is required for the complete simulation of the shape casting of metals and requires the coupling of elasto-visco-plastic material behaviour with regard to the casting and deformable/rigid or deformable/deformable contact between casting and mould, depending upon the material properties of the mould involved in that particular shape casting process.

A number of researchers have already included contact analysis when applying the FEM to shape casting problems [67, 12], but this is not the case with regard to the FVM and it is possible that subtle differences may occur, again depending on the nature of the problem and the order of the elements employed. On the other hand, as has often been the case when comparing the FVM and the FEM, the two different approaches may actually achieve the same goal.

8.2.2 Optimisation

Further research is required to optimise the non-linear solution approach with regard to the FV formulation of the CSM. This would involve employing implicit integration techniques with regard to time stepping and modified Newton-Raphson methods combined with alternative preconditioners and solvers.

8.2.3 Solid mechanics

A great deal of further research is possible with regard to the CSM. This research includes further comparison and validation of the FVM when compared to the FEM for rate dependent material non-linearity. Comparison of the FVM and the FEM for general two and three dimensional contact analysis. Further research can also include the investigation of
the applicability of the FVM to forming problems involving large deformations within a Lagrangian reference frame.

8.2.4 Shape casting of metals

With regard to the solid mechanics, the inclusion of a robust contact algorithm is a priority. This will facilitate deformation of both the casting and mould and provide increased accuracy in the gap formation. Also, gravitational effects have to be included, possibly by including inertial terms in the governing equations.

The PHYSICA framework can be generally extended in a number of ways to facilitate the comprehensive simulation of the shape casting of metals. Firstly, the additional modelling of the residual convection after the filling of the mould and the heat transfer associated with the filling. Also, in addition to the effect of buoyancy driven recirculation, the effect of volume change during solidification and the potential porosity formation associated with this phenomenon. Finally, the transient nature of the free surface associated with the liquid phase, with particular regard to feeding mechanisms in complex castings.

Most importantly the PHYSICA framework requires further validation against experimental results. This can include comparisons with the large number of experimental castings performed in the VERICAST project [44] and other benchmark shape casting problems that are now becoming public domain [85]. Additionally, further collaboration with the aerospace and automotive industries is required, particularly with regard to investment casting foundries and precision casting. Indeed, collaboration is currently underway to compare results from the experimental analyses of investment casting with numerical results from PHYSICA.
Appendix A

Standard Formulae

A.1 Divergence Theorem (Gauss’ Theorem)

A closed region $\Omega$ is bounded by a simple closed surface $\Gamma$. If the vector field $\mathbf{F}$ and its divergence are defined throughout $\tau$, then

$$\oint_{\Gamma} \mathbf{F} \cdot d\mathbf{S} = \int_{\Omega} \mathbf{F} \cdot \mathbf{n} d\mathbf{S} = \int_{\Omega} \text{div} \mathbf{F} d\Omega. \quad (A.1)$$

where $\mathbf{n}$ is the outward normal to the surface [14].

A.2 Green’s First Theorem

Let the scalar fields $\phi$ and $\psi$, together with $\nabla^2 \phi$ and $\nabla^2 \psi$, be defined throughout a closed region $\Omega$, bounded by a simple closed surface $\Gamma$. Then, Green’s first theorem is that [14]

$$\oint_{\Gamma} \phi \frac{\partial \psi}{\partial n} d\mathbf{S} = \int_{\Omega} (\phi \nabla^2 \psi + \text{grad} \phi \cdot \text{grad} \psi) d\Omega. \quad (A.2)$$

Here, $\partial/\partial n$ denotes the directional derivative along the outward normal to $\Gamma$ and

$$\frac{\partial \phi}{\partial n} = \text{grad} \phi \cdot \mathbf{n}.$$
By defining the vector field $f = \text{grad} \, \phi$ such that $\nabla^2 \phi = \nabla \cdot f$, Green's first theorem is redefined as

$$\oint_{\Gamma} \phi f \cdot n \, d\Gamma = \iint_{\Omega} \phi (\nabla \cdot f) \, d\Omega + \iint_{\Omega} \nabla \phi \cdot f \, d\Omega.$$

### A.3 Stokes's Theorem (in the plane)

Let $\phi(x, y)$ and $\psi(x, y)$ be defined and have continuous first derivatives throughout a closed region $\Omega$ in the $xy$-plane. Let $\Omega$ be bound by the closed curve $\Gamma$ described in the anticlockwise sense. Then Stokes's theorem is that [14]

$$\oint_{\Gamma} (\phi \, dx + \psi \, dy) = \iint_{\Omega} \left( \frac{\partial \phi}{\partial x} - \frac{\partial \psi}{\partial y} \right) \, dx \, dy. \quad (A.3)$$

### A.4 Error Function

The error function is defined as

$$\text{Erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-\xi^2} \, d\xi$$

and has the properties $\text{Erf}(0) = 0$ and $\text{Erf}(\infty) = 1$ [17].

### A.5 Kronecker delta

The Kronecker delta is defined by [14]

$$\delta_{ij} = \begin{cases} 0 & \text{when } i \neq j \\ 1 & \text{when } i = j \end{cases}.$$
Appendix B

Shape Functions

The following shape or basis functions and their associated derivatives are defined in the local coordinates $s$, $t$ and $u$.

B.1 Constant Strain Triangular Elements

Shape functions,

$$
\begin{align*}
N_1(s,t) &= \frac{1+t}{2}, \\
N_2(s,t) &= \frac{1-t+\sqrt{s}}{3}, \\
N_3(s,t) &= \frac{1-t-\sqrt{s}}{3}.
\end{align*}
$$  \hfill (B.1)

Local derivatives,

$$
\begin{align*}
\frac{\partial N_1}{\partial s} &= \frac{2}{3}, & \frac{\partial N_1}{\partial t} &= 0, \\
\frac{\partial N_2}{\partial s} &= -\frac{1}{3}, & \frac{\partial N_2}{\partial t} &= \frac{1}{\sqrt{3}}, \\
\frac{\partial N_3}{\partial s} &= -\frac{1}{3}, & \frac{\partial N_3}{\partial t} &= -\frac{1}{\sqrt{3}}.
\end{align*}
$$  \hfill (B.2)

B.2 Bilinear Quadrilateral Elements

Shape functions,

$$
\begin{align*}
N_1(s,t) &= \frac{1}{4}(1 + s)(1 + t), \\
N_2(s,t) &= \frac{1}{4}(1 - s)(1 + t), \\
N_3(s,t) &= \frac{1}{4}(1 - s)(1 - t), \\
N_4(s,t) &= \frac{1}{4}(1 + s)(1 - t).
\end{align*}
$$  \hfill (B.3)
Local derivatives,

\[ \frac{\partial N_1}{\partial s} = \frac{1}{4} (1 + t), \quad \frac{\partial N_2}{\partial s} = \frac{1}{4} (1 + t), \quad \frac{\partial N_3}{\partial s} = \frac{1}{4} (1 - t), \quad \frac{\partial N_4}{\partial s} = \frac{1}{4} (1 - t). \quad (B.4) \]

B.3 Linear Tetrahedral Elements

Shape functions,

\[ N_1(s, t, u) = \frac{1}{4} + \frac{3}{4} s - \frac{1}{\sqrt{2}} u, \quad N_2(s, t, u) = \frac{1}{4} - \frac{3}{4} s + \frac{2\sqrt{3}}{6} t - \frac{1}{\sqrt{2}} u, \]
\[ N_3(s, t, u) = \frac{1}{4} - \frac{3}{4} s - \frac{2\sqrt{3}}{6} t - \frac{1}{\sqrt{2}} u, \quad N_4(s, t, u) = \frac{1}{4} + \frac{1}{\sqrt{2}} u. \quad (B.5) \]

Local derivatives,

\[ \frac{\partial N_1}{\partial s} = \frac{2}{3}, \quad \frac{\partial N_1}{\partial t} = 0, \quad \frac{\partial N_1}{\partial u} = -\frac{1}{3\sqrt{2}}, \]
\[ \frac{\partial N_2}{\partial s} = -\frac{1}{3}, \quad \frac{\partial N_2}{\partial t} = \frac{2\sqrt{3}}{6}, \quad \frac{\partial N_2}{\partial u} = -\frac{1}{3\sqrt{2}}, \]
\[ \frac{\partial N_3}{\partial s} = -\frac{1}{3}, \quad \frac{\partial N_3}{\partial t} = -\frac{2\sqrt{3}}{6}, \quad \frac{\partial N_3}{\partial u} = -\frac{1}{3\sqrt{2}}, \]
\[ \frac{\partial N_4}{\partial s} = 0, \quad \frac{\partial N_4}{\partial t} = 0, \quad \frac{\partial N_4}{\partial u} = \frac{1}{\sqrt{2}}. \quad (B.6) \]

B.4 Bilinear Pentahedral Elements

Shape functions,

\[ N_1(s, t, u) = \frac{1}{6}(1 + 2s)(1 - u), \quad N_2(s, t, u) = \frac{1}{6}(1 - s + \sqrt{3}t)(1 - u), \]
\[ N_3(s, t, u) = \frac{1}{6}(1 - s - \sqrt{3}t)(1 - u), \quad N_4(s, t, u) = \frac{1}{6}(1 + 2s)(1 + u), \]
\[ N_5(s, t, u) = \frac{1}{6}(1 - s + \sqrt{3}t)(1 + u), \quad N_6(s, t, u) = \frac{1}{6}(1 - s - \sqrt{3}t)(1 + u). \quad (B.7) \]

Local derivatives,

\[ \frac{\partial N_1}{\partial s} = \frac{1}{3} (1 - u), \quad \frac{\partial N_1}{\partial t} = \frac{\sqrt{3}}{6} (1 - u), \quad \frac{\partial N_1}{\partial u} = -\frac{1}{6} (1 + 2s), \]
\[ \frac{\partial N_2}{\partial s} = -\frac{1}{6} (1 - u), \quad \frac{\partial N_2}{\partial t} = \frac{\sqrt{3}}{6} (1 - u), \quad \frac{\partial N_2}{\partial u} = \frac{1}{6} (1 - s + \sqrt{3}t), \]
\[ \frac{\partial N_3}{\partial s} = -\frac{1}{6} (1 - u), \quad \frac{\partial N_3}{\partial t} = -\frac{\sqrt{3}}{6} (1 - u), \quad \frac{\partial N_3}{\partial u} = \frac{1}{6} (1 - s - \sqrt{3}t), \]
\[ \frac{\partial N_4}{\partial s} = \frac{1}{3} (1 + u), \quad \frac{\partial N_4}{\partial t} = 0, \quad \frac{\partial N_4}{\partial u} = \frac{1}{6} (1 + 2s), \]
\[ \frac{\partial N_5}{\partial s} = -\frac{1}{6} (1 + u), \quad \frac{\partial N_5}{\partial t} = \frac{\sqrt{3}}{6} (1 + u), \quad \frac{\partial N_5}{\partial u} = \frac{1}{6} (1 - s + \sqrt{3}t), \]
\[ \frac{\partial N_6}{\partial s} = -\frac{1}{6} (1 + u), \quad \frac{\partial N_6}{\partial t} = -\frac{\sqrt{3}}{6} (1 + u), \quad \frac{\partial N_6}{\partial u} = \frac{1}{6} (1 - s - \sqrt{3}t). \quad (B.8) \]
B.5 Trilinear Hexahedral Elements

Shape functions,

\[
\begin{align*}
N_1(s,t,u) &= \frac{1}{8}(1+s)(1+t)(1+u), & N_2(s,t,u) &= \frac{1}{8}(1-s)(1+t)(1+u), \\
N_3(s,t,u) &= \frac{1}{8}(1-s)(1-t)(1+u), & N_4(s,t,u) &= \frac{1}{8}(1+s)(1-t)(1+u), \\
N_5(s,t,u) &= \frac{1}{8}(1+s)(1+t)(1-u), & N_6(s,t,u) &= \frac{1}{8}(1-s)(1+t)(1-u), \\
N_7(s,t,u) &= \frac{1}{8}(1-s)(1-t)(1-u), & N_8(s,t,u) &= \frac{1}{8}(1+s)(1-t)(1-u). 
\end{align*}
\]

Local derivatives,

\[
\begin{align*}
\frac{\partial N_1}{\partial s} &= \frac{1}{8}(1+t)(1+u), & \frac{\partial N_2}{\partial s} &= \frac{1}{8}(1+s)(1+u), \\
\frac{\partial N_3}{\partial s} &= -\frac{1}{8}(1+t)(1+u), & \frac{\partial N_4}{\partial s} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_5}{\partial s} &= -\frac{1}{8}(1-t)(1+u), & \frac{\partial N_6}{\partial s} &= -\frac{1}{8}(1+s)(1+u), \\
\frac{\partial N_7}{\partial s} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_8}{\partial s} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_1}{\partial t} &= \frac{1}{8}(1+s)(1+u), & \frac{\partial N_2}{\partial t} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_3}{\partial t} &= \frac{1}{8}(1+t)(1+u), & \frac{\partial N_4}{\partial t} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_5}{\partial t} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_6}{\partial t} &= \frac{1}{8}(1+s)(1+u), \\
\frac{\partial N_7}{\partial t} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_8}{\partial t} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_1}{\partial u} &= \frac{1}{8}(1+t)(1+u), & \frac{\partial N_2}{\partial u} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_3}{\partial u} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_4}{\partial u} &= \frac{1}{8}(1+s)(1+u), \\
\frac{\partial N_5}{\partial u} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_6}{\partial u} &= \frac{1}{8}(1-s)(1+u), \\
\frac{\partial N_7}{\partial u} &= \frac{1}{8}(1-t)(1+u), & \frac{\partial N_8}{\partial u} &= \frac{1}{8}(1-s)(1+u).
\end{align*}
\]
Appendix C

Local-global transformation

Assuming that $x_i$, $y_i$ and $z_i$ are the global coordinates at a local node $i$ defined in the local $(s, t, u)$ coordinate system, the coordinate transformation is simply described by

\[
x(s, t, u) = \sum_{i=1}^{n} N_i(s, t, u)x_i,
\]
\[
y(s, t, u) = \sum_{i=1}^{n} N_i(s, t, u)y_i,
\]
\[
z(s, t, u) = \sum_{i=1}^{n} N_i(s, t, u)z_i.
\]

Where $n$ is the number of nodes associated with the element under consideration. Obviously in the two dimensional instance the $z$ and $u$ coordinates are neglected.

Similarly for any variable $\phi_i$ described at the nodes, the variation within the element can be described by the same shape functions employed above when the element is isoparametric.

\[
\phi(s, t, u) = \sum_{i=1}^{n} N_i \phi_i.
\]

Additionally, the partial derivatives of the variable with respect to the local coordinates can be represented as follows:
To map the local derivatives to global derivatives the following standard transformation is employed:

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial s} \\
\frac{\partial N_i}{\partial t} \\
\frac{\partial N_i}{\partial u}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial x}{\partial s} & \frac{\partial y}{\partial s} & \frac{\partial z}{\partial s} \\
\frac{\partial x}{\partial t} & \frac{\partial y}{\partial t} & \frac{\partial z}{\partial t} \\
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} & \frac{\partial z}{\partial u}
\end{bmatrix}^{-1}
= J^{-1}
\begin{bmatrix}
\frac{\partial N_i}{\partial s} \\
\frac{\partial N_i}{\partial t} \\
\frac{\partial N_i}{\partial u}
\end{bmatrix},
\tag{C.1}
\]
where \( J^{-1} \) is the inverse of the Jacobian matrix associated with a mesh element. As \( x, y \) and \( z \) are explicitly given by the relations C.1, the Jacobian can be written explicitly in terms of the local coordinates. Hence, the Jacobian can be defined in terms of the shape functions defining the coordinate transformation as follows:

\[
J = \begin{bmatrix}
\sum_{i=1}^{n} \frac{\partial N_i}{\partial x} x_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial y} y_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial z} z_i \\
\sum_{i=1}^{n} \frac{\partial N_i}{\partial x} y_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial y} y_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial z} z_i \\
\sum_{i=1}^{n} \frac{\partial N_i}{\partial x} z_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial y} y_i & \sum_{i=1}^{n} \frac{\partial N_i}{\partial z} z_i
\end{bmatrix}.
\tag{C.2}
\]
Additionally in a typical FEM, to transform the variables and the region with respect to which the integration is performed involves the determinant of the Jacobian matrix. Hence, a volume element is transformed as follows:

\[
dx \, dy \, dz = \det J \, ds \, dt \, du.
\]
Appendix D

Two dimensional approximations

In the following sections the elasticity matrices associated with FVM and the FEM for two dimensional approximations are illustrated, where $E$ is the Young's modulus and $\nu$ is the Poisson's ratio. Additionally, the differential and normal operator matrices are stated.

D.1 Plane stress

The augmented elasticity matrix for the plane stress approximation is

$$D = \frac{E}{1-\nu^2} \begin{bmatrix} 1 & \nu & 0 & 0 \\ \nu & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1-\nu}{2} \end{bmatrix}.$$

The redundant row and column allows the plane stress and strain elasticity matrices to be treated similarly in computational terms.
APPENDIX D. TWO DIMENSIONAL APPROXIMATIONS

D.2 Plane strain and Axisymmetry

The elasticity matrix for the plane strain and axisymmetric approximation is

\[ D = \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix} 1-\nu & \nu & 0 \\ \nu & 1-\nu & \nu \\ 0 & 0 & 0 \frac{1-2\nu}{2} \end{bmatrix}. \]  \hspace{1cm} (D.2)

D.3 Differential and normal operators

The general differential \( L \) and normal \( R \) operators are also augmented, as the out of plane contributions are neglected in the construction of the internal and external force terms. They are defined for the plane stress and strain approximations as follows:

\[ R = \begin{bmatrix} n_x & 0 \\ 0 & n_y \\ n_y & n_x \end{bmatrix}, \hspace{1cm} (D.3) \]

\[ L = \begin{bmatrix} \frac{\partial}{\partial x} & 0 \\ 0 & \frac{\partial}{\partial y} \\ \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \end{bmatrix}. \hspace{1cm} (D.4) \]

The differential operator for the axisymmetric approximation is defined as follows:

\[ L = \begin{bmatrix} \frac{\partial}{\partial r} & 0 \\ 0 & \frac{\partial}{\partial z} \\ \frac{1}{r} \frac{\partial}{\partial z} & \frac{\partial}{\partial r} \end{bmatrix}. \hspace{1cm} (D.5) \]
Appendix E

Constraint equations

The simplest use of constraint equations is the slaves to master coupling of unknown variables, where n slave unknowns are directly equivalent to a master unknown variable.

Consider the set of linear simultaneous equations in the unknown $u_j$:

\[ \sum_{j=1}^{L} K_{kj} u_j = f_k \quad (1 \leq k \leq L). \quad (E.1) \]

The slave unknown $u_i$ can be related to the master unknown as follows:

\[ u_i - u_m = 0. \quad (E.2) \]

Rearranging equation E.1 as follows:

\[ K_{ki} u_i + \sum_{j=1}^{L} K_{kj} u_j = f_k \quad (1 \leq k \leq L) \quad (E.3) \]

and multiplying equation E.2 by $K_{ki}$

\[ K_{ki} u_i - K_{ki} u_m = 0 \]

and subtracting from equation E.3 gives

\[ \sum_{j=1}^{L \neq i} K_{kj} u_j + K_{ki} u_m = f_k \quad (1 \leq k \leq L). \]
For the unknown $u_i$ explicitly

$$\sum_{j=1}^{L,j \neq i} K_{ij} u_j + K_{ii} u_m = f_i \quad (k = i)$$

and adopting the standard Lagrange multiplier technique

$$\sum_{j=1}^{L,j \neq i} K_{kj} u_j + K_{ki} u_m - f_k + \lambda_k \left( \sum_{j=1}^{L,j \neq i} K_{ij} u_j + K_{ii} u_m - f_i \right) = 0 \quad (E.4)$$

for $1 \leq k \leq L$, where the Lagrange multiplier is

$$\lambda_k = \frac{\partial u_i}{\partial u_k}$$

and in this case

$$\lambda_k = 1, \quad \text{if } k = m,$$

$$\lambda_k = 0, \quad \text{if } k \neq m.$$

Hence, if $k = m$

$$\sum_{j=1}^{L,j \neq i} K_{mj} u_j + K_{mi} u_m - f_m + \sum_{j=1}^{L,j \neq i} K_{ij} u_j + K_{ii} u_m - f_i = 0,$$

$$\sum_{j=1}^{L,j \neq i} (K_{mj} + K_{ij}) u_j + (K_{mi} + K_{ii}) u_m = f_m + f_i,$$

which is equivalent to adding the linear equation for the slave unknown to equation for the master unknown and adding the coefficient of the slave unknown to the coefficient of the master unknown.

If $k \neq m$

$$\sum_{j=1}^{L,j \neq i} K_{kj} u_j + K_{ki} u_m = f_k,$$

which is equivalent to adding the coefficient of the slave unknown to the coefficient of the master unknown.

Essentially, these operations are equivalent to reducing the linear system of equations by the number of slave unknowns.
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