Supplementary Methods 

All of the studies were performed in accordance with the relevant national legislation and local guidelines and were approved by the ethical committee of Pfizer Global Research, Amboise, France.
1
Paracetamol study

1.l
Animal handling, treatment and sampling

 75 age-matched male Sprague-Dawley rats [Crl:CD (SD)IGS BR] were obtained from Charles River Laboratories, France.  They had a mean body mass of 260.2 g (S.D. 12.6 g) at 3 days before dosing and were approximately 7 weeks old.  They were placed in individual cages in a temperature-, humidity- and light/dark- controlled laboratory with free access to water and a certified commercial laboratory animal food (A04C, lot No. 21118, Scientific Animal Food and Engineering, Villemoisson-sur-Orge, France).  The study commenced after a brief period of cage acclimatisation.   The animals were randomly allocated to two groups.  A group of 65 animals received, by oesophageal intubation, a single oral dose of paracetamol (600 mg/kg) in an aqueous suspension containing methylcellulose (0.5% w/v) and Tween 80 (0.1% w/v). A further group of 10 rats were used as a control set and were orally dosed with the dosing vehicle only.  The volume of administration was 10 ml/kg for both groups with each rat being weighed immediately before dosing to determine the correct dose volume.  The animals were observed for clinical signs 3 days prior to, at various times on, the day of dosing. Individual pre- and post-dose urine samples were collected from each rat into ice-cooled vessels, which also contained 0.5 ml of a 100 mg/ml solution of sodium azide in distilled water as an antibacterial preservative.   The pre-dose urine samples were collected from 48–24 hours before dosing.  The post-dose urine samples were collected from 0-24 hours after dosing.  The final volume of each urine sample was determined by gravimetry, assuming a density of 1.00 g/ml, without making any correction for the added azide solution.  On completion of the post-dose urine collection, individual blood samples were collected from the retro-orbital sinus under slight isoflurane anaesthesia. The blood samples were collected into plastic tubes containing lithium heparin as an anticoagulant and immediately centrifuged at about 4(C to recover the plasma for clinical chemistry. Following the blood collection the animals were euthanased by means of CO2 and the liver of each was examined, weighed, sampled for histopathology and the samples fixed in 10% formalin.  

1.2
NMR sample preparation and spectral acquisition

Urine samples were prepared for NMR analysis by mixing 400 (l of urine with 200 (l of phosphate buffer (an 81:19 (v/v) mixture of 0.2 M Na2HPO4 and 0.2 M NaH2PO4; pH 7.4).  The urine-buffer mixture was left to stand for 10 minutes at room temperature and then ultra-centrifuged at 13,000 rpm for a further 10 minutes to remove suspended particulates.  500 (l of ‘clear’ buffered urine was transferred to an NMR tube and 50 (l of a TSP/D2O solution added to give a final TSP concentration of 1 mM.  TSP (sodium 3-trimethylsilyl-(2,2,3,3-2H4(-1-propionate) is a chemical shift reference compound (( 0) used in the NMR experiment and the D2O provided a field/frequency lock for the NMR spectrometer.  
The NMR spectra of the urine samples were acquired at 600 MHz at a nominal 303K on a Bruker DRX 600 NMR spectrometer (Bruker Biospin, Rheinstetten, Germany) operated by means of the ‘xwinnmr’ software (Bruker Biospin) with the noesypresat (noesypr1d) pulse sequence used to suppress the water signal during a relaxation delay of 3 s and during the pulse sequence mixing time of 0.1 s.  Each spectrum was acquired using 8 dummy scans, 64 scans, 65536 time domain points, a 7200 Hz spectral width and an acquisition time of 4.6 s per scan.  The spectral acquisitions were automated using the ‘iconnmr’ software in conjunction with an ‘NMRCASE’ automated sample changer (both from Bruker Biospin).    
1.3
Spectral processing and construction of urinary data sets
Spectral processing and data reduction were carried out on a Silicon Graphics computer using the ‘xwinnmr’ and ‘AMIX’ software (both from Bruker Biospin) respectively.

Pre-dose data

0.3 Hz line-broadening was applied to the 1H NMR spectra by means of an exponential multiplication of the free induction decay signal and these time-domain data were Fourier-transformed to frequency-domain spectra with a single zero-filling. The frequency-domain spectra were manually phased to give an even baseline around the NMR signals and the chemical shift scale was set by assigning the value of ( 0 to the signal from the added reference compound (TSP).  Prior to multivariate statistical analysis, the baseline of each spectrum was manually moved to zero intensity using a straight-line baseline correction algorithm and then each spectrum was ‘data-reduced’ in a constant fashion. In this process, defined spectral regions, such as the regions containing the urea and residual water signals, were discarded before dividing the remainder of each spectrum into sequential 0.04 ppm-wide segments (‘bins’) and obtaining an integral for each segment.  To produce the ‘total area normalised’ data set the integral values were normalised, after excluding the δ > 9.5, δ 6.1 – 5.5, δ 5.0 – 4.5 and δ < 0.5 regions, to give the same total integral for each data-reduced spectrum.  However, another data set was also obtained wherein the spectra were normalised, during the data reduction process, to a constant integral for the TSP signal.  The latter data set was further processed in Excel (Microsoft) by multiplying each integral value by the corresponding urinary volume to get a measure of pre-dose metabolite ‘excretion’.  An ‘excretion per kg of body mass’ data set was also obtained by dividing these excretion data by the relevant body mass values and the spectral regions δ > 9.5, δ 6.1 – 5.5, δ 5.0 – 4.5 and δ < 0.5  eventually excluded from both data sets.  Each 0.04 ppm-wide spectral segment (bin) was initially identified by the chemical shift at its mid-point.  However, quantities relating to certain compounds were estimated, as required, according to the following scheme in order to provide better representations of potentially important compounds and to counteract the effects of peak movement between adjacent bins: CITR (citrate) = 2.56 bin + 2.52 bin; TAU (taurine) = 3.44 bin + 3.40 bin; OXOG (2-oxoglutarate) = 2.48 bin + 2.44 bin; DMA (dimethylamine) = 2.72 bin + 2.68 bin – CITR; TMAO + BET (trimethylamine-N-oxide + betaine) = 3.28 bin + 3.24 bin – TAU.  

Post-dose data

The 1H NMR spectra of the post-dose urine samples were used for quantifying the principal paracetamol-related compounds [paracetamol sulfate (S), paracetamol glucuronide (G), the mercapturic acid (MA) derived from paracetamol and paracetamol (P) itself] excreted, these compounds being identified and their N-acetyl signals assigned by structure-spectra considerations, by reference to the literature and by the addition of authentic paracetamol and paracetamol glucuronide to selected samples.  Quantitation was achieved by reference to the cluster of N-acetyl signals in the ( 2.11 – 2.22 region, with each compound producing one such signal in this region.  Thus, the spectra of the original samples were initially processed as above and, after making local baseline corrections, the cluster of N-acetyls signals in the range ( 2.11 – 2.22 was integrated as a whole with respect to the TSP signal at 0 ppm. Using that data, a relative ‘total excretion’ measure was then calculated for each of the paracetamol-dosed animals as (( 2.11 – 2.22 integration/TSP integration)*volume of post-dose urine in ml.  Then the NMR spectra were reprocessed with a Lorentzian-Gaussian transformation (LB –1Hz, GB 0.5) applied to the free induction decay to provide, for each spectrum, resolution enhancement of the different signals present within the N-acetyls cluster before determining, by peak area integration, the fractional contribution of each of the principal paracetamol-related compounds to that cluster.  For each animal, the individual amounts of S, G, MA and P excreted were then determined by multiplying the appropriate total excretion value by the relevant fractions. This calculation method provides a relative measure of the numbers of moles of S, G, MA and P excreted by each animal, these amounts being referred to as S, G, MA and P respectively. No correction was made for any naturally produced S, G, MA or P occurring in the pre-dose urine, such quantities being insignificant relative to the post-dose quantities. For each animal the total S+G+MA+P was calculated and all of the metabolite excretion parameters were then corrected by dividing by the relevant body mass value, in kg, that was recorded immediately prior to dosing. Various mole ratios and fractions were also calculated.  Additionally, for each animal, the total percentage of the dose recovered as S, G, MA and P was calculated as (moles recovered/moles dosed)*100, using a correction for the known underestimation of the TSP signal, which is a consequence of the NMR acquisition parameters and the relatively long T1 relaxation time constant (ca. 3.8 s) of the TSP signal.

1.4
Clinical chemistry

The blood plasma samples were analysed at 30(C, on an AU600 multiparametric clinical analyser (Olympus, Paris, France), using standard local operating procedures, for the following parameters: alanine aminotransferase, aspartate aminotransferase, alkaline phosphatase, gamma glutamyl transferase, 5(-nucleotidase, total protein, albumin, total cholesterol, triglycerides, glucose, urea, creatinine, bilrubin and total bile acids.  The cholesterol value includes free cholesterol and the cholesterol contained in cholesterol esters.  Globulin was determined as total protein minus albumin and the albumin/globulin ratio was calculated.  For each parameter, the data for the paracetamol-treated group was compared to the control group data using univariate statistical methods.  Additionally, for each parameter, the result for each paracetamol-dosed rat was compared to the range of values obtained from the control group, in order to examine the variability in response amongst the paracetamol-dosed group.

1.5
Histopathology 

For each animal, ten representative samples of the liver (two each from the left, right, left middle, right middle and caudate lobes) were processed routinely in an automatic tissue processor, embedded in paraffin, sectioned at 4-6 (m and stained with haematoxylin and eosin.  The prepared samples were histologically examined and the changes observed in each individual liver lobe were scored according to the system described in Supplementary_Table_1.  Photographs exemplifying the scoring system are provided in Supplementary_Figure_1.  For each animal, the mean histology score (MHS) across the five liver lobes was calculated and, according to the magnitude of this mean histology score, the animal was assigned to one of three histology classes as described in Table 1. 

1.6
Multivariate modelling

Software

Pirouette (v. 2.7 and 3.1, Infometrix, Woodinville, WA, USA) and SIMCA P+ (v. 10.0 and 10.5, Umetrics, Umeå, Sweden) were used for the multivariate modelling. 
Standard exclusions

After initial investigations, three subjects were excluded from all of the subsequent modelling.  Two of these animals were excluded because of their abnormal pre-dose urinary profiles, the nature of which suggested temporarily reduced feeding, which is a potential response when rats are placed in individual cages.  A third animal was excluded because of its very unusual pattern of paracetamol metabolites, which we have associated with its highly abnormal nutritional status post-dose.  

Histology-coded pre-dose PCA

Principal Components Analysis (PCA) is an unsupervised pattern recognition method.  Thus, it is used simply to examine the variation in data sets without utilising any known class information to force separations.  The principal components (PCs) that are derived are orthogonal to one another and express reducing levels of the variation in the data set. Thus, the first principal component (PC1) expresses more variation than the second principal component (PC2), which, in turn, expresses more variation than PC3, and so on.  One way of looking at the PCs that are derived is to think of them as new axes or vectors in the multivariate data space.  Thus, in the simplest possible case, we might consider the example of only two initial variables, x1 and x2, with each subject having equal values for x1 and x2 but with a large spread of values between different subjects.  Thus, the principal (and, in this case, the only) axis of variation (PC1) would describe the line x1 = x2 and the different subjects would have PC1 scores that expressed their positions on that line.  Thus, it can be seen that PCA attempts to produce a simpler representation of data and a reduction in the number of variables that need to be considered.  The loadings for each PC describe its multivariate make-up as a vector in the multivariate space.  Thus, these loadings identify the underlying variables that are important to each PC.  

PCA of the pre-dose spectral data (normalised to constant total spectral area) was performed using the Pirouette software with mean-centred variable scaling.  For the purpose of coding the resultant scores plots, the histology class (1, 2 or 3) to which each animal belonged was determined according to the scheme described in Table 1.  PCA was first performed on the pre-dose data for all three histology classes (62 animals) and then on the pre-dose data for histology classes 1 and 3 only (32 animals).

Prediction of paracetamol-related metabolite quantities

The predictive multivariate modelling was carried out using the SIMCA P software with, a supervised pattern recognition method, Projection to Latent Structure (PLS) being used to model the co-variation between the NMR-derived pre-dose data and each selected post-dose response variable.  In simple terms, PLS was used to identify variables in the pre-dose data that showed inter-subject variation that ‘paralleled’ the inter-subject variation in the selected post-dose data, and to use that data to build a predictive model.  The danger of this method is that accidental correlations might be observed and model validation is, therefore, required.  In the predictive modelling of the G/P mole ratio, total area normalised pre-dose spectral data was used along with unit variance (UV) variable scaling.

Validation of PLS models

In the present studies, we attempted to predict from pre-dose data to post-dose data but, to describe the model validation procedure, it is helpful to consider the general case of predicting from X data to Y data. 

R2Y provides an estimate of how well the model fits the Y data and Q2 provides an estimate of how well the model predicts the Y data.  For each model, SIMCA component-wise cross-validation was carried out to determine the number of significant model components with 1/7th of the samples being excluded from the model building and used for predictions, that procedure being repeated in an iterative manner until each sample had been excluded once and Q2 being calculated from the results.  Further ‘internal’ model validation was effected by randomising the positions of the Y data in relation to their corresponding rows in the X matrix (typically 200 separate row permutations were performed) and observing the effect of that randomisation on the R2 and Q2 values. If the original model was valid, randomisation of the Y data would be expected to considerably reduce Q2.  

‘External’ validation of PLS models was performed by taking a test set of subjects that did not form part of the model-building population and whose Y values approximately spanned the range of the Y data in the model.  For the model to be taken as valid, the external test set must be reasonably well-predicted with the prediction errors for the test samples (designated RMSEP, root mean square error of prediction) being similar in magnitude to the estimation errors for the model samples (designated RMSEE, root mean square error of estimation).  Full cross-validation was also carried out wherein a sequence of predictive models was built from different subsets of the X-Y data and the Y values of the remainder predicted in each case, the procedure being repeated until each subject had been predicted once; typically, a 7-round cross-validation would be carried out with 1/7th of the data being excluded from the modelling in each round.  By this method, the Y value for each subject is predicted using a model from which that subject has been excluded during the model building and all the predictions are collated. If all predictions were perfect, a plot of observed vs. predicted values would be a straight line of gradient 1 going through the origin and the correlation coefficient would be 1.  

Interpretation of models

PLS:  In PLS, the VIP (Variable Influence on Projection) values characterise the relative overall importance of the individual X variables to the model whilst the weights for each component of the model reveal the nature of the relationship between each individual X variable and the predicted quantity, Y.  In the present work, the X variables were different regions of the pre-dose spectra and, consequently, the pre-dose urinary components that were important to a PLS model were potentially identifiable by inspection of the relevant spectral regions. 

PCA:  In PCA the relevant loadings plots identify the relative importance of each variable to the various principal components.   Thus, where separation of subjects is identified on a scores plot, the equivalent loadings plot may be examined to identify the variables that contribute to that separation.   Where the variables are spectral regions, the loadings serve to identify the spectral components contributing to the separation.

1.7
Univariate statistical analysis and test of correlation

Grubb’s test for outliers was used in relation to an animal that produced an unusual pattern of paracetamol metabolites.  For most of the clinical chemistry parameters, the treated group responses were compared to the control group responses using a 2-sample Mann-Whitney test.  However, due to their categorical nature, the GGT results were reported without statistical analysis and the creatinine data were analysed using a Pearson chi-squared test with a Yates continuity correction as described in footnote ‘d’ to Supplementary_Table_2.  A 2-sample Mann-Whitney test was also used in examining the significance of the partial separation between histology classes 1 and 3 observed on PC2 from a PCA of the relevant pre-dose data (32 animals, Fig 4c).  The correlation coefficient, r, for the PC2 versus MHS data (62 animals, Fig. 4b) was determined and the statistical significance of the correlation was assessed.  The P value derived expresses the chance that a correlation this great or greater (both in the positive or negative direction) would be seen if there was no (linear) relationship between MHS and PC2.  An in-house add-in to Excel (Microsoft) was used for the Mann-Whitney tests, chi-squared test and for the test of correlation.  All significance tests were 2 sided.
2
Outlines of preliminary studies

2.1
Galactosamine hydrochloride 

Ten male Sprague-Dawley rats were kept in individual cages and were dosed with galactosamine hydrochloride (800 mg/kg, i.p.) in saline.  Individual urine samples were collected daily pre- and post-dose with blood and liver samples being sampled just prior to termination at either ca. 24 hours post-dosing (rats 1 - 5) or at ca. 168 h post-dosing (rats 6 -10).  Plasma was prepared from each of the blood samples by centrifugation.   The urine samples were analysed by 1H NMR spectroscopy, the plasma samples were analysed by 1H NMR spectroscopy and by conventional clinical chemistry and the liver samples were examined histologically. Substantial inter-animal variation in response was evident in each of the analyses with the extent of the microscopically-visible liver damage at 24 h post-dosing varying from none to severe. Responders were observed to excrete much greater amounts of galactosamine in the first 0-24 h post-dosing than non-responders.    Principal Components Analysis (PCA) was performed on the 1H NMR spectra of the individual urine samples collected two days before dosing.

2.2
Allyl alcohol

Sixty four male Sprague-Dawley rats were dosed with allyl alcohol (50 mg/kg) in saline by oesophageal intubation.  Ten control animals received the dosing vehicle only.  The volume of administration was 10 ml/kg for every animal.  Individual 24 h pre- and post-dose urine samples were collected from each animal and analysed by 1H NMR spectroscopy.  Each animal was sampled for blood immediately prior to termination at ca. 24 h post-dosing and plasma obtained by centrifugation for clinical chemistry analysis.  Immediately following termination the liver of each animal was sampled for histopathology with two samples being taken from each of five liver lobes.   The microscopically-visible liver damage was scored in individual lobes according to set criteria and a mean histology score derived for each rat.  One rat provided an insufficient volume of pre-dose urine and two further rats were excluded from subsequent analyses following an initial Principal Components Analysis (PCA) of the pre-dose urinary data, which showed that they were behaving abnormally.  The remaining sixty one animals were assigned to two classes according to whether their mean histology score was greater than 3 (31 animals) or less than or equal to 3 (30 animals).  PCA of the pre-dose urinary data (excretion type) was performed and a Mann-Whitney test was used to assess the statistical significance of the partial class separation observed on principal component 1 (P = 0.044).  A further PCA (Fig. 1b) was carried out on a sub-group of the data where animals were selected and assigned to two classes according to whether their mean histology score was less than or equal to 2.8 (18 animals, coded green on Fig. 1b) or greater than or equal to 3.4 (19 animals, coded red on Fig. 1b).  The Mann-Whitney test was again performed to determine if the partial separation of these two classes on PC1 was statistically significant (P = 0.008).  All significance tests were 2 sided.
