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Abstract

This paper presentsdiscrete formalism for temporal reasoning about actamd change,

which enjoys anexplicit representation of timand action/event occurrences. The formalism
allows the expression of truth values for given fluents over various times including non-
decomposable points/moments and decomposable intervals. Two major problems which beset most
existing interval-based theories of action and change, i.e., the sodbatligah instant problenand

the intermingling problem are absent from this new formalism. The dividing instant problem is
overcome by excluding the concepts of ending points of intervals, and the intermingling problem is
bypassed by means of characterising the fundamental time structure as a well-ordered discrete
set of non-decomposable times (poiatal moments), from whicldecomposablintervals are
constructed. A comprehensive characterisation about the relationship between the negation of
fluents and the negation of involved sentences is formally provided. The formalism provides a
flexible expression of temporal relationships between effects and their causal events, including
delayed effects of events which remains a problematic question in most existing theories about
action and change.

1 Introduction

Modelling the dynamic aspects of the world in terms of representing and
reasoningabout actionsnd change is one of the most importargblems in
thedomain of artificial intelligence. Severapproaches have beeroposed for
dealing with this problenover the pashalf century,including McCarthy and
Hayes’ framework of situation calcufis® which is probablythe most
influential formalismregarding thisarea. Several extensions to the framework
have been proposed tmd temporal features into the situaticaiculus,e.g.
Gelfond, Lifschitz & Rabinoy Miller & Shanahaff, Pinto & Reitef?,
Schuber, in order to erich the temporal ontology. Thesermalisms usually
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associate entities such as situations/states, fluents, and actions witspsciale

time, where time elementare characterised as points amdervals are
constructecbut of points. However, these approaches have not gone as far as
one would like for dealing with temporialsues in representing and reasoning
about actions and their effects, and there are still some problematic issues
which have not been satisfactorily solved.

Generally speakinghe world persists in given stateuntil someaction is
carried out to change it into another state; alsghile some actionsnay be
instantaneous, most of them perfomrer someinterval of time. Hence,
intervalsare needed foexpressinghe time spans of situations and actions. For
instance, in Pinto and Reitefermalisnt’, thetime span of a given situation is
characterised in terms of its startitigne point andending timepoint during
which no fluents changeeuth values. Howeverthe approach that characterises
intervals as derivedtructure of pointamay lead to the so-calledDividing
Instant Problem?® that is the question afpecifyingwhether time spans of
situations are closed or open at their starting/ending pointall Ihtervals
include their ending-points, then adjacent intervadsild have ending-points in
common. Hence, ifwo adjacent intervalgorrespond to states of truth and
falsity of a giverfluent, there Wi be apoint atwhichthe fluent isboth true and
false. Similarly, ifall intervalsdon'tinclude their ending-pointshere wll be
points at whichthe truth orfalsity of some fluentsare undefined. Another
approach is to take point-basetervals as semi-opde.g.,all intervals include
their left ending-points, and exclude their rightes) so that theynay sit
conveniently next toone another. However, on the one hasthce this
approachinsists that every interval contaimsly a singleending-point, the
choice of which ending-point of intervals should be included/excluded seems
arbitrary, and hencenjustifiableand artificial. Onthe otherhand, although the
approachmayoffer a solution to some practical questions, there are stime
critical questionswhich remain problematical (examplage given by Galtoh
and Ma &Knight'®). The fundamentaleason is that in aystem wherdime
intervals are all taken as semi-open, ilt be difficult to representime points in
an consistent structure so that they can stand between intervals conveniently.

The second question is that in th@sesting theoriesbout action (event)
and change (including that Binto and Reitéf, of Miller and Shanahaf and
of Allen and Ferguso, which allows intervals (primitive opoint-based) as
time objects,the negation of ajiven fluent andthe relationship between a
negative fluent and sentences whiatolve the fluent havenot keenformally
addressedThis is in fact a very important issugnce we may face the
possibility thatsome fluents might be neithéue norfalse throughoutsome
specified intervals. Additionally, in a logizvhere some time intervals are
characterised asinfinitely decomposable, the so-calledntermingling
problen?***® may arise, that isthe possibility of indefinitely intermingled time
intervals within each of which a fluehtakes both tru@ndfalse valuesThis
will lead to somdlifficulties in characterisinghe relationships between the



@% Transactions on Information and Communications Technologies vol 19, © 1997 WIT Press, www.witpress.com, ISSN 1743-3517

negation of a fluent anthe negation of the corresponding senteneelving
that fluent.

Another question is that, in most of tbristing systems mentioned above,
the effects of actions/events have been representethdyesults just after
executing actions. Actions with delayed effects hawebeen successfully dealt
with. In fact, temporal relationship between actions and their effects is quite
complex and interesting. Gelfonet al® proposed an approachsing the
notationDuration of Actionsto describe an action with delayed effedisey
simply count thedelay time inthe duration of actions. So the actidra/e been
considered to continue untihe results of actions appear. Howeuars does
not seem tocapture thecommon-sense concepboutdelayed effects of an
action,which intuitively means thahere is alelay timebetween the action and
its results.

The objective of this paper is to develop a disci@t®malismfor temporal
reasoning about actions and chandpch enricheshe ontology of the situation
calculus by providing an explicitepresentation oftime and action/event
occurrences. Thiarmalism ispresented in section 2. Section Bdscribes the
mainfeatures of theinderlying timestructurewhich is characterised as\aell-
ordered discrete set @imes (points and moments) with fimit elements. In
section 2.2, wefirstly introduce the definitely two-valued binary predicate
Holdg(f, p) for each pair of a fluerftand a prime tim@. Axioms characterising the
closure of the underlying time line are then presented, and the préediatetas
extended to govern all times in the closure including the prime times. The advantage
of such a time model is that, on the one hand, since it is not forced to explicitly
specify the starting and ending points of time intervals, Rhading Instant
Problem is bypassed; onthe otherhand, sinceeach time in the closure is
characterised as @andered uniorof prime times, the possibility @fiterminglingis
definitely excluded, and hence, the relationship between the negation of a fluent and
the negation of the sentence involving the fluent can be formally well characterised.
A possible state of the world is defined in section 2.3 as a subset of the set of all
fluents, while asituation is characterised as a pair atates and a timed, such
that overtime t the world holds irstates. Section 2.4deals with actions and
their effects, while an event is formally characterised as a pair of an aetah
a timet such that actioma performs ovetime t. Then ashortdiscussiorabout
frame problemwell be given in 2.5. Irsection 3, we address the problematic
issue: expressing thielay effectsf events. Finally, section 4 concludes the paper.

2. The Formalism

We propose thdormalism as a revised version ddcCarthy and Hayes’
situation calculu$'® by extendingthe ontology to provide arexplicit
representation oftime and actionoccurrences. The extended framework
accommodates thredisjoint nonempty sets of symbolB, F and A, called
prime timespropositional fluent@ndactions respectively. We shall denote the
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elements ofP, F and A asp, f and a (possibly indexed), an@dopt the
conventional theories of reals and integers.

2.1 The Time Structure

We assume that the set of the prime timéstasly ordered We useDur to denote
a function fromP to R,’, the set ofnon-negative real number, so tHatr
assigns to each prime time a non-negative real number, tadleduration of
thetime. Weshall callp a prime interval iDur(p) > 0, otherwisep is called a
point. Additionally, we assume thBtis similar to *° Z, the set of integers. That
is, there exists @ane-to-onemapping betweethe elements whictpreserve the
order relation.

We shalluseMeetsto denote themmediatepredecessor relation ovex
so thatMeetgp:, p2) represents thairime timep, is theimmediate predecessor
of prime timep,. Also, we impose the following axiom:

(E) Opy,pl0P(Meetgps, p2) O Dur(py) > 00 Dur(p2)>0)
that is, no two points can meet each other.

From the property of the similar function, we have:
* P s a discrete collection of prime times which is well- ordered by the binary

relationMeets
+ P has ndimit elements>;
» The fundamental time structurdirgear, not branching from any time into either

the past or the future;
* The fundamental time structureuisboundedn both the past and the future;
» Circular times are excluded;

It is important to note that prime intervals and points have no internal structure.
In other words the elements®fre all non-decomposable, even some of them, i.e.,
the prime intervals, may have a positive duration. In fact, prime intervals are like
Allen and Hayesmoment$ i.e. indivisible intervals. In this paper, we shall use the
term moment and “prime interval” interactively.
Based on the fundamental time structure, we define the corresponding closure

T whose elements are generally callades which are not necessarily non-
decomposable moments or points. We shall denote the elemé@&nésb{possibly
indexed), and usBury to denote, as the extensionfr, the function fronT to
Ro", so thatDurr assigns to each elementTna non-negative real number.
Correspondingly, weshall call a timet an interval if Dur«(t) > O (Hence,
specially, a moment is an intervadtherwise is called gpoint. We alsalefine
a binary relatioMeets O T x T as the extension dleets so thatMeets(t;, t2)
denotes that timg is one of the immediate preckessorsf timet,. The imposed
axioms are:

(T1) OpUP(pT)
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that isT is the extension d¥;

(T2) OtOT(tOP O Dur+(t) = Dur(t))
that is,Durt is the extension dur ;

(T3) Oty 0T (t1,t,0P O (Meetgts, 1) = Meets(ty, t2)))
that is,Meets is the extensions dleets

(T4) Oty 0T (O, L'UT (Meets(t: ' t) IMeets(ty ', t;) (Meets(ty,t.) (Meets(t,,t2))

i tlztz)
that is, two times are identical if and only if they have the same immediate
predecessor and the same immediate successor.

(T5) Oty 0T (Meets(ty,ty) O
QOTOE'OT (Meets(t',t) OMeets(t,t") O Meets(t',t) OMeets(t,t"))

By axiom (T4) and (T5), for any two adjacent timgsandt,, we may denote the
adjacent uniorof t; and  as a new time, = t;(t,, called an interval. N.B[t,
always implies thaleets(ty,t,).

(T6) OtOT (Cpy,... o OP(t = p0 ... Opy))
that is, each element @fis in the form of adjacent union of a sequence of prime
times.

(T?) Dtl,tzmT(MeetS(tl,tz) [l DurT(tlmtz) = DurT(tl) + DurT(tz))
where "+" is the conventional arithmetic addition operator. That is, the duration of
the combined times [ t, is identical to the sum of durationtpfind duration ot;.

In what follows, without confusion, we shall simply wrideirr asDur, and write
Meets asMeets

2.2 Fluents

We introduce a binary predicateplds over F x P, so that we substitute the
formula Holdg(f, p) for each pair of a fluertt and a prime timg, denoting that
fluentf holds true with respect to prime timpe

Corresponding to the extension frdrto its closurel, we also extend the
predicate,Holds which is primitively defined oveFxP, to FXT, so that we
substitute the formulbdoldgf,t) for each pair of a fluerit and a time, denoting
that fluentf holds true with respect to time

However, unlike the prime times & which are all non-decomposable, an
element off may be an interval which can be decomposed into a sequence of sub-
intervals/internal-points of itself. Hence, when intervalsT irare allowed to be
arguments of the predicaitéolds we will face the posdlity that a fluentf might
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neither hold true nor hold false throughout some intérvehat is, it may be the
case that fluertt holds true with respect to some sub-interval/internal-poibbat
holds false with respect to some other sub-interval/internal-pdinfsfpointed out
by Shoharft, Bacchuset al® and Allen and Fergushn there are two ways we
might interpret the negative sentengEoldqf,t). In the strong interpretation of
negation,~Holddf, t) is true if and only if holds falsehroughout t, so neither
Holdgf, t) nor =Holdgf, t) would be true in the case that fluéritolds true with
respect to some sub-interval/internal-point ahd also holds false with respect to
some other sub-interval/internal-pointtoo, this strong interpretation of negation
does not preservélolds as a two-valued predicate any more. In the weak
interpretation,~Holdg(f, t) is true if and only if it is not the case thidtolds true
throughout t, and hence:Holdd{, t) is true iff changes truth-value over tirhe

In this paper, we shall take the weak interpretation of negation as the
constraint imposed on thdolds predicate, since it seems to be the appropriate
interpretation for the standard definition of implication and preserves a simple two-
valued logi¢

(F1) OfOFOtOT (Holdg(f, t) — CtOT(Suldt, t) O Holds({, t)))

where Sulfty,t,) denotes thatime t; is a part of time t;, and the binary relation
Subl] TxT is defined as below:

Dtl,tzmT(SUt(tl,tz) =
ti=t
OROT(L Ot =t)
OOT(E Ot =t)
OR©OTE DL Ot =t)

Hence, a fluent holds true with respect to timbef and only if it holds true with
respect to any sub-interval/internal-point ¢includingt itself), that isf holds true

throughout t.
By (F1), it is straightforward to infer that, for any fluérand any time,, t,:

Holdg(f, t,) O Holdgf, t) O Meetgt, t) O Holdgf, t, O t)
that is, if a fluentf holds true with respect to two adjacent timesand t,
respectively, theh holds true with respect to the ordered union timeét,.

However, in some cases we do not want to express that a fluent holds true
throughout a given time, but only that the fluent holds true sometionengl the

given time. In other words, we would like to express the knowledge that, for a
given fluentf and a given timg there exists some sub-interval/internal-pgiraf

t such that fluent holds true with respect tb Hence, we introduce an additional
binary predicate;lolds-in overFxT:
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(F2) OfOFCtOT (Holds-in(f, t) < 'OT(Sulgt', t) OHoldd(f, t)))
By (F1) and (F2), we can easily infer that, for any fldeand any time:
Holdgf, t) O Holds-in(f, t)

In this paper, we shall use Mpt{o represent the negation of fluénto be kept
distinct from ordinary sentence-negation, symbolised-By We say flueng is
the negation of fluerft that is noff), if g satisfies:

OtOT(Holdgg, t) = OtOT(Sulgt', t) O - Holdg(f, t))
and
OtOT (= Holdgf, t) = 'OT(Sulgt', t) O Holdgg, t)))

that is, notf) holds true throughout timeif and only if f does not hold true
throughout any sub-interval/internal-pointtpélso,f does not hold true throughout
timet if and only if there exists a sub-element dfiroughout which not() holds
true. Hence, for any flueftand any timé, by definition we have:

Holdgnot(), t) = - Holds-in({f, t)
and
- Holdgf, t) = Holds-innot(), t)

2.3 States and Situations

We define a possiblstate of the world as a subsetFofthe set ofall fluents.
We can interpret this subsetthe set ofluents whichare true in that state, all
othersbeing false. We shaflenote the set ddll the possiblestates, that is the
power set of, asS. Elements oE will be denoted by (possibly indexesl)

For the reason of simplicity, we shall also t#dg(s, t) to denote thas is
the state (of the world) with respect to titne

(S1)OsOSOtOT (Holds(s, t)
~ OfOF(fOs O Holdg(f, t) OfOsO Holdg(not(), t)))

that is,sis the state with respect to tihgé and only if every fluent belonging to
s holds true with respect to tinmeand for every fluenhot belonging to s, its
negation holds true with respect to any part of time

By (S1) and the previous definitions, it is straightforward to infer that:

0s;,S0SOtOT (Holdsy, t) O Holdgs,, t) 0 51 = %)

Thatis, withrespect to g@iven time,the state of the world isnique. However,
there is nothing tstop atemporally contiguoume havingthe samestate. In
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order to capture theelationships betweestates andimes, we introduce the
concept of situations. A situationdefined aghe state of the world associated
with a particular timeoverwhich the world holds in thastate. Weshall denote
the set of all situations as the binary rela®nl] SxT, such that:

(S2)UsitdSitBISAOT (sit = <s, t> O Holdd(s, t))
(S3)UsitlSits,, 1Sty AT (Sit = <sy, ;> O Sit = <5, 1>
0 s=50t=1)

Hence, the representation of any situation is unique. In what follogis Af<s,
t> is a situation, we shall callandt its referencestateand reference time, and
denote them aStatdsit) andTimgsit), respectively. In factStateand Timecan
be seen amwvo functions fromSit to S andT, respectively. BYS2)and(S3), it
is easy to see that:

Osity, sibtOSit(Timgsity) = Timesity) [ Statésit;) = Statésit,))

Thatis, if two situations havéhe same reference time they must hévesame
reference state, and hence they are identical.

For reasons of simplicity, in what follows, we may tk®#dgf, sit) to denote that
fluentf is observed as true in situatsify providing that:

(S4)TsitOSitOfOF(Holds(f, sit)  fStatdsit))

N.B. For theconvenience of expression, irhat follows, weshall callsituation
sit a prime situation if its reference time is a prime one.

2.4 Actions and Events

We introduce the binary predicateerforms overAxT, so thatPerformga, t)
represents that acti@acts over time.

(A1) OaldA O, LOT (Meetgt, t,) [ Performga, t;) 0 Performga, ty)
= Performga, t,[0t))

that is, if an action performever two adjacent times respectively, then it
performs over the ordered union of these two times.

The world holds in onsetateuntil anaction is performed over sorspecial
time to change it intanother state. Weghall callsuch a phenomenon an event.
Hence, analogously tihe form of a situationwhich are defined as a pair of a
stateand a time, an event gven intheform of a pair of an action and a time,
and weshall denote the set dll events as a binary relatiog, [ AXT, such
that:
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(A2) OalJAOtOT (<a, t>LE < Performga, t))

Again, analogously tahe definitions ofthe referencestateand the reference
time of a given situatiorfpr an event irE, saye = <a, t>, we shall cala andt
thereference actiorand thereference timeof evente, and denote them as=
Actione) andt = Timge) respectively. Thetthe following axiom ensurethat
the representation of any event is unique:

(A3) Oe,ellE(e1 =& < Action(e;) = Action(e;) O Timge;) = Timdey))

Whereas théntuition behindthe notion of situation is persistence, theition
behindthe notion of event is change. To express knowledigeit the result of

the occurrence of an event ingven situation, we introduce the ternary
functionResultwhich maps an event, a situation and a time to a prime situation,
so thatResule,sit,t) intuitively denotes thgrime situationimmediatelyafter
timet, as the result of the occurrence of event situationsit (see Fig.1). Here

we use the prime situation to ensure that the result situation is unique.

»

Resulte, sit, t)

¥.-..
v

Sit : t

Figure 1

The domain of functioResult Dom(Resul}, is a subset dbitxEXT, such that:

(A4) OelEOsit0dSitOtdT ((e,sit,t) IDom(Resuly [
MeetgTimgsit), Timge))
O Sul{Timge), t)
O MeetgTimgsit), t)
O Meetgt, TimgResulfe,sit,t))))

This axiom specifiesthe temporal relationship among situationssit,
Resulfe,sit,t) and evene.

N.B. In the above, Resulfesitt) represents the prime situation
immediately after time, as the result of the occurrence of eveimn situation
sit. Here, the third argument, of function Result which stands between
Timgsit) andTimgResulfe,sit,t)) is needed irder to preserve thaniqueness
of the result situatioriThis approach wll allow expression of various cases of
temporal relationships betwe#me referencéime of an event anthe reference
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time of the result situationincluding the case where there is“@elay time”
between the occurrence of an event and the result situation (see next section).

2.5 The Frame Problem

Briefly, the frame problem ighe need foispecifying everything thadoes not
change. Based on the situaticaiculus,there aremainly two waysfor sdving
this problem: monotonic and nonmonotonic. Schiberd Reite? developed
monotonic approaches to this problem basedtlmnidea of “explanation
closure”. Forinstance, Reiter provides a solution to fteeme problem, using
successor staxiomsg?. Each suctaxiom provides a complete characterisation
of a fluent’struth value inthe next stat®esulfa, s) in terms of what isrue of
the states. Also a number of solutions based thre use of nonmonotonic
formalisms have beenpropose8'®. For instance, Baker proposes a
nonmonotonic solution to thdrame problem, usingthe formalism of
circumscription. Hiswork is based on thadea that sincehe abnormality
predicate takes a situational arguméittis importantfor the meanings of the
situations to be heldonstant across the varioomdels beingrompared®. The
major change suggested byn is to employ a new circumscription policy: to
minimise Ab while varyingResultand S (as opposed tearying Holds as is
done by Hanks and McDermbijt According to thevower of theexpression of
this enriched languag®getherwith the preservation of the moappealing
characteristics of thesexisting systems, it isiot difficult to extend their
solutions within our formalism. In this paper we will not deal with this work.

3. An lllustrating Example

The formalism poposed inthis paper is in fact achieved bgneans of
synthesisinghe quintessence of some representative theanigading that of
Allen and Fergusor?, Kowalski andSergot?, Sandewall and Ronnquidt
Lifschitz*®, Gelfondet al®, Lin and Shohai, Miller and Shanahdf and Pinto
and Reitet!, etc. Hence, it isi0t surprising for us tcbelieve thatsuch an
extension retains mosappealing characteristics of thessisting theories,
without bearing their correspondirdgficiencies. Especiallfhe newformalism
provides a mordlexible expression of temporal relationships between effects
and the correspondingausal events, and overcomes/bypassesdithding
instant problenandinterminglingproblem

In manycases, theffects of an actiortake place immediatelyafter the
action performed. Howevespmetimegheremay besome time delay between
an action and its effects. Consider the following example:

25 seconds after a pedestrian starts pressing the button at the
crosswalk, the pedestrian crossing light turns to yeliown red, and
after another 5 seconds it turns to green.
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In mostexisting formalism$ased on situation calculus and event calcultus,
description cannot be represented correctly. Gelforet al’ proposed an
approachusing the notationduration of actionsto describe an actiowith
delayed effects. They simpgount thedelayed time byhe duration of actions.
For instance, they ustie following formula torepresent that after 25 second,
the crossing light turns to yellow:

Dur(Pressg =1,
Dur(a) = 240 HoldqYellow Resulf(Press a), sit))

where the delayed time is represented as aatiwith a duration of 24 seconds,
while the actionaffecting the truthvalue of traffic light is divided into two
actions,Pressanda, which perform successively. However, since an action with
some delayed effects actually means tihetre is atime delaybetween the
action and its effects, Gelfonet als approachseems unintuitive, and not
capable for expressintdhe knowledge that after another 5 seconds, the light
turns to green. In facthis is due to thedifficulty with such an approach in
dealing withthe persistence of thteuth value of fluentover thedelayed times
involved.

To express this example the formalism poposed here, wemploy the
following three fluents for describing the state of the pedestrian crossing light:

RedOn the light at the crosswalk is red;
YellowOn the light at the crosswalk is yellow;
GreenOn  the light at the crosswalk is green;

We assume that in argituation there igxactlyone of the thredluentsthat
holds true. This assumption can be described as a domain constraint axiom:

(D1)
Osit((HoldgRedOnsit) (- HoldyYellowOnsit) (- HolddGreenOnsit))
[~ HoldgRedOn sit)[(Holdg YellowOn sit)[(- Holdg GreenOn sit))
[~ Holdg§RedOn sit)[- Holdy YellowOn sit)[(Holdg GreenOn sit)))

Let PressButtordenote the action gressingthe button,and Sity denote the
situation in which the red light is on, the yellow and green lights are off:

HoldgRedOn Sit)

Assuming insituationSit, a pedestrian presses the buteug,, for 1 second, let
E = <PressButtonTg>, whereDur(Tg) = 1, then we have

HoldHYellowOn Resul(Sit, E, T1))
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HoldgGreenOn Resul(Sit, E, T,))
whereDur(T;) = 25 andDur(T,) = 30.

Here we carsuccessfullyexpress the fact that there isi@ayed time, sa¥py,
standing between the referericme of eventE and the referencéme of the
result situatiorResul{Sit, E, T,), that is:

MeetiTlde) , TDl) ,
MeetgTos, TimgResultSit, E, T1))).

Similarly, we can express thidere is alelayed time, sayp,, standing between
the referencdime of eventE and the referencéme of the result situation
Resul{Sit, E, T,), that is:

Meet§TimgE), Toy),
MeetgTp2, TimgResul(Sit, E, T>)))

Additionally, we can expresk, as: To;ATimeResult(S#, E, T,))0Ts, where
Ts is the extension ofimgResult(Sy, E, T1)) sinceTimgResult(Sy, E, Ty)) is
a prime time and itdurationmay be lesshan 5 seconds. The above knowledge
can be graphically presented as Figure 2.

However, with respect tthis expressiothe frame problem arise3hat is,
during the delayed tim&y,: does the truth value of flueRedOnpersist?

N S

To2

A 4
V.

P E Tou

Y
h A
\ 4
v

ST T i . Resul(Sit, E, Ty)

. >
T, : ?Tf‘:

" Resul(Sit, E, T)

v.

Figure 2

4. Concluding Remarks

In this paper, we have developed a discfetmalismfor temporal reasoning
about action and change. The main contributions are:
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* The formalism proposed here allows a comprehensive characterisation
about relationship between the negation of a given fluent and the negation
of sentences involving that fluent. Since each time is defined as an ordered
union of points/moments that are non-decomposable, the sodmlielihg
instant problenandinterminglingproblemare definitely excluded.

* We formulate some key terms of the extended situation calculus, such as
states, situations, actions and events so as to efturgnon-sense”
causality. The distinction between states and situations is formally made by
means of defining a situation as a pair of a state and a time over which the
world holds in the state. In a completely analogous way, the distinction
between actions and events is made by defining an event as a pair of an
action and a time over which the action performs.

» A flexible temporal relationship between effects and their causes can be
expressedincluding the case ofmmediate effects anthe case there
some delay timebetween theeffects and their causes. It seethat
mostexisting versions ofhe situationcalculusmay besubsumed from
this newformalism by means of simply specifyifgu{Timge), t) in
(A4) asEqualgTimde), t).

Hence,while the newformalism retains the mosappealing characteristics of
these existing systems, it does enjoy a more powerful expressiveness.

Since the fundamental time model is discrete, it will be difficult to model some
continuous changes from the theoretical view, for which a dense time model would
become necessary. However, if the time model is extended to a dense one which
accommodates both points/moments and interval, some special axioms may be
needed for dealing with thetermingling problem for the sake of providing a
satisfactory characterisation about the negation of fluents and negation of sentence.

Key Words: Knowledge representation, Temporal reasoninyitificial
intelligence, Actions and change
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