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ABSTRACT

This study investigates the impact of 293 public to private buyouts in the UK manufacturing industry during the period 1997-2007 on firms’ technical efficiency using a probabilistically matched buyout dataset. I use data envelopment and stochastic frontier analysis techniques to empirically measure production efficiency, which differs from most previous studies where the impact of financial performance or the movement in a company’s share price is tested. For the sample used and period investigated, no evidence is found that companies involved in public to private buyout ownership changes operate more efficiently than a control sample of PLCs not involved in buyouts. This finding is consistent with the hypothesis that managers of PLCs have learned how to operate their companies in a similar way to those owned by private equity.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABI</td>
<td>Annual Business Inquiry</td>
</tr>
<tr>
<td>AIM</td>
<td>Alternative Investment Market</td>
</tr>
<tr>
<td>ARD</td>
<td>Annual Respondent Database</td>
</tr>
<tr>
<td>BVCA</td>
<td>British Venture Capital Association</td>
</tr>
<tr>
<td>CEO</td>
<td>Chief Executive Officer</td>
</tr>
<tr>
<td>DEA</td>
<td>Data Envelopment Analysis</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EVCA</td>
<td>European Venture Capital Association</td>
</tr>
<tr>
<td>FSA</td>
<td>Financial Services Authority</td>
</tr>
<tr>
<td>GMB</td>
<td>National Union of General and Municipal Workers.</td>
</tr>
<tr>
<td>GOA</td>
<td>United States Government Accounting Office</td>
</tr>
<tr>
<td>HCSC</td>
<td>House of Commons Select Committee</td>
</tr>
<tr>
<td>IDBR</td>
<td>Inter Department Business Register</td>
</tr>
<tr>
<td>IOSCO</td>
<td>International Organisation for Securities Commission</td>
</tr>
<tr>
<td>IPO</td>
<td>Initial Public Offering</td>
</tr>
<tr>
<td>IUF</td>
<td>International Union of Food, Agricultural, Hotel, Restaurant, Catering, Tobacco and Allied Workers' Associations</td>
</tr>
<tr>
<td>LBO</td>
<td>Leverage Buyout</td>
</tr>
<tr>
<td>MBI</td>
<td>Management Buy-in</td>
</tr>
<tr>
<td>MBO</td>
<td>Management Buyout</td>
</tr>
<tr>
<td>NIC</td>
<td>National Insurance Contributions</td>
</tr>
<tr>
<td>ONS</td>
<td>Office for National Statistics</td>
</tr>
</tbody>
</table>
PAYE  Pay As You Earn
PLC  Public Limited Company
PSE  Party of European Socialists
P-T-P  Public to Private
SFA  Stochastic Frontier Analysis
TUC  Trade Union Congress.
UK  United Kingdom
US  United States of America
VAT  Value Added Tax
WEF  World Economic Forum
DEFINITIONS

• **Buyout and Venture Capital**

Under the broad term of private equity are two fundamentally different types of investor behaviour (Wood and Wright, 2010). The first, venture capital, involves early stage investors who provide capital in return for input in setting organisational direction. The general consensus is that the effects of this are generally positive (Wood and Wright, 2010, Goergen et al. 2011). In contrast, what is sometimes referred to as private equity per se, is when an investor purchases, or facilitates in the purchase, of a company, or in the premises that either new management, or at least a change in management style may enhance returns. In effect, this involves the purchase of publicly quoted companies and taking them private via so called public to private transactions (Goergen et al. 2011).

• **Buyout**

In order to be included as a buyout in this study, over 50 per cent of the issued shares of a company must change ownership with either management or a private equity firm or both jointly having a controlling stake upon deal completion (CMBRO).

• **Efficiency**

A producer is technically efficiency if, and only if, it is impossible to produce more of any output without producing less of some other output, or using more of some inputs (Koopman, 1951, Farrell, 1957).

---

1 For a more detailed distinction between buyouts and venture capital see Fraser-Sampson, 2007 :7-22.
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CHAPTER ONE: INTRODUCTION

1.0 Introduction

This study investigates the impact of private equity leverage buyouts (LBOs) and management buyouts (MBOs) on firms’ technical efficiency. The study focuses specifically on public to private (P-T-P) transactions in the UK manufacturing industry during the period 1997 - 2007. A critical policy issue concerning buyouts is whether they enhance economic efficiency. There is growing public policy interest in the role of private equity investors. Central to this debate is a concern that private equity may represent an extreme form of capitalism, seeking to maximise short term shareholder wealth while paying little attention to the interests of broader stakeholder groups or organisational sustainability (Goergen et al. 2011).

Over the last 10 years, private equity firms have played an increasingly important role in rapidly and radically restructuring organisations worldwide through buyouts (Axelson et al. 2007; Financial Services Authority, 2007; House of Commons Select Committee, 2007; Wright et al. 2009; Party of European Socialist, 2009). In 2005, the total UK buyout market accounted for over half of all acquisitions by value compared to less than 20 per cent two decades earlier (Wright et al. 2006). The increased involvement of buyout firms in large sectors of UK corporate activity is often attributed to the inefficient management of public companies by managers and executives (British Venture Capital Association). Accordingly, executives of private equity firms argue in line with Mann (1965) and Jensen and Ruback’s (1983) market for corporate control hypothesis; that managers of publicly owned companies are destroying shareholder value because they are unable to operate their companies efficiently (BVCA). Private equity executives contend that this erosion of shareholder value can only be halted by private equity firms buying failing PLCs and injecting superior management teams into them to turn the company around by reallocating and managing corporate resources more efficiently (BVCA). This has led to an increase in the number and size of companies listed on the London Stock Exchange being targeted by private equity firms in public to private (P-T-P) buyout deals over the last two decades (Wright, 2006, Goergen et al. 2011).

As the size and value of PLCs targeted in P-T-P buyout deals have increased; so too has criticism from UK and European trade unions and politicians (Wright, 2006, 2009, PES, 2009). The trade unions argue that any value created by buyouts comes not from operational efficiency gains created by new management teams after a buyout, but from asset stripping target companies and laying off large numbers of employees (Trade Union Congress, 2007). This has resulted in Brendan Barber, General Secretary of the Trade Union Congress (TUC) accusing private equity executives of being “amoral asset strippers” and “casino capitalists” enjoying huge personal windfalls from deals as they gamble with other people’s futures. In a similar vein, Franz Müntefering, Chairperson of Germany's ruling Social Democratic Party compares private equity executives to "swarms of locusts that fall on companies, devour all they can, and then move on.” Other opponents of buyouts argue that private equity corporate restructuring is damaging to the economy, and the morale and productivity of organisations (Drucker, 1986, 1988; General Municipal Boilermakers and Allied Trade Union; 2007; International Union of Food, 2007; PES, 2009). In turn, a number of leading financial experts have queried the role of buyouts on the economy, and cautioned that the level of debt taken on by private equity firms could lead to financial instability (HCSC, 2007; FSA; 2007; Bank of England, 2013). However, the BVCA rejects these concerns, arguing that the performance of private equity backed companies “significantly strengthens the UK economy.”

Previous and most current studies on buyout efficiency are often unclear about the type of efficiency being measured, i.e., financial or technical efficiency. The early studies on efficiency are based mostly on accounting or event study techniques, and on US evidence. These studies generally report inefficiencies in companies operating in the US financial, gas, oil, transportation, and broadcasting industries during the 1980s, and that buyouts generate significant returns to target shareholders (Jensen, 1988). The sources of these early gains are reported to come from operating efficiency. However, accounting studies measure the profitability of companies, and event studies examine the movement in share price around an event window. These techniques are therefore not measures of technical efficiency. Other studies on buyout efficiency employ total factor productivity (TFP) techniques. These studies generally report mixed results, and are often based at the firm, rather than plant level. While TFP is a correct measure of technical efficiency, the technique contains a one-sided error term and therefore
involves the interpretation of the residual components of a regression as TFP; lumping factors under management control and random factors together when they are not (Murillo-Zamorano, 2004).

Lichtenber and Siegel (1987) for instance, find that efficiency in plants involved in buyouts increased one year prior to buyout and last for up to seven years after. However, the authors also report that four year after the ownership changes, 49 per cent of the productivity gains that existed between companies involved in ownership changes and those that did not, disappear. Verman (1993) used TFP to examine buyouts and find relative productivity one and two years after the MBO to be below the level one year before the MBO. McGuckin and Nguyen (1995) report company ownership changes are associated with the transfer of plants with above average productivity, whilst Nguyen and Ollinger (2006) report that plants in the US meat industry are very productive before mergers. On the other hand, Harris et al (2005) report that on average, plants involved in MBOs in the same industry are less productive and less efficient prior to the buyout, and experience a substantial increase in efficiency after the buyout. Alternative views on the sources of efficiency gains in buyouts are that they derive from value transferred from stakeholders to shareholders (Drucker, 1986, 1988), financial engineering (Law, 1985; Drucker, 1988; Shleifer and Summers, 1988; TUC, 2007; Renneboog et al. 2007), asset stripping and reductions in employee numbers (TUC, 2007). Despite these inconsistencies, Mann (1965), Mead (1968), and Jensen’s (1988) disciplinary mergers theory prediction that companies involved in buyouts will perform poorly before a buyout or merger due to poor management and have improved performance after the buyout persist.

The inconsistencies in previous studies on buyout efficiency gains give rise to an alternative buyout theory. Rappaport (1990) hypothesises that because managers of PLCs have adapted financial and operational techniques similar to those employed by private equity firms in companies they purchase in P-T-P buyout deals, such as shedding underperforming division, selling assets not essential to operations, repurchasing stock, increasing leverage, closing uneconomic plants and offices, and outsourcing much of their production processes; including materials and labour, in response to changes in the competitive and financial environment, no long term efficiency gains are expected from P-T-P ownership changes or ownership, and as
buyout of PLCs act as a form of shock therapy, any efficiency gains are not expected to be long-lived.

Difficulties have arisen in investigating the competing arguments over P-T-P buyout efficiency gains. The secretive nature of the UK private equity industry means that it is impossible to obtain input and output data from the industry to investigate technical efficiency in P-T-P buyouts. Therefore, very little is actually known about the productivity performance of P-T-P buyouts in the UK manufacturing industry and factors influencing it. Thus an assessment of UK P-T-P buyout efficiency and productivity should be of interest to policy makers.

Farrell (1957) states that if the theoretical arguments as to the relative efficiency of different economic units are to be subjected to empirical testing, it is essential to be able to make some actual measurement of efficiency. Equally he continues, if economic planning is to concern itself with particular industries, it is important to know how far a given industry can be expected to increase its output by simply increasing its efficiency, without absorbing further resources. Davis and Kouchhar (2002) argue that only by measuring efficiency and productivity, and separating their effects from those of the operating environment so as to create a level playing field, can we explore hypotheses concerning the source of efficiency or productivity differentials.

While the majority of empirical studies on technical efficiency in P-T-P buyouts use one technique to estimate efficiency, this study focuses on two methodological approaches: the construction of a nonparametric piecewise frontier using a linear programming method known as data envelopment analysis (Charnes et al., 1978), and the construction of a parametric production function using stochastic frontier analysis (Aigner and Chu, 1968; Aigner et al. 1997; Meeusen and van de Broeck 1977). These techniques, and a sample of 293 companies operating in the UK manufacturing industry during the period 1997-2007 obtained from the Centre for Management Buyout Research at the University of Nottingham, and the Office for National Statistics are used to investigate whether companies involved in P-T-P buyout ownership changes operate more efficiently after the buyout than a sample of PLCs.

---

3 The CMBOR is now based at Imperial College London since 2011.
The main strengths of stochastic frontier analysis are that it deals with stochastic noise and also allows statistical tests of hypotheses concerning production structures and degrees of inefficiency. Its main weaknesses are that it requires an explicit imposition of a particular parametric functional form from the underlying technology, and an explicit distributional assumption of the inefficiency error term. The principal advantage of data envelopment analysis is that it does not require an explicit \textit{a priori} determination of a production function and that efficiency is measured relative to the highest observed performance rather than against some average. Neither does data envelopment analysis require an explicit assumption about the inefficiency term. However, because data envelopment analysis is deterministic and attributes all deviations from the frontier to inefficiencies, a frontier estimated by DEA is likely to be sensitive to measurement errors or other noise in the data (Odeck, 2007).

This is the first study to use two different frontier techniques respectively, and plant level panel data to investigate technical efficiency in P-T-P buyouts in the UK manufacturing industry. The study is also the first to examine whether the geological location of plants and the type of buyout, i.e., LBO or MBO have an impact on the technical efficiency of companies involved in P-T-P buyouts.

Firstly, for the sample used and period under investigation, I find no evidence of increase or decrease in technical efficiency from PLCs to private equity over the long run. This finding is inconsistent with the disciplinary merger theory prediction that target companies will perform poorly prior to a buyout and have improved performance after the buyout, and the market for corporate control hypothesis which state that alternative management teams target poorly performing companies due to their inefficiency. The finding is however, consistent with the hypothesis that managers of PLCs have learned from private equity owned companies, how to operate PLCs more efficiently (Rappaport, 1990). Secondly, no evidence is found that the location or type of buyout affects the technical efficiency of companies operating in the UK manufacturing industry.

The research hypothesis, questions, and contributions highlighted previously are detailed below. A section detailing the organisation of this study then follows.
1.1 Research Questions

- Do companies involved in P-T-P ownership changes operate more efficiently than public limited companies not involved in ownership changes?
- Does the location of companies involved in P-T-P buyouts have an impact on its technical efficiency?
- Does the type of P-T-P buyout have an impact on firms’ technical efficiency?

1.2 Contributions

- This is the first study to use DEA to investigate efficiency in UK public to private buyouts
- This is the first time that both DEA and SFA respectively is used to analyse the effects of public to private buyouts on technical efficiency of companies operating in the UK manufacturing industry
- The study is the first to focus on UK public to private buyouts using reporting unit data
- This study examines for the first time, whether the type of UK buyout i.e., LBO or MBO affects the efficiency of companies in the UK public to private buyouts in the manufacturing industry
- This is also the first study to examine whether the location of plants involved in UK public to private buyouts have an impact on firm’s technical efficiency
- The study covers a more recent period than previous studies
1.3 Organisation of Chapters

This rest of this thesis is organised as follows:

An overview of the work is provided in Chapter 1. The justification for the study, the research questions, and contributions are provided in chapter one,

A review of the buyout theoretical literature is given in Chapter 2. The theoretical background of buyouts is examined through a variety of theoretical lenses.

Chapter 3 provides a review of buyout empirical literature and the techniques used to measure efficiency. The combined review of the theoretical and empirical literature, along with a wide ranging review of the anecdotal literature leads to the identification of several gaps in the current literature.

Chapter 4 examines technical efficiency and buyout efficiency measures.

The research hypotheses are presented, and data and the research sample are discussed. Sample statistics are presented, as is the variable selection, description, and several correlation matrixes presented in Chapter 5.

Chapter 6 presents the methodology, the research models, and model specifications. The model variables are specified, and model equations presented.

Results and discussion of findings are presented in Chapter 7.

Chapter 8 presents the research conclusion; policy implications; discusses future research; and research limitations.
CHAPTER TWO: THEORETICAL LITERATURE REVIEW

2.0 Theoretical Literature Review

The study of buyouts is complex because there are so many moving parts, and possible motivations for the buyout. There are around twelve main theories on buyouts and the motivation for them. No study on the subject can be properly undertaken without considering and understanding the impact of at least some of these variables on the different stakeholders affected by a buyout transaction; and motivation for managers to engage in them, particularly in P-T-P buyouts. Without such an understanding, the findings reported below will make no sense. For this reason, this study commences with a review of some buyout theories that are considered to be the most relevant to buyouts. These are: shareholder/stakeholder, agency, incentive realignment, market for corporate control, free cash flow, leverage/debt, and the undervaluation of target companies theories. Also included in this section is a review of the literature on outsourcing and employment. The purpose of including these two sections in the theoretical literature is to provide some insight into what are probably the two most unrecognised influential drivers of value in P-T-P buyouts. The theoretical literature generates a substantial amount of potentially interesting research questions. However, it must be emphasised at this point that not all of these can or will be tested in this study. This is because many of them have been addressed by other researchers to varying degrees, because data limitations will not permit the testing of others, and doing so will not add any significant new information to what is already known, and simply because they are not the main focus of this study. However, it is important that the selected topics are included in order to make sense of the buyout story.

A review of the empirical literature on buyout efficiency follows the theoretical literature review. The empirical review focuses first on accounting and event studies that measure the profitability of a company and the movement in share price respectively. It then turns to studies that use total factor productivity, data envelopment analysis, and stochastic frontier analysis techniques to measure a company’s technical efficiency. The section concludes with a summary and the identification of the research hypothesis to be tested.
2.1 Agency Theory

Adam Smith (1776), in the Wealth of Nations was probably the first to suggest that private production is more efficient than public production. He states of a private producer, “By pursuing his own interest he frequently promotes that of the society more efficiently than when he really intends to promote it. I have never known much good done by those who affected to trade for the public good.”

Following Adam Smith (1776), an argument arising from the property rights literature, and related to Williamson (1964) asserts that public production is inherently less efficient than private production. Converting this into its modern context of Agency theoryWilliamson (1964) argues that given the freedom to do so, managers would seek to maximise a utility function with staff and emoluments as arguments in addition to profit. This argument asserts that the concentration and transferability and incentive forces private owners to monitor managerial performance, and that this incentive is diminished for public owners, who are dispersed and whose ownership is not transferable. Consequently, public managers have greater freedom to pursue their own objectives at the expense of conventional objectives.

In other words, agency theory suggests that managers of PLCs cannot be trusted to operate their companies in the best interest of their shareholders (Jensen and Meckling, 1976, Jensen, 1988), as they will put their own interests ahead of those of their shareholders, and this divergence from shareholders interest will lead to poor corporate behaviour and inefficiency (Mann, 1965; Mead, 1968; Jensen and Meckling, 1976). The principal-agent problem (or agency dilemma) therefore concerns difficulties in motivating one party (the "agent"), to act in the best interests of another (the "principal") rather than in his or her own interests (Jensen and Meckling, 1976). This problem of agency it is argued; can only be overcome by aligning managerial interest to those of shareholders, which will lead to increased firm efficiency (Jensen and Mecklin, 1976; Amihud and Lev, 1981; Hill et al, 1988; Jensen, 1989; Turk, 1990; Fox and Macus, 1992; Jensen, 1993; Pham and Hill, 1995; Froud and Williams, 2007; Meuleman et al, 2009).

---

4 Agency theory suggests that managers will become less diversified in their own personal wealth if given a stake in the company that they work for (Amihud and Lev, 1981, Hill et al., 1988, Turk, 1990).
In order to incentivise managers to create corporate efficiency, researchers such as Jensen and Murphy (1990) recommend reward compensation schemes that link chief executive officers’ (CEO) compensation to corporate performance. Singh (1990); Green (1992); Garvey (1992); and Kaplan and Stein (1993) all provide empirical evidence to support the agency prediction that aligning managerial interest to that of the company provides them with positive incentives to look for efficiency gains that will increase the value of the company and therefore their stake. Although there are disagreements about some details, CEO stock options in general are typically assumed to ameliorate agency problems, and such incentive structures remain a best practice promoted by compensation consultants. However, there is little empirical evidence to show that managerial incentives lead to increased technical efficiency in companies involved in P-T-P buyouts.

2.1.2 Incentive Realignment Hypothesis

The incentive realignment hypothesis suggests that firm efficiency will be improved by providing managers with incentives to align their interests with those of their company (Jensen and Mecklin, 1976; Amihud and Lev, 1981; Hill et al, 1988; Jensen, 1989).

Most studies on managerial incentives are based on the financial profitability of the company, not on its technical inefficiency, i.e., on how efficiently the company converts inputs into outputs. Moreover, the perceived relationship between ownership of a company and its profitability is challenged by Demsetz (1984) who argues that since ownership of a company emerges as an endogenous outcome of competitive selection; in which various cost advantages and disadvantages are balanced to arrive at an equilibrium organisation of the company, no relationship between the ownership structure of a company and its profitability is expected.

Lowenstein (1985); Law (1986); Drucker (1986, 1988); Shleifer and Summers (1988) are also critical of buyouts, particular P-T-P buyouts. These authors argue that buyouts are little more than means of capturing rents, and create little or no social value. Additionally, Drucker (1986) asserts that rather than focusing on efficiency, a more plausible explanation for buyouts is that executives of buyout firms have a comparative advantage at transferring wealth from stakeholders to shareholders by squeezing other beneficiaries of corporate wealth in situations where incumbent managers are unable or
reluctant to do so. Moreover, these authors contend that gains in buyouts come not from efficiency, but from the exploitation of financial market misevaluations, and the use of tax benefits. Consistent with these views, DeAngelio (1986) argues that buyouts engender potentially severe conflicts of interest for insider managers, who both have a fiduciary duty to negotiate a fair value for their publicly held shares and are themselves the purchasers of these shares. In light of such criticism, Jacobs (1991), Pham and Hill (1995) warn that the agency prediction that buyouts increases efficiency should be taken with caution, as expectations do not always match outcome.

Core et al (1999); Blasi and Kruse (2003); Yermack (2006); and Denvers et al (2006) argue that even if long term incentives for top management teams enhanced company performance directly; it indirectly reduces company performance by facilitating acquisition behaviour. Following this line of reasoning, Harris and Bromiley (2007) suggest that rather than providing managers with an adequate incentive for the good management practices that the literature assumes, the large potential pay-offs provide managers with an enticement to cheat, commit fraud, or cook the books in an attempt to fabricate the levels of corporate performance that will trigger the pay-off. The authors conclude that conventional formulated theories are naive in presuming that managerial responses to incentives are limited to actions that build true corporate value.

Acknowledging that buyouts are financially profitable, Lazenic and O’Sullivan (2002) associate the large increases in managerial incentives with a persistent worsening of the distribution of income in the US. They argue that on the basis of superior economic performance, private equity shareholders have inserted themselves into a social environment where innovative enterprises for decades allocated resources that have created value, and now make the ideological claim that, as the “principals” in the modern corporation, they as shareholders have the predominant, if not the only voice in determining the distribution of value already created. Laznick (2001) continues to argue that in the real economy, the widespread and engrained belief in the theory of the market economy tends to render ungovernable those corporate executives and political elites who wield power over the allocation of resources; while it tends to leave vulnerable, the vast majority of the population who depend on the strategic decisions of the enterprise and the state to create economic opportunity.
Nikoskelainen and Wright (2007) use probability regression and buyout data from the CMBOR for 321 exited UK buyouts to examine the impact of governance on value increase in UK buyouts during the period 1995-2004. Tests on a restricted sample of exited buyouts show that management’s equity stake is a significant factor in determining LBO returns only in larger and successful buyouts. However, no evidence is found that the governance structure of buyouts is a main driver of LBO returns. Inconsistent with this finding, Wright et al (2009) contend that the buyout governance structure provides incentives to reduce agency and free cash flow problems.

The need for companies to involve in buyouts and for managers to be incentivised to create value is further questioned by Froud and Williams (2007). The authors assert that the gains from buyouts available to those who supply a minority of the capital in the form of equity are available regardless of what management does at the operating level. Such gains are a matter of arithmetic at the financial engineering level, rather than a consequence of how private equity governance aligns owners and management interests, and in principle, public companies could improve returns on equity by re-leveraging and taking out more debt. This is consistent with Sir Paul Myners (2007) who points out that “private equity executives are, for the most part, highly skilled technicians, but more expert in identifying and releasing value than creating it.”

Froud and Williams (2007) and an article in the FT (2007) contend that private equity represents a rearrangement of ownership claims for value capture which allows value extraction, particularly for the benefit of the few who are positioned as private equity principals or senior managers. The legacy effects of private equity is therefore likely to be a cultural shift which normalises value capture insofar as it helps to institutionalise and normalise value extraction for the few as a practice and motivation for investors and managers in Western economies. Therefore, rather than creating efficiency, one of the attractions of private equity is that the business model concentrates equity ownership and fee income in a few hands so that a managerial elite can gain “life changing amounts of money.”

Demonstrating how investing in private equity buyouts benefits executives, Froud and Williams (2007) and Golding (2007) point out that even though pension funds and other outsiders who invest in private equity become limited partners with an equity stake, the private equity fund is managed by a few private equity general partners who
earn fees and a share of the profits, while a few senior managers in the operating business often receive substantial equity stakes as a form of incentive and reward. General partners’ earnings take two forms: first an annual management fee of around 1-2 per cent of committed capital, and second, a share of the profits of the fund usually about 20 per cent; payable after a hurdle rate of return has been achieved. The management fee skims a first tranche of value from the fund and provides a reward that is completely unrelated to performance, while the carried interest provides the opportunity to generate significant returns in the form of capital gains for the general manager, provided value can be extracted for the equity claimant (Froud and Williams, 2007).

In line with such views, Cuny and Talmor (2007) argue that for the managerial incentive alignment argument to be compelling, it should explain why incentive contracts and capital structural changes cannot be structured under current ownership. Without such arguments, the economic rationale for a non-strategic sale of an ailing company to improve its operational performance remains unclear. Furthermore, from an academic viewpoint, ownership changes before a turnaround seem at odds with the separation of ownership and control. This is particularly puzzling since most private equity firms do not claim to possess industry-specific skills. Rather, turnarounds often involve an assessment by professional consultants with such abilities. This is in line with Goossens et al (2008) who argue that the fact the company is involved in an ownership change is in itself positive and leads to value creation, whether or not private equity investors are involved in the transaction. Moreover, Harris (2008) argues in line with agency theory; that corporate managers cannot be trusted, and that incentive pay ultimately exacerbates the very agency problem it is purported to solve. Phalippou (2009) argues that considering the way buyout compensation contracts bury, in details, costly provisions that are difficult to justify on the basis of proper incentive alignment, it would be premature to assert that agency conflicts are lower in private, than in public equity.

As the theoretical and empirical evidence have grown against private equity investment in P-T-P buyouts, private equity executives use agency theory to argue that the focus of PLC executives should solely be on corporate shareholders, as they are the only
legitimate owners of the company, and the company should be operated in their sole and best interest (More, 1999). However, this suggestion has also run into difficulties.

### 2.1.3 Shareholder and Stakeholder Theory

Shareholder theory implies that the ultimate measure of a company's success is the extent to which it enriches shareholders (Jensen and Meckling, 1976). The justification for focusing on shareholders’ interest is found in traditional property rights laws. This is a central part of the private equity buyout model in which it is stated: The function of managers is to “maximise shareholder value” (BVCA). The modern argument for shareholder value starts with the director’s fiduciary duty to run the company in the interests of shareholders (Moore, 1999). This view gathered a great deal of traction during the buyout boom years of the 1980s and 1990s. This view may well hold if all companies involved in buyouts were private. However, the current trend is to target PLCs. As a consequence, like agency theory and the managerial incentive realignment theory, shareholder theory ran into problems when private equity firms started taking more and larger PLCs private, and paid out large sums to corporate and buyout executives for allegedly creating efficiency gains, while laying off large numbers of workers. This has led UK trade unions and other opponents of the buyout model to raise questions over whose interests PLCs should be operated.

Early survey evidence suggests that rather than concentrating on shareholders alone, managers of UK PLCs felt committed to the enhancement of overall corporate wealth, including the company’s human capital when making decisions (Donaldson and Lorsch, 1983). Moreover, Law (1986) argues that contrary to financial theory, the shareholder is not the only bearer of residual risk in the company. This has given rise to the competing stakeholder theory, which argues that PLCs should be operated in the interests of all its stakeholders (Drucker, 1988, 2001). In line with Law (1986), Drucker (1988) contends that in the modern context, thought must be given as to what management should be accountable for; and how, and through whom its accountability can be discharged. He continues:

---

5 For a discussion on shareholder theory see Jensen (1989, 2001), and Sternberg (1986).
“The shareholders’ interest, both short-and long-term, is one of these areas, but it is only one. Buyout firms and their financial backers maintain that management is solely accountable to shareholders whatever their wishes, even if these represent nothing more than short-term speculative gains and asset stripping. This is indeed what the law says. But the law was written for early nineteenth century business conditions, well before large enterprises and management came into being.”

Categorically rejecting the agency theory suggestion that managers of PLCs are systematically fleecing their shareholders, and that privately equity shareholders have a superior claim over stakeholders, Drucker (1988) argues that:

“The moral and legal arguments offered by agency theory that managers of PLCs will enrich themselves at the expense of the organisation and the recipients of its residual cash flows, the shareholder; places the shareholder in a superior position to stakeholders; and is the result of the overextended metaphor of agency theory in economics.”

Drucker’s (1988) view is that ownership of PLCs has shifted from private ownership to the pension funds of a country’s employees. He argues this is the “most positive development of the twentieth century; because it resolves the social question that provoked the nineteenth century – the conflict between “capital” and “labour” by merging the two.” He contends that takeovers are only a symptom of the fundamental questions pension fund socialism raises about the legitimacy of management - to whom are managers accountable? For what? And what is the purpose and rationale of large PLCs.

In contrast, Jensen (1989) supports the concept of private equity taking over PLCs, and argues contrary to Lowenstein (1985); Law (1986); Drucker (1986, 1988); and Shleifer and Summers (1988) that:

“Developments as striking as the restructuring of our financial markets and major industries reflect underlying economic forces more fundamental and powerful than financial manipulation, management greed, reckless speculation, and the other colourful epithets used by defenders of the corporate status quo. The forces behind the decline of the public corporation differ from industry to industry. But its decline is real, enduring, and highly productive. It is not merely a function of the tax deductibility of interest, nor does it reflect a transitory LBO phase through which companies pass before investment bankers and managers cash out by taking them public again. Nor, finally, is it premised on a systematic fleecing of shareholders and bondholders by mangers and others with superior information about the true value of corporate assets.”
Donaldson and Preston (1995) interceding, contend that even though stakeholder theory goes beyond the purely descriptive observation that “organisations have stakeholders,” the notion that stakeholder management contributes to successful economic performance is insufficient to stand alone as a basis for the stakeholder theory. However, he continues, the truth is; that the most prominent alternative to stakeholder theory (i.e., shareholders theory) is morally untenable. The theory of property rights, which is commonly offered to support the conventional shareholder view, in fact, in its modern and pluralistic form, supports stakeholder theory instead.

Sternberg (1996) rejects the view that PLCs should operate for the benefit of all stakeholders, and argues that “stakeholder theory is incompatible with business and all its substantive objectives, and undermines accountability, property rights, the duty of agents to principals, and the wealth-creating capabilities of business.” However, Mitchell et al (1997) dismisses Sternberg’s views, and argue that stakeholder theory must account for power and urgency as well as legitimacy, and no matter how distasteful or unsettling the results, managers must know about entities in their environment that hold power and have the intent to impose their will upon the company. Power and urgency must be attended to if managers are to serve the legal and moral interest of legitimate stakeholders. However, Sternberg (1996, 1997) rejects these assertions, and contends that even though stakeholder theory is widely offered as a corrective to perceived defects of business ethics, and as an alternative model of corporate governance, far from being a source of improvement, stakeholder theory is fundamentally misguided, incapable of providing better corporate governance, business performance or business conduct.

Sternberg (1997) is supported by Jensen (1997) who maintains that corporations vest control rights in shareholders, without any apparent thought for the long-term corporate implications of what is being suggested. He continues, “They are the constituency that bears business risk and therefore have the appropriate incentives to maximise corporate value. Assigning control to any other group would be tantamount to allowing that group to play poker with someone else’s money, and would create inefficiencies.” The implicit denial of this proposition is the fallacy of the so-called stakeholder theory of the corporation, which argues that corporations should be run in the interest of all stakeholders.

---

stakeholders. Despite there being evidence of executives operating PLCs successfully for many years, Jensen (1997) argues that stakeholder theory offers no account of how conflicts between different stakeholders are to be resolved, and gives managers no principles on which to base decisions, except to follow their own preferences.

Reinforcing the views of Sternberg (1996) and Jensen (1997), Jensen (2001) asserts that stakeholder theory plays into the hands of special interest groups that wish to use the resources of corporations for their own ends, and argues:

“Stakeholder theory gives special interest groups the appearance of legitimate political access to decision-making power in organisations, and it deprives these organisations of a principled basis for rejecting those claims. The result is to undermine the foundation of value-seeking behaviour that enables markets and capitalism to generate wealth and high standards of living worldwide. If widely adapted, stakeholder theory will reduce social welfare even as it advocates to increase it.”

Opposing Sternberg (1996) and Jensen (1997), Drucker (2001) contends that a company’s human capital is its chief asset, and argues:

“The means of production is knowledge, which is owned by the knowledge workers and is highly portable. Knowledge workers provide capital, just as much as does the provider of money. The two are dependent on each other. This makes the knowledge worker equal to an associate or partner.”

While maintaining his rejection of the principles of stakeholder theory, Jensen (2001) concedes, in line with Drucker (2001) that “It is a basic principle of enlighten value maximisation that we cannot maximise the long-term value of an organisation if we ignore any important constituency. Companies cannot create value without good relations with customers, employees, financial backers, suppliers, regulators, and communities.” In an attempt to resolve the dispute between shareholder and stakeholder theory, Jensen (2001) offers the balanced scorecard approach (enlighten stakeholder theory). However, this was not sufficient to lay the dispute to rest, and Fontrodona and Sison (2006) assert that:

“The assumption that shareholders own the company is not justified even within the framework of agency theory. If the company is a “nexus of contract” as argued by Jensen and Meckling (1976), then no one owns the company, because one cannot own a mere nexus. There can only be owners of various production factors. PLCs exist, primarily, not because of cost reductions, but because of a need for different competencies or the division of labour. These competencies are the fruit of the
combined efforts of individuals seeking a common goal. Therefore, the purpose of the company is not to maximise shareholder wealth but to provide an opportunity for stakeholders to develop themselves both materially and morally through the relationships they establish.

Consistent with the stakeholder arguments, Jack Welch, former head of General Electric concedes that, the emphasis he and other corporate executives and investors placed on shareholder value since his speech in 1981 is misplaced. He states “managers and investors should not set share price increase as their overarching goal. Short term profits should be allied with an increase in the long-term value of a company. On the face of it therefore: “Shareholder value is the dumbest idea in the world. Shareholder value is a result, not a strategy. Your main constituencies are your employees, your customers and your products” (Jack Welch, 2009). In line with this admission, Nwanji and Howell (2009) suggest that a combination of both shareholder and stakeholder strategy could enable management to deliver the needs of stakeholder groups, while in the long term maximise wealth for shareholders.

2.1.4 Debt/Leverage

An alternative and more current criticism of P-T-P buyouts is they are motivated to take advantage of the large amount of cheap debt available to buy these types of companies. Debt (also known as leverage) in the buyout capital structure is intimately linked with free cash flow theory, and agency theory that managers of PLCs will enrich themselves at the expense of the organisation and the recipients of its residual cash flows (the shareholders). The principal advantage of debt in the buyout capital structure is the tax savings it generates from the ability to offset interest payments against the company’s tax liability (Drucker, 1986). This is an important benefit because interest payments are tax deductible, whereas payments to equity holders are not.

The BVCA makes great play of its members’ ability to leverage the PLCs they buy. Indeed Drucker (1986) argues that gains in buyouts, comes from the exploitation of financial market misevaluations, and the use of tax benefits associated with free cash flows. A study by accounting firm Ernst & Young confirms the importance of leverage in the buyout capital structure. It shows that only one fifth of the returns achieved from
buyouts come from strategic and operational improvements. The balance is attributed to additional leverage (Ernst & Young, 2008).

Private equity employing debt in its capital structure allows it to make large acquisitions without having to commit a lot of capital (Golding, 2007). It is well documented that debt reduces the agency costs of free cash flow by reducing the cash available for spending at the discretion of managers (Jensen, 1986, Garfinkel, 1989). The benefits from the increased performance enables debt servicing costs to be met, the consumption of managerial perquisites to be reduced and surplus cash to be disgorged to the market place for subsequent reinvestment in profitable projects (Wright et al, 1990). Theory suggests that the threat caused by failure to make debt repayments serves as an effective motivating force to make managers operate their companies more efficiently (Jensen, 1986; 1988; 1989). The type of efficiency referred to by this theory, is financial efficiency, which is brought about by the distribution of free cash flow. Froud and Williams (2007) points out that in principle; PLCs could improve return on equity by re-leveraging and taking out more debt. However, many PLCS declined to so, properly recognising that the control hypothesis of debt does not imply that debt issues will always have a positive control effect (Jensen, 1986), and retaining some cash flow to meet future challenges rather than resorting to debt. Little of the buyout theoretical literature focuses on the risks debt pose to a company, and the fact that debt has to be repaid at some point in the future.

Nevertheless, the retention and use of free cash flow by PLC corporate managers has been viewed as a central weakness in PLCs since Jensen (1986). Jensen (1989) contends that retaining free cash flow creates conflicts between shareholders and managers, and maintains that for a company to operate efficiently and maximise value, free cash flow must be distributed to shareholders rather than retained and wasted, on what he considers to be organisational inefficiencies.

However, researchers such as Cybert and March (1963), Bourgeois (1981), Singh (1986) and Sharfman et al (1988) do not view the retention and use of free cash flow as a waste of corporate resources, but as organisational slack; which should be retained by

---

managers and reinvested in the company. Still, Fox and Marcus (1992) argue that cash flow may be embodied in valuable options for future actions that may otherwise not be feasible. It could simply buy the company time to wait for some degree of uncertainty to be resolved or for information to arrive. Under conditions of uncertainty, it can provide the company with the flexibility to make changes, and it may be used as a means to secure the long-term commitments needed from stakeholders. Viewed this way, cash flow offers the potential for competitive advantages, and if properly used; the potential for innovation allows managers to compete more successfully in global markets (Hirsch et al. 1990).

Recognising the difficult position many managers of PLCs find themselves trying to avoid being targeted and taken over by private equity, Drucker (1986) argues that it is too dangerous for any PLC to be liquid, as this will only attract a buyout bid that can expect to repay itself, and the debt incurred in bidding for the company out of the target company’s own cash flow. Companies who find themselves in a liquid position, no matter how much cash they may need only a few months further on, hasten to squander the cash, for instance in buying up assets that are alien to their own business; that has only one advantage, it absorbs a lot of money. Moreover, companies increasingly cut back on expenses for the future, such as research and development. This is consistent with Rappaport (1990) who observes that buyout firms target companies that have strong and predicable cash flows, readily separable assets or businesses available for sale, products with well-known brand names and strong market positions that are not subject to rapid technological changes.

The GMB (2007) and IUF (2007) explain that part of private equity’s strategy for unlocking value in target companies includes the sale of (and sometimes leaseback) of property assets, the sale of physical assets other than real estate, depleting cash reserves, and the use of the target company’s assets to secure new loans. These practices generate greater free cash flow and so it is said that the value of the company’s assets have been unlocked. However, Wol Kolade, Chairman of the BVCA rejects the GMB and IUF contention that private equity firms asset strip target companies to generate free cash flow to service debt, and argues that:

“This is probably the most illogical accusation to throw at an industry that survives by making businesses more successful, by growing them and adding value. You can’t
create value in a business by stripping it of what makes it profitable, any more than you can attempt to sell a car on at a profit after you have removed its wheels. The whole idea of asset stripping, firing half the workforce and releasing a company as a wreck is completely nonsense. If we did that we would be out of business.”

Recognition of the risks posed to companies involved in buyouts by over leveraging have now started to emerge. A report by the Bank of England points out that, capital gains on a private equity investment reflects any value added in restructuring the target company, for instance, by raising revenues and increasing margins. These gains should, to a certain extent, be determined by the skill of the general partner in setting strategy and, in some cases, introducing new management. But they are also a function of deal leverage. In certain cases, the report continues, the total cost of an acquisition will fall with the amount of debt funding used, implying that returns can be increased through greater leverage. This results from a failure of the Modigliani-Miller (1958) Capital Irrelevance Theorem. A failure of this theorem rests on there being financial frictions that distort the relationship between the cost of debt and the amount of equity. If capital markets were fully efficient; which is comprehensively rejected by Shleifer (1988), the capital structure of a transaction would have no impact on its overall cost of funding. However, a variety of information and incentive problems and policy distortions (for example the tax deductibility of debt) are widely believed to cause deviations from this theoretical equilibrium (Bank of England, 2013).

2.1.5 Disciplinary Mergers Theory

Given the perceived entrenchment of corporate managers, and the perceived poor performance of PLCs discussed in the theoretical literature above, agency theorists such as Friedman (1970), Jensen and Meckling (1976), and Jensen (1989) argue in line with Manne (1965), for the need for a takeover market that, functioning as a market for corporate control, will discipline managers whose companies perform poorly.

Berle and Means, (1932), Marris, (1963), Williamson, (1964), and Sappington, (1983) all argue that it is a “well-established argument” that managers in PLCs do not have strong incentives to allocate corporate resources in a way to maximise shareholder value. This led to the development of Mann (1965), Mead (1968), and Jensen (1988, 1989) disciplinary mergers theory prediction that plants or companies performing
poorly before a buyout will become takeover targets, and will have improved performance after the takeover.

To test the disciplinary mergers theory, Lichtenberg and Sigel (1992) apply a matching theory model closely related to the matching theory of job turnover developed by Jovanovic (1979) and used extensively in labour market studies to investigate corporate ownership changes. According to this theory, heterogeneous groups of workers and employers continually engage in a matching process that improves the fit between workers and jobs. Lichtenberg and Sigel (1992) argue that “companies are constantly evaluating the match or fit between plant and parent,” and that “the quality of the match is the major determinant of corporate decisions to maintain or relinquish ownership of an establishment.” Lichtenberg and Sigel (1992) theory contains two important implications:

(1) Low productivity, an indicator of poor match between the establishment and its management, will lead to ownership changes.

(2) A change in ownership will result in increased productivity.

It is upon these premises that private equity relies for its justification of targeting and taking over PLCS.

2.1.6 Market for Corporate Control Hypothesis

The market for corporate control is viewed as a major component of the managerial labour market (Jensen, 1988). Mann (1965), Jensen and Ruback (1983) define the market for corporate control as an arena in which alternative management teams compete for the right to manage corporate resources, such as employees and free cash flows (Jensen and Ruback, 1983; Jensen, 1988; Jarrell et al 1988). Consistent with the disciplinary mergers theory, the market for corporate control hypothesis predicts that superior management teams will target underperforming companies in takeover bids. According to Jensen (1984, 1988) the large returns received by corporate shareholders in early buyouts are due to improved management and increased efficiency brought about by restructurings.
According to Jensen (1988, 1989), buyouts loosen control over vast amounts of resources; enabling them to move more quickly to their highest valued use. Jensen claims this is facilitated by the buyout governance structure, which provides stronger incentives for managers to operate companies more efficiently than the PLC governance structure. Jensen (1988) argues that because existing PLC managers have trouble abandoning strategies they have spent years devising and implementing; even when these strategies require the abandonment of major projects, relocation of facilities, changes in managerial assignments, and the closure or sale of facilities or divisions, it is easier for new top-level buyout managers with fresh views of the business and no ties with the current employees or communities to make such changes.

Identifying deficiencies in Jensen’s (1988) arguments over the benefits of ownership changes, Von Thadden (1989) points out that Jensen’s arguments lack awareness of what precisely creates gains in ownership changes. Jensen originally argues that “The exact nature of the changes in assets, liabilities, management, employment, and operating strategies would give us a much better understanding of the sources of gains from “takeovers.” However, he then contradicts this in a discussion on agency problems and free cash flow where he states: “Many of the benefits in going private and LBO transactions seem to be due to the control function of debt. These transactions are creating a new organisational form that competes successfully with the open corporate form because of advantages in controlling the agency costs of free cash flow,” switching the argument from takeovers in general to LBOs.

Jensen (1988) also acknowledges that the changes that triggered early buyouts came about, because a variety of political and economic conditions created a climate where economic efficiency required the major restructuring of corporate assets. These factors included the relaxation of restrictions on mergers imposed by US antitrust laws; withdrawal of resources from industries growing slowly or that needed to shrink; deregulation in the financial services industry; the oil and gas transportation industries; the broadcasting industry; improvements in takeover technology, including a larger supply of increasingly sophisticated legal and financial advisors; and improvements in financing technology. However, these are factors not necessarily under the control of managers, and which are different from any wilful act on the part of managers in PLCs, or their inability to manage corporate resources efficiently. Consistent with this view,
Law (1985, 1986); Drucker (1986); Lowenstein (1985, 1986); and Shleifer and Summers (1988) argue that takeovers are largely a form of financial rearrangement which creates private value by capturing rents but creates little or no social value, and that the disruption costs of some hostile takeovers may well exceed their social benefits.

Contributing to the debate against buyouts, Hansmann (1988) argues that ownership forms are more variegated than just private or public, and identifies investor-owned companies, customer owned firms, worker owned firms, and firms without owners (non-profit enterprises). He argues that each deals differently with problems associated with hierarchy, coordination, incomplete contracts, monitoring and agency costs. This leads to an expectation that different ownership forms will generate differences in performance. Building on this argument, Von Thadden (1989) asserts “corporate control is a good that determines the activities of a company and hence influences the preferences of its shareholders in different ways. Therefore, transferring control to one group of shareholders does not necessarily imply that a well-defined value is increased; only that corporate activities are redirected according to the preference of the new shareholders. The efficiency implication of this change must therefore be judged case by case and should not be taken for granted a priori.” Therefore, the general claims of the market for corporate control hypothesis should be met with doubt, as the far reaching assertions and policy recommendations in Jensen (1988) are not justified. Nor is the concept of the market for corporate control fit to describe takeover practices in Europe.

Considering the competing buyout arguments, Rappaport (1990) contends that it is impossible to overstate how deeply the market for corporate control has changed the attitudes and practices of US managers, and points out that in response to shareholders’ requests for the return of cash, hundreds of PLCs have shed underperforming divisions, sold assets not essential to operations, repurchased stock, increased leverage, and closed uneconomic plants and offices. This restructuring wave is not a fad he continues; it is an enlightened response to profound changes in the competitive and financial environment. Following this reasoning, Rappaport (1990) concludes that executives of PLCs have learned lessons from the early waves of buyouts on how to operate their companies like those owned by buyout firms. Therefore he contends, no efficiency gains are expected from buyout ownership changes. Moreover, P-T-P buyouts are a
form of shock therapy, capable only of producing one-off gains. Companies involved in
buyouts and ownership changes are therefore transitory organisations with a limited life
span.

Consistent with Rappaport (1990) alternative buyout hypothesis, opponents of private
equity contend that when private equity firms take control of a target company, the new
management’s focus is not on actual business operations, i.e., converting inputs into
outputs, or the provision of services, or increasing operating margins. Instead it is on
extracting maximum cash out of the business in the quickest time (GMB 2007, IUF,
2007).

In line with observations made by Jensen (1988), and consistent with Rappaport (1990)
alternative buyout hypothesis, Wruck (2008) concludes that since Jensen and Ruback
(1983), the dramatic expansion of the private equity market, and the resulting
competition between corporate and financial buyers for deals have both reinforced and
revealed the limitations of the definition of the market for corporate control. The effects
of private equity on the behaviour of companies both public and private have been
important enough to warrant a new definition of the market for corporate control, one
that emphasises corporate governance and the benefits of competition for deals between
private equity firms and public acquirers.
CHAPTER THREE: EMPIRICAL LITERATURE REVIEW

3.0 Empirical Literature Review

Attempts to empirically test the various buyout theories discussed in the theoretical literature above, and therefore firm efficiency, have been undertaken using a variety of techniques. This section therefore looks at the main techniques used to test these theories. These include accounting studies, event studies, total factor productivity techniques, data envelopment analysis, and stochastic frontier analysis. The section also considers the suitability of the techniques to address the question of efficiency in buyouts.

3.1 Accounting Studies

Accounting studies examine company performance based on accounting data such as net income, operating and net cash flows to assess how efficiently a company is deploying its assets. The buyout theoretical literature suggests that the corporate resources alternative management teams compete for the right to manage in target PLCs is free cash flow. Many empirical studies analyse the performance of buyouts based on a company’s post cash flow performance.

Weston and Mansinghka (1971) use US accounting data to test the performance of conglomerate companies for the period 1960-1968 using profitability as the measure of performance. For the year 1968, they find that the earnings rates of companies in the control sample are significantly higher than acquiring conglomerate companies, and that acquired companies are less leveraged than the acquirers. Melicher and Rush (1974) report similar results for the period 1960-1969. This suggests that PLCs are being targeted to gain access to unused cash flows. However, Melicher and Rush (1974) suggest that the acquisitions in their sample may have been undertaken as a defence strategy against hostile buyouts. While the study is only on conglomerate acquisitions, it provides some evidence that companies were not necessarily purchased because they were performing badly.

Opler (1992) investigates operating performance following buyouts in a sample of 44 large US LBOs during the period 1985-1989 using operating cash flow. The author
finds that median operating cash flow to sales increased by 16.6 per cent one year before the buyout until two years for the LBO sample. The study does not report the proportion of friendly and hostile buyouts. This is important, since if there are a lot of friendly takeovers in the sample; it may help to explain these results, as friendly takeovers could have been undertaken as a defensive mechanism, or simply for synergy gains, rather than to discipline managers, as argued in the theoretical literature above. If this is not the case, then the result may provide empirical support for the hypothesis that buyout firms target healthy PLCs. The author also purports operating profit per employee rose by an average of 31.8 per cent in the two years following the buyout. The rise in operating cash flow per employee suggests that LBOs are associated with significant improvements in labour productivity, which may mean reductions in employee numbers. The sample in this study is small and biased towards larger buyouts, and is limited to the first two years of the buyout. The study also surprisingly excludes buyout of divisions of companies.

Perry and Williams (1994) examine a sample of 175 US MBOs during 1981-1988 and find no negative discretionary accruals in the year prior to the buyout announcement. Moreover, when the authors apply their method to DeAngelo’s (1986) sample, they find no evidence of significant accrual changes before the MBO.

Franks and Mayer (1996) investigate hostile UK buyouts in 1985 and 1986 using accounting data. Focusing on the extent to which hostile takeovers give rise to management board turnover and post takeover restructuring, they find that the performance of target companies are not inferior to that of a sample not involved in buyouts or merger activity, matched on firm size and industry, except for $Q$ ratios. However, they report that it is difficult to distinguish between the financial performance of target companies prior to a bid and after an accepted bid. Moreover, the authors find that over two and five years prior to a takeover bid, target companies display superior abnormal share price performance compared to a sample, and that only in the year prior to a bid is there worse performance. This suggests that private equity firms do not necessarily target poorly performing companies as suggested by Drucker (1986, 1988) and that there is possible manipulation of accounting data downwards by executives of PLCs to help justify the buyout.
Agrawal and Jaffe (2003) use US financial data for a sample of 2,083 acquisitions for the period 1926-1996 to examine the long-run operating performance of target companies before they are acquired. All companies are within the same two-digit primary SIC industry code. Performance is measured in terms of both operating returns on assets, and operating returns on sales. The result for operating return on asset is significant. This indicates that there are no significant differences between target companies and their controls. The results for operating return on sales also show significant differences between targets and the control sample. These results are inconsistent with the disciplinary mergers hypothesis.

Weir and Wright (2006) use accounting and financial data for 96 UK P-T-P buyouts and probability regression to calculate sales growth, free cash flow and capital expenditure, and buyout data to examine whether P-T-P transactions are different from listed companies. They find that companies involved in P-T-P buyouts are likely to have lower growth prospects and valuation, suggesting, consistent with the undervaluation hypothesis, that going private via an MBO may result from management’s knowledge of private information that leads to them believing that the market has an incorrect perspective of the company’s prospects.

Several limitations are noted with accounting study techniques. Lichtenberg and Siegel (1987) state that because many ownership changes involves only parts or divisions of a company, it is difficult to assess the impact of such partial acquisition or divesture using financial data at the level of the company.

Verma (1993) pointed out that aggregate measures of firm performance such as net income, are less informative about the operating performance of a company because they incorporate many other factors in addition to the direct outcome of operating decisions. It is better therefore to use a more direct measure of operating performance that is based on the total factor productivity of the company. In addition, Thompson and Wright (1995) argue that accounting techniques tend to be short term in nature, typically two to three years post-buyout, and miss one important component of managerial control, technical efficiency employed in the partial accounting ratios used in studies such as Kaplan (1989) and Smith (1990).

Finally, Harris et al (2005) argues that the accounting profits used in accountancy studies are not necessarily perfectly correlated with real firm performance, as policy
decisions regarding the optimal level of buyout activity hinge mainly on their impact on economic efficiency (i.e., the social returns to buyouts) and not on their effects on profitability (i.e., the private returns to buyouts).

### 3.2 Event Studies

Contrary to accounting studies, event studies examine the cumulative abnormal returns (CARs) to shareholders in acquired companies in the period surrounding the announcement of a buyout. Since the 1970’s event studies have dominated private equity research (Bruner, 2002). An efficient market is defined as one in which a share price fully incorporates all available information on the security and that the share price provides accurate signals for optimal resources allocation (Fama, 1970). A large body of empirical evidence on the combined market value of US acquiring and acquired companies suggest that takeovers have a positive net effect on stockholder wealth.

Early event studies are based mostly on conglomerate firms. Whilst conglomerate firms such as Hanson Plc were indeed public companies, they play a critical role in helping to explain some of the dynamics of buyouts. It also provides a critical link with Drucker (1986, 1988) and Rappaport (1990) theoretical hypothesis which suggested that managers of PLCs have learned lessons from the early wave of buyouts, and were operating their companies more efficiently, and in a similar manner to the buyout model.

Smith and Schreiner (1969) compare the efficiency of target selection by conglomerates with that of investment companies (buyout firms). Their findings indicate superior performance for companies owned by investment firms. The data for the investment companies is based on actual industry distributions. However, the results for companies owned by conglomerate firms is a simulation based on the industries in which the conglomerate firms operate.

Linters (1971) starts to develop a case for financial leveraging as a motive for conglomerate mergers in the form of taking advantage of suppressed debt capacity of target companies. It is argued that by acquiring a less leverage company, the acquiring firm’s debt ratio is lowered and consequently there develops the potential for more
borrowing. Reid (1971) proposes alternatively, that conglomerate firms are motivated by size maximisation objectives as opposed to profit maximisation objectives. That is, managers of conglomerate firms focus on growth in sales, assets, and employees in an effort to improve their prestige and job security.

Weston and Mansinghaka (1971) propose, contrary to the disciplinary mergers theory, that companies become conglomerates through defensive diversification activities, i.e., diversification to avoid adverse developments in existing markets and operations. To examine this hypothesis, the authors use data from the Fortune 500 and multiple measures to examine the efficiency performance of 63 US conglomerate firms covering two periods, 1958-1960 and 1960-1968 against a sample of companies involved in mergers. They find that the growth rates are significant compared to both control samples separately or jointly. The differences in the growth rates between the two random samples are not significant. For the year 1958, the earnings rates of the control samples are significantly higher than the earning rates of conglomerates. However, by 1968, no significant differences are observed in earnings performance among conglomerates and the control groups. According to the authors, the results show that an important economic efficiency of conglomerate firms has been to raise the profitability of firms with depressed earnings to the average for industry.

Lintner (1971) linked these increases to leverage taken on by conglomerate firms. The authors show that in 1958 the debt ratios of conglomerate firms were significantly lower than those of one of the random samples, but they were not significantly different in 1968. Compared with non-industrial companies, conglomerate firms employed higher debt ratios both in 1958 and in 1968. In addition, compared with both samples, the debt ratios of conglomerate firms grew more rapidly during the period 1958-1968.

However, as early as the 1970s, conglomerates behaving like private equity firms became a source of contention. For instance, Reid (1971) points out that whilst Weston and Mansingka (1971) claim that conglomerates increased economic efficiency for the industry in general, they did not discuss nor report any findings on the industry effect in their study. Moreover, they note that the attempt to claim economic efficiency appears almost simultaneously as the view of part of the economic wreckage becomes visible.

---

8 http://www.guardian.co.uk/business/2004/nov/03/politics.politicalnews
on the business and financial scene. Re-examining and updating the data used in Weston and Mansingka (1971), they find that profits to net-worth and profits-to-sale ratios are lower in 1960 for conglomerates, but not statistically significant. Like Weston and Mansingka (1971), the author concluded that the slight improvement in the profits-to-net worth ratio from 1960 is probably due to the increased use of leverage by conglomerate firms rather than the result of operating inefficiencies.

Melicher and Rush (1974) investigate the acquisition performance of mergers using size, earnings performance, factors influencing earning performance, and five year performance (including factors affecting leverage and price earnings) as measures of firm performance. The results relating to earnings performance show that acquiring conglomerate firms significantly lagged behind their non-conglomerate counterparts in terms of pre-merger operating profit levels. The suggestion from this is that conglomerate firms were on average, acquiring relatively more profitable companies, which is consistent with Weston and Mansinghka defensive diversification hypothesis, which states that conglomerate firms acquire companies and diversify into areas that are relatively more profitable than existing areas of operation. They also confirm that conglomerate firms utilised significantly higher levels of leverage that non-conglomerate companies, but the leverage difference between the two groups is not significant, which is consistent with Rappaport (1990) hypothesis that managers of PLC owned companies have adapted operating strategies from the buyout industry.

Other event studies focus on the cumulative abnormal returns (CAR) to target shareholders at various time periods around an event window in mergers. The results from these studies are mixed.

Halpern (1973) criticises the methodology used in previous event studies on merger activities. The author argues that to distinguish between companies in mergers on the basis of buyers or sellers is arbitrary and has no economic justification, as in the case of mergers, it is plausible the seller is seeking to take over the buyer. To address this limitation, US share price data for companies involved in successful mergers for the period 1950-1965 and regression analysis is used to find a base date to estimate an
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9 An initial problem in these studies is to find the base date for which to measure share prices. This is the latest share price recording prior to any discounting of the takeover (Firth, 1979).
event window seven months, and up to twenty three months before a buyout bid announcement date. Using the relative size of companies in mergers, measured by the value of their equity at the base date, and a comparison of the gains for the larger and smaller companies in the merger, show that the mean adjusted gains to larger companies in mergers is positive, and that on average, the total adjusted gains from mergers are divided evenly which suggest that no profitability gains are obtained from mergers.

Firth (1979) uses bid data for 224 successful buyouts to examine the profitability of UK takeovers during the period 1972-1974 up to 48 months before the bid, and an event window one and two months after the bid, settling on a base date for measuring total gains as being one month prior to the takeover. Consistent with the disciplinary mergers theory, the author finds that acquired companies earned slightly negative returns in the 36 months period up to 12 months before the bid. Companies in the sample had negative CAR of -1.5 per cent prior to the buyout, and 58 per cent of firms in the sample had negative CARs. In month -1 they report a sharp jump in residuals with over 80 per cent of the buyout sample showing abnormal gains, which is attributed to leakage of bid news and/or the build-up of a pre-buyout share stake by the buyout company. The author also points out that as some of the takeover premiums paid for acquiring companies are often so large that they discount all the obvious profit potential. Thus such takeovers will be fairly expensive for the acquiring firm and their share prices may fall.

Keown and Pinkerton (1981) examine the movement in share prices of 101 companies listed on New York and American Stock Exchange from 1975-1978 prior to the announcement of a buyout. Unlike Firth (1979) samples were gathered for 157 trading days surrounding the announcement date (126 trading days before, 31 day after the announcement date). They show that the CAR becomes positive 25 trading days prior to the announcement date, and approximately half of the total increase in CAR occurs prior to the announcement date. Similarly, the daily average residuals are positive on 26 out of the 27 days prior to the announcement date, and are significantly different from zero at 90 per cent significance level on ten of the final eleven days prior to the announcement date. In addition, substantially more than half the daily residuals are positive on each of the five days prior to the announcement. This suggests substantial
trading on inside information\(^{10}\) concerning the prospective merger begging approximately one month before the announcement date. This finding is consistent with theoretical arguments from Law (1986), Lowenstein (1986, 1990), Shleifer and Summers (1988), Drucker (1986, 1988).

Jarrell and Poulsen (1987) estimate the premiums paid in 663 successful tender offers from 1962-1985. They show that the average buyout premiums paid to target company shareholders averaged 19 per cent in the 1960s, 35 per cent in the 1970s, and 30 per cent from 1980-1985. These figures are consistent with 13 studies of pre-1980 data contained in Jensen and Ruback (1983) which show that targets of successful tender offers and mergers before 1980 earned positive returns ranging from 16 to 30 per cent. Jarrell et al (1988) conclude that the premiums in takeovers represent real wealth gains and are not simply wealth redistributions. In addition, studies by Kaplan (1989); Lichtenberg and Siegel (1990); Singh (1990); Kaplan and Stein (1993) show that buyouts realise efficiency and productivity gains.

Shleifer and Summer (1988) on the other hand, argue that since some empirical evidence suggestz that redistribution in association with buyouts can be large and that perhaps some inefficiency results also, it is incorrect to gauge the efficiency gains from takeovers by looking at event study measures of increases in shareholder wealth.

Palepu (1990) cautions that as early results from event studies show there is a possibility that LBOs may lead to a decline in efficiency, there is a need for these studies to focus on the relationship between LBOs and the efficiency of an organisation. Moreover, Long and Ravenscraft (1993) argue that buyouts lead to long-term decline in research and development spending and profitability. Moreover, the authors state that event studies only offer evidence of the stock market reaction to buyouts, and therefore lack the empirical evidence required to make strong judgement regarding the impact of buyouts on efficiency.


\(^{10}\) The earning management hypothesis is examined at 2.2.4 below.

Agrawal and Jaffe (2003) use US share price data for the New York Stock Exchange and a sample of 2,083 acquisitions for the period 1926-1996 to examine stock return performance prior to acquisitions. All but one of the CARs up to month -3 are positive which means that the results do not support the hypothesis that companies are targeted because of poor performance, either as a whole or for sub-samples. The results are adjusted for firm size, past returns, and book-to-market value, and they are statistically significant.

Most event studies are predicated on the basis of efficient stock markets (Halpern, 1973). However, Shliefer (2001) raised doubts over the use of event studies to address questions such as whether buyouts enhance economic efficiency. The author questions the efficient market hypothesis (EMH) which asserts that changes in share prices following the announcements of a buyout reflect changes in future real firm performance or economic efficiency. The author argues that policy decisions regarding the optimal level of buyout activity hinges mainly on its impact on economy efficiency (i.e., the social returns to buyouts), not on their effects on share prices. Coupled with this, Verma (1993) and Harris et al, (2005) argue that aggregate measures such as the market value or earnings per share are less informative about operating performance than operating income because they reflect many factors besides the direct outcome of operating decisions. However, operating income can still be considered a “noisy” measure because it incorporates both the controllable and uncontrollable portions of operating performance.

Critiquing event study techniques, Agrawal and Jaffe, (2003) point out that most event studies focus on stock returns over a short period (a few days or a few months) around the announcement of an acquisition. Consequently, an investigation of long-run stock returns is generally a sideline in these studies. Equally, most of these papers were written before the development of current methodologies for analysing long-run stock returns. Therefore, existing evidence on long-run stock price performance of takeover targets should be treated with caution.
In addition to the above methodological limitations, Fraser-Sampson (2007) states that private equity is different in so many ways, but most importantly it is the only asset class where (1) annual returns are meaningless, invalid and irrelevant and (2) true returns can only be measured many years in arrears. Thus, while we should make full use of the available data, we should always be ready to temper the results with perceived trends and personal experience, particularly where we may be in the midst of structural changes.

Because of the limitations of the accounting and event study techniques, they are rarely used in current research to measure efficiency in companies that are involved in buyouts. In fact, most studies on UK buyouts are undertaken at the private equity fund level using techniques not suitable for the measurement of technical efficiency, and most are sponsored by the BVCA.¹¹ Few of these studies focus on the technical efficiency of the individual target companies or plants.

In attempts to measure buyout efficiency using accounting data, some early studies focused on Jensen’s free cash flow theory to try and explain efficiency gains and value, while the more recent theoretical and empirical literature suggest buyout efficiency gains and value may derive from outsourcing production and employment (Harris et al, 2005).

### 3.3 Free Cash Flow

Free cash flow in PLCs is associated with agency problems. Jensen’s free cash flow theory implies that managers of PLCs will retain and waste free cash flow on unprofitable investments and managerial perquisites. The IUF and UK GMB unions contend that when private equity targets and take PLCs private, the new management’s focus is not on improving operational efficiency, i.e., converting inputs into outputs, it is on extracting as much cash out of the business as quickly as possible to pay down the borrowing it has taken out to buy the company, and to pay out in dividends to buyout executives. The BVCA consistently rejects the accusation it is targeting PLCs because of their potential cash flow. This empirical question has been examined a number of

¹¹ See Acharya and Kehoe (2007).
times since the earliest buyouts, as free cash flow is considered one of the major sources of post buyout gains, and is central to the theoretical arguments over the retention and pay out of free cash flow.

DeAngelo et al (1984) and Madden et al (1990) examine the impact of buyouts on efficiency and find that buyouts generate significant operating efficiencies, which also contribute to enhance cash flow in the private company. However, the authors report that productivity gains in their samples (measured by increased free cash flow) are achieved through savings on registration and other public ownership expenses and through improved incentives for corporate decision makers under private ownership.

Smith (1990) investigates changes in the operating performance of 58 companies involved in US P-T-P MBO during 1997-1986 and find significant increases in operating returns from the year before to the year after the buyout as measured by operating cash flows. An increase in pre buyout cash flow may indicate that target companies were experiencing little inefficiency before the buyout as suggested by Rappaport (1990), or that managers were preparing the companies to sell to private equity. Bull (1986); Kaplan (1989); Kaplan and Stein (1991); Kitching (1989); Long and Ravenscroft (1991); Muscarella and Vetsuypens, (1990); and Smith (1990) document increases in before and after-tax cash flows following US buyouts. Kaplan (1989) and Smith (1990) show that capital expenditure decline following LBOs, suggesting that buyouts reduce expenditure on R&D that would have been funded by retained cash flow. Kaplan (1989) argues this decline represents a reduction in wasteful investments.

The study by Kaplan and Smith is widely cited as evidence that LBOs result in greater efficiency. However, the study only considers LBOs that occurred in the early and mid-1980s. In addition, Jensen (1986) shows that gains were easily made in the early buyout wave because executives in industries such as the U.S oil, gas, and steel were slow to respond to changes in the American economy which meant many PLCs in these industries performed poorly; because executives continued to commit resources to projects with negative net present values. It is therefore generally accepted that early hostile buyouts served a valuable purpose in breaking up large underperforming companies or forced them to restructure their operations in the 1980s and 1990s (Drucker, 1986, Lowenstein, 1990). It is however not generally accepted that hostile
buyouts serve any purpose beyond this role, or indeed that the retention and use of free cash flow by PLC executives represent a waste of corporate resources.

Morck et al (1988) use a sample of all publicly traded Fortune 500 companies to analyse the characteristics of targets of hostile takeovers. Of this, a sample of 82 companies underwent a takeover during the period 1981-1985. Using Tobin’s $q^{12}$ as a measure of analysis, they report, consistent with free cash flow theory, that companies experiencing hostile bids between 1981 and 1985 were slow growing, had lower Tobin’s $q$, and less investment of their income.

Lehn and Poulsen (1989) use event study to investigate the source of stock holder gains in a sample of 263 buyout transactions during 1980-1987. They find a significant relationship between undistributed cash flow and a company’s decision to go private. In addition, using a premium technique, they find that premiums paid to stockholders are significantly related to undistributed cash flow. Carow and Roden (1997) find similar to Lehn and Poulsen (1989), that companies with high cash flow and low Tobin’s $q$ are more susceptible to buyouts. They report that companies in their sample have higher abnormal returns, and companies which substantially increased leverage, and MBOs with high inside ownership prior to a buyout, have lower abnormal returns.

Smith (1990) uses operating cash flows to investigate changes in the operating performance of 58 MBOs during 1997-1986. The authors find that operating returns increase significantly from the year before to the year after the buyout. Hall (1990), Lichtenberg (1990), Opler (1992), Long and Ravenscraft (1993) Ofek (1994) Desbriéres and Schatt (2002) all provide evidence of cost cutting and improved margins and efficiency after buyouts. However, these studies measure the profitability of companies; which is not the same as measuring technical efficiency.

Ippolito and James (1992) use pension termination data from a sample of 278 US companies undergoing P-T-P LBOs for the period 1980-1987 to test Shleifer and Summers (1988) efficiency theory. Using takeover attempts as independent variable, and two types of excess assets as dependent variables, they report that the coefficients for excess assets are positive, and although each itself is not statistically significant,
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12 As a ratio of the market value of the firm to the replacement cost of its tangible assets, Tobin’s $q$ can be viewed as measuring the intangible assets of the firm (Morck et al, 1988:114).
their sum is significant at the 95 per cent level of significance. Consistent with Shleifer and Summers (1988) they report that the efficiency theory can explain a substantial number of LBO related terminations, but not enough to undermine the transfer theory. They conclude that the magnitude and significance of their results is inconsistent with the hypothesis that excess assets are a dominant factor in attracting either LBOs or takeover attempts.

Opler (1992) uses operating and net cash flow for 44 US buyouts to investigate operating performance in LBOs between 1985 and 1989. The author finds that median operating cash flow to sales of companies involved in buyouts starts to rise from one year before to two years after the buyout. Consistent with the hypothesis that buyouts are motivated by the potential free cash flow of companies (Drucker, 1988), the author report that median net cash flow rises significantly after LBOs which provides a statically significant rise in cash pay-out potential.

Opler and Titman (1993) use US longitudinal manufacturing data to examine the motives for LBOs by comparing a sample of 180 companies involved in LBOs against a sample that did not. In the study, growth opportunity is proxy by growth, which is the change in the company’s asset base, and book to market value. After controlling for other effects, they find that companies with high cash flows are more likely to become LBO targets. However, the coefficients for these variables are not statistically significant. Consistent with Jensen’s free cash flow theory, they conclude that companies with high cash flow and low Tobin’s $q$ are more likely to be involved in buyouts.

Evans et al (2005) assess the characteristics of firms involved in buyouts during 1990-1999 using a sample of 80 Australian companies. The authors report that high levels of free cash flow are not associated with the likelihood of going private. Australian buyouts are characterised as having high liquidity, lower growth rates, and lower levels of leverage and R&D expenses. However, these are precisely the attributes that attract buyout firms’ attention (Drucker, 1986, 1988).

Weir et al (2005) use financial and accounting data, with buyout data from the CMBOR, and choice-based sampling to investigate factors influencing the decision of 95 UK public companies to go private during the period 1998-2000. Inconsistent with
free cash flow theory, they find no evidence that the extent of free cash flow differs between non-acquired and acquired companies. They do however find that companies going private are smaller, more likely to have higher CEO shareholdings, higher institutional shareholdings, more duality, and lower q ratios. The importance of CEO shareholding is consistent with evidence that one of the most important factors driving post-buyout returns is management equity stake, not high leverage, which suggests, contrary to the free cash flow hypothesis, that the financial performance of buyout firms is not simply associated with free cash flow issues.

Renneboog et al (2007) use share price data for 117 companies involved in UK P-T-P buyouts during the period 1997-2003 and a premium analysis and event study technique to examine the source and magnitude of expected shareholder gains. They find, in line with Weir et al (2005) and most US studies, no evidence to sustain the free cash flow hypothesis, and conclude that companies are not taken private to reduce free cash flow as predicted by Jensen (1989). However, the modern argument is not that private equity is targeting PLCs to reduce free cash flow, but to increase and take advantage of it to fund their acquisitions. Moreover, Chapel et al (2010) use multivariate testing to examine how private equity chooses buyout targets in Australia. They report that target companies have relatively greater financial slack, greater financial stability, greater cash flow and lower measurable growth prospects, which contradicts Reeneboog et al (2007).

The IUF and GMB trade unions point out that in order to be able to service the debt used private equity firms to buy target companies, and pay out dividends to private equity shareholders and executives buyout firms have to lay-off large numbers of employees and outsource production and materials to cheaper destinations.

### 3.4 Outsourcing Production

Harris et al (2005) suggested that increased levels of efficiency in targeted PLCs may be due to measures taken by new owners or managers to reduce the labour intensity of production, via outsourcing of intermediate goods and materials to destinations with cheaper labour costs such as China and India. Contracting out of businesses activities to
national and foreign destinations has been undertaken for decades; however, the phenomenon appears to have come to prominence with outsourcing of services becoming increasingly important in buyouts (Willcoxs and Plant, 2003, Windrum et al, 2009). Outsourcing involves the transfer of goods and service production previously carried out internally to an external provider (Domberger, 1998), and is thought to improve productivity by increasing the efficiency with which inputs are used (Olsen, 2006), with lower labour costs being the main driver of outsourcing (Pfannenstein and Tsai, 2004).

Although much of the media attention has tended to focus on the use of foreign outsourcing by manufacturers and call centres, the vast majority of outsourcing in the UK and the US is done locally by service firms, not manufacturers (Willcoxs and Plant, 2003, Windrum et al. 2009).

Using a sample of 19 PLCs operating in the UK non-financial sector over a three year period and variables to measure the impact of outsourcing on profitability, Juma’s and Woods (2000) finds that outsourcing decreases employment costs almost immediately. An examination of the changes in employment costs by changes in wages divided by sales indicates that employment costs decreased by 1.7 per cent and 2.1 per cent in $t_0$ and $t_1$ respectively, and that these changes are statistically significant. In contrast, Gilley and Rasheed (2000) and Jian et al (2006) Bengtsson (2008), Bengsson and Dabhilkar (2009) find no significant evidence that outsourcing affects firm performance in the US IT industry directly.

Gorzig and Stephan (2002) use firm level panel data from Germany to show companies which increase material inputs relative to internal labour costs perform better in terms of gross operating surplus than other companies. However, companies that increase external services relative to internal labour costs, thus outsourcing service functions previously provided within the company, performs worse. Similar findings are reported by Dabhilkar and Bengtsson (2008) for manufacturing who use data from 267 Swedish manufacturing plants to examine the comparative effects of outsourcing in relation to alternative manufacturing practices and find that in comparison to outsourcing in manufacturing, other practices relating to the enhancement of manufacturing capabilities, such as investment in new technology and production processes, work organisational change and closer external co-operation with customers and suppliers.
have a much stronger ability to predict improvements in operating performance, and that alternative manufacturing practices have been overshadowed by the many promises of outsourcing. The effects of outsourcing are also found to have a significant productivity effect in the US manufacturing industry (Houseman, 2007).

Windrum et al (2009) examine total outsourcing, organisational innovation and long-term productivity growth using simulation. The result shows that large scale outsourcing restricts the scope for future organisational innovation in firms, leading to lower productivity growth. Presumably this is because companies cannot respond to changes in the production process as quickly as if it had direct control of production. However, this may be related to the type of industry that outsourcing takes place in, since Kishan and Cieslak (2012) report major increases in outsourcing in facilities management in the pharmaceutical industry generating savings of 15-20 per cent totalling $6.5 billion dollars across a five year contract term.

As outsourcing is recognised as an important result-oriented vehicle for improving efficiency and lowering operating costs (Deguise and Rosenfield, 2009), it is not unreasonable to assume that managers of PLCs responded to this development by imitating the actions of private equity owed companies in outsourcing some of their production processes (Lowenstein, 1990:163). Indeed, Lerner (2007) asked, “Why PLCs did not employ the tactics of private equity owned companies.”13 It seems that is precisely what many PLCs such as the china maker Wedgwood have done (news.bbc.co.uk), not only with the level of debt employed in their capital structures (Lowenstein, 1990:163), but also with other measures to increase efficiency, such as outsourcing materials and labour (TUC, 2007). However, Deguise and Rosenfield (2009) caution that the recent growth in domestic and foreign outsourcing in developed economies greatly complicates the measurement and interpretation of key economic indicators and may result in inflated and misleading increases in productivity measurements.

While not strictly related to P-T-P buyouts, Hall and Lobina (2007) investigate privatisation in the UK water industry that was once in state ownership, and where private equity is now very active. They find that many of the privatised water
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companies have replaced direct labour by outsourcing work to contractors. Between 1994-95 and 1989-99 cuts of 22% in labour costs amounting to around £90 million are recorded, but nearly half of this was off-set by a rise of £40 million in the cost of agencies and contractors services that were previously carried out by their own employees. This provides credibility to the idea that private equity firms are actively involved in outsourcing.

3.5 Employment

Most of the cost management literature and empirical studies of cost structures indicate that employment costs are the second biggest cost variable in manufacturing companies. This is consistent with evidence from outsourcing announcements which indicates that most outsourcing contract companies transfer significant numbers of their employees in affected areas to outsourcing suppliers, retaining only a small number of employees to manage liaison with the contractors (Juma’s and Woods, 2000). The effects of buyouts on employment is at the centre of a heated debate between private equity buyout firms and UK trade unions which has catapulted the issue to the heart of UK and European policy debate (Wright et al. 2009).

The Trade Unions Congress (TUC) and IUF accuse private equity firms of imposing “savage job cuts” on employees after a buyout, citing examples such as the AA, Birds Eye, Little Chef the restaurant chain, and Boots the retail chemist chain. In response, private equity cites evidence from the BVCA and EVCA, the trade body representing UK and European private equity firms respectively, and the CMBOR, suggesting that UK buyouts create hundreds of thousands of jobs (BVCA, 2007). When pressed to justify this claim, the industry was unable to do so, stating that to accuse the industry of destroying jobs is an illogical claim (BVCA).

Despite the denial of the private equity buyout industry, early evidence from the UK finds that job losses occur mostly at the time of private equity ownership changes (Wright and Coyne, 1985). Wright et al (2009) suggest that this may be due to UK buyouts in the 1980s being more focused on restructuring troubled businesses that resulted in saving jobs in the long term. However, it is questionable whether private
equity has ever been concerned with saving jobs in companies they buy.\textsuperscript{14} For instance, in the sale of the AA, the new management team cut too many jobs at the time of the buyout; which negatively impacted their core business, resulting in the AA having to re-hire staff. However, this was at reduced pay, hours, and changes in terms and conditions of employment. The new CEO of the AA at the time admitted, “we have gone too far in reducing jobs” (Tim Parker, 2006).

Kaplan (1989) reports small increases in employment at companies involved in US buyouts. However, Lichtenberg and Siegel (1990) report that on average; LBOs are associated with slower employment growth than their peers. They find that non-production workers experienced the largest fall over a three year period, while employment of production workers was unchanged. This is consistent with private equity firms reducing the junior and middle management structure of target companies soon after a buyout. Advancements in IT make it easier to outsource non-production jobs. Juma’s and Wood (2000) report that employment costs decrease immediately when a company outsources employment. The literature on outsourcing indicates that employment costs are the second biggest cost in manufacturing. Therefore, reducing non-production employees has the potential to create large savings. This is in line with research from outsourcing announcements which shows that companies outsource significant numbers of their employees, retaining only a small number to manage outsourcing contracts (Juma’s and Woods, 2000).

Likewise, the work foundation (2007) reports that in the first year of a buyout, about 60 per cent of private equity owned companies increased the number of staff, and about 36 per cent cut them. Distinguishing between MBI\textsuperscript{15} and MBOs,\textsuperscript{16} the study finds that MBOs increase jobs by about 13 per cent over five years. MBIs, however, cut them on average by 18 per cent over six years. In line with Lichtenberg and Siegel (1990) the study finds that on average, wages in private equity owned companies grow more slowly than in the private sector generally.

\textsuperscript{14} See comments in congress report and HCSC.

\textsuperscript{15} The new owners remove most of the existing management team and impose new managers.

\textsuperscript{16} The organisations’ existing management team raise the finance to take the company private.
Amess and Wright (2007) use unbalanced panel data for 5,369 companies involved in LBOs over the period 1999-2005 to investigate the effects of LBOs on wages and employment in the UK. They find that acquired companies have significantly lower wage and employment growth than non-LBOs. Disaggregating the data, they find employment growth to be 0.51 per cent higher for MBOs, and 0.81 lower for MBI. The authors interpret this to mean that MBOs and MBIs have a differing impact on a company’s employment behaviour and should not be treated as homogenous. Moreover, the authors suggest that the results are consistent with MBOs exploiting growth opportunities that lead to greater employment growth, and MBIs not creating employment opportunities, which is in line with private equity purchasing the company purely as an investment.

In response to the impact of the global financial crisis starting in 2007 on the UK economy, but partially also because of the distortions in evidence about private equity’s impact on employment, the UK Parliament set up a House of Commons Select Committee (HCSC, 2007) to investigate the impact of buyouts on the UK economy and employment. The BVCA gave evidence stating that over the last five years (2002-2007), jobs in private equity backed companies had grown faster than in FTSE 100 and FSTE 250 companies (9 per cent per annum on average, compared with two per cent) The BVCA provided no supporting evidence to support its claims. However, the committee was advised that it should not rely on the evidence from the BVCA, because it is based on un-weighted measures skewed by the number of small firms included in the study (HCSC, 2007). Totally out of its depth on the matter, the HCSC concluded: “We have received many individual examples of job creation and job losses in private equity owned companies, but meaningful overall figures are elusive.” The HCSC proceeded to allow the BVCA to draw up its own code of conduct to regulate itself.

Hall (2007), critiquing the BVCA report presented to the HCSC argues that: “The major surveys conducted for the UK, EU, and US private equity associations suffer from a number of flaws, both in sampling and in data quality, rendering their estimates of employment impact effectively worthless.” Hall (2007) continues in a similar vein to Rappaport (1991), that private equity ownership appears to have no clear overall effect on employment compared with other forms of ownership. Consistent with this view, Jon Moulton, founder and managing partner of private equity firm Alchemy Partners also criticised private equity lobbying groups and the BVCA for using "dodgy
statistics" in an attempt to improve the industry's public image. Commenting on research released by the BVCA to employment figures, he states "We're putting these things out as fact and we shouldn't" (www.theguardian.com).

US trade unions have also expressed concern to a US Congressional Committee about the potential for private equity firms to leave acquired companies financially weakened because of increased use of debt and, in turn, to prompt private equity firms to cut jobs or slow the pace of job creation (GOA, 2008). This has elicited a different response from the US private equity industry to the Congressional hearing. In response to the trade union accusations, Douglas Lowenstein, President of the US Private Equity Council stated:

“Private equity activity is part of a larger pervasive domestic and international economic wave that is driving changes across all classes of American companies, regardless of their capital and ownership structure. Private equity is not causing these economic changes; neither can it operate in a business environment isolated from them. The truth is that, as with any other acquisition involving public or private companies, private equity transactions can result in layoffs. In other cases, they may be short term layoffs until job growth over the long term increases as the business grows stronger. Even when some lay-offs are essential, private equity has probably preserved hundreds of thousands of jobs that might have otherwise been lost by underperforming or failing businesses. There is no evidence that private equity firms are more likely to cut jobs than any other form of ownership.”

Because of the controversy, uncertainties, constant denials over job cuts by the private equity industry, and general lack of quality of studies on the subject, delegates of the World Economic Forum (WEF) commissioned several reports on the impact of buyouts on employment. In the first report, Davis et al (2008) use a comprehensive dataset of 5,000 US buyouts for the period 1980 – 2005 to examine the impact of buyouts on employment and find that private equity owned companies have slower job growth than comparable companies up to three years after a buyout, but this increased slightly higher in the fourth and fifth years. The net effects of these changes are lower employment growth than comparable companies five years after the buyout. The study also finds that private equity owned companies undertake more acquisitions and divestures, and are more likely to shut down existing companies and open new ones. This is interpreted as meaning private equity firms have a greater willingness to restructure acquired companies and disrupt the status quo in an effort to improve efficiency. The study also finds that target companies underperform their peers in
employment growth prior to the acquisition. This suggests that buyout targets are different from target companies prior to acquisition, making it difficult to attribute differences in employment outcome after acquisition to private equity involvement. Further uncertainty is due to the limited number of academic studies of the impact of recent buyouts on employment and difficulty faced by the studies in isolating the specific impact of private equity (GOA, 2008).

In the second WEF report, Davis et al (2008) use the same dataset constructed for the 2008 report to focus in greater depth on the impact of buyouts on employment. This study finds companies targeted and acquired by private equity firms in buyouts experience an intensification of job creation and destruction in the first two years following the buyout. This is achieved through establishment entry and exit, and acquisitions and divestures which creates a net growth differential of two per cent. Only two thirds of the net differential is due to improved productivity from continuing operations. The other one third is due to buying and selling companies, or closing them down, which they are more likely to do than comparable firms. In fact, the report confirms that its findings are “dominated” by the finding that target companies are much more likely to close underperforming companies than comparable firms.

The study also finds that earnings per worker at target companies are higher than non-target companies, but not from companies with continuing operations. The authors interpret this as meaning that in terms of employment, private equity owned companies have little to gain from buyouts, which is consistent with Rappaport (1990) who argues that managers of public companies have learned how to operate PLCs more efficiently from the early waves of buyouts. The findings of 2009 World Economic Forum Report on productivity are restricted to US manufacturing sector, and on labour productivity.
CHAPTER FOUR: TECHNICAL EFFICIENCY

4.0 Technical Efficiency

Farrell (1957), motivated by the need to develop better methods and models for evaluating productivity, argues that; if the theoretical arguments as to the relative efficiency of different economic units are to be subjected to empirical testing, it is essential to be able to make some actual measurement of efficiency. Equally, if economic planning is to concern itself with particular industries, it is important to know how far a given industry can be expected to increase its output by simply increasing its efficiency, without absorbing further resources. Farrell (1957) points out that whilst attempts to solve this problem usually produced careful measurements of some or all of the inputs and outputs of the industry, they failed to combine these measurements into any satisfactory measure of efficiency. Responding to the inadequacies of separate indices of labour productivity and capital, Farrell proposed an activity analysis approach that could more adequately deal with the problem, and stated that his measure is intended to “be applicable to any productivity organisation, from a workshop to a whole economy.” In the process, he extended the concept of productivity to the more general concept of efficiency (Cooper et al., 2011). The measurement of economic efficiency is intimately linked to the use of frontier functions (Murillo-Zamorano, 2004). The modern literature in both fields begins with the seminal paper of Farrell (1957).

Koopman (1951) provided a definition of technical efficiency: an input-output vector is technically efficient if, and only if, increasing any output or decreasing any inputs is possible only by decreasing some other output or increasing some other input.

Influenced by the work of Koopmans (1951) and the author’s formal definition of technical efficiency, and Debreu (1951)’s measure of technical efficiency, Farrell (1957) introduced a method to decompose the overall efficiency of a production unit into its technical and allocative components. Farrell characterised the different ways in which a productive unit can be inefficient either by obtaining less than the maximum output available from a determined group of inputs (technically inefficient) or by not purchasing the best package of inputs given their prices and marginal productivities.
Farrell (1957) states “when one talks about the efficiency of a firm one usually means its success in producing as large as possible an output from a given set of inputs.”

Farrell (1957) measure of technical efficiency takes account of all inputs and yet avoids the index number problems associated with previous attempts to empirically measure efficiency. Farrell (1957) measure of efficiency was developed in constant returns to scale framework. This was extended to incorporate variable returns to scale by Charnes et al (1984), and name data envelopment analysis. The work of Farrell (1957) also influenced the development of stochastic frontier analysis by Aigner et al (1977) and Meeusen and van den Broeck (1997). Both techniques are able to measure technical efficiency in any type of organisation.

The main strengths of stochastic frontier are that it deals with stochastic noise and also allows statistical tests of hypothesis concerning production structure and degree of inefficiency. Its main weaknesses are that it requires an explicit imposition of a particular parametric functional form for the underlying technology, and an explicit distributional assumption for the inefficiency term. The principal advantage of the data envelopment approach is that it does not require an explicit a priori determination of a production function and that efficiency is measured relative to the highest observed performance rather than against some average. Moreover, data envelopment analysis does not require an explicit assumption about the inefficiency term. However, because the data envelopment analysis method is deterministic and attributes all deviations from the frontier to inefficiency, a frontier estimated by data envelopment analysis is likely to be sensitive to measurement errors or other noise in the data (Odeck, 2007).

The way that efficiency is measured in public to private buyouts is an important question. Pestieau and Tulkens (1993) argue that public organisations have objectives and constraints (e.g., fiscal balance and universal services, uniform price requirements, but at the same time, a soft budget constraint) different from those of private companies, and that in order to level the playing field, the only common ground on which to compare their performance is on the basis of their technical efficiency.

Fried et al, (2008) state that when discussing the economic performance of producers, it is common to describe them as being more or less efficient or more or less productive. The productivity of producers means the ratio of its inputs to its outputs, and that this ratio can be easily calculated if the producer uses a single input to produce a single
output. In the more likely event that the producer uses several inputs to produce several outputs, the outputs must be aggregates in some economically sensible fashion, as must the inputs so that productivity remains the ratio of two scalars. Productivity growth then becomes the difference between output growth and input growth. Variations in productivity either across producers or through time, is thus a residual. In principle therefore, the residual can be attributed to differences in production technology, differences in the scale of operations, differences in operating efficiency, and differences in producer operating environments. The OECD (2001) and US Bureau of Labour Statistics (2005) attribute variations in productivity through time to these same sources.

When attempting to measure efficiency, the problem is of which indicators to include, how to weight them, and how to define the potential it faces (Farrell, 1957). The selection and weighting of indicators are controversial although comparisons are appropriately made relative to best practice rather than to some ideal standard (Farrell, 1957, Fried et al, 2008). In line with Farrell (1957), Fried et al (2008) points out that these same difficulties apply to the evaluation of firm performance, and argues that we cannot know the “true” potential, whatever the economic objective, we are able to observe best practice and its change through time, and we can also observe variations in performance among producers operating beneath best practice. Fried et al, 2008 argues interest therefore focuses on the identification of best practice producers and on benchmarking the performance of the best against that of the best. Businesses themselves routinely benchmark their performance against that of their peers, and academic interest in benchmarking is widespread, although potential synergies between the approaches adapted by the two communities have yet to be fully exploited.

Critiquing corporate benchmarking, Davis and Kouchhar (2002) enquire why there is so much interest in measuring efficiency. Fried et al (2008) provides several reasons for this:

First, only by measuring efficiency and productivity, and separating their effects from those of the operating environment so as to create a level playing field can we explore hypotheses concerning the source of efficiency or productivity differentials. The authors state that identification and separation of controllable and uncontrollable
sources of performance variation are essential to the institution of private practices and public policies designed to improve performance.

Second, efficiency and productivity measures are successful indicators of performance matrices, by which producers are evaluated. However, for most producers, the ultimate success indicator is financial performance, and the ultimate metric is the bottom line.

### 4.1 Buyout Efficiency Studies

In an effort to measure the technical efficiency of companies involved in buyouts, three analysis techniques have been used. These are total factor productivity, data envelopment analysis, and stochastic frontier analysis.

Early buyout studies attempted to use total factor productivity (TFP) techniques to measure the technical efficiency of companies involved in buyouts. Theoretically, TFP is an appropriate measure of efficiency because it takes into account all inputs, and is therefore able to address the limitations found in accounting and event studies. As most early studies on buyouts were based on the private equity fund level, which often precluded the measurement of efficiency at the company or plant level, Lichtenberg (1997) propose that data at the plant or reporting unit level be used to measure efficiency in buyouts, and that it is more desirable to assess the total factor productivity (TFP)\(^\text{17}\) of buyout plants before and after MBOs.

Lichtenberg and Siegel (1987) use time-series unbalanced cross-sectional data for 20,493 plants in the US manufacturing industry during the period 1972-1981 to analyse efficiency. The input variables are, capital, labour, materials, and the output variable is plant turnover. A sample for the period 1973-1980 shows that the relative level of efficiency in plants increased from 1 year after the buyout to year 7 years after. However, within four years after ownership changes, 49 per cent of the productivity gap that existed at the beginning between companies involved in ownership changes and those that did not disappears. Further examination of plant efficiency using a dataset for 1974 - 1980 shows that plants involved in one or more transactions during

---

\(^{17}\) The total factor productivity index can be broadly defined as a ratio of an aggregate of outputs to an aggregate of inputs (Verma, 1993:201).
this period experienced 0.58 per cent higher TFP growth than their industry counterparts who remained with the same company. The study is size biased in favour of larger companies, and only plants in continuous operation are observed; plants that close or fail are not included, which could again bias the results. Moreover, all companies involved in ownership changes are included in the dataset, not necessarily just buyouts, and because the results are from time-series regressions, they cannot be generalised to the population.

Lichtenberg and Siegel (1990) extend their 1987 study using plant level data from the US Longitudinal Research Database (LRD) and a sample of 14,300 manufacturing plants to examine firm efficiency in US MBOs during the period 1982-1986 to examine the relationship between MBOs and TFP. The authors employed a two stage approach to assess the impact of MBOs on TFP. In the first stage, they computed residuals from within industry four-digit SIC and OLS regression of Cobb-Douglass production functions. The variables are capita, labour (defined as production worker equivalent man-hours), and nominal value materials.

For a sample for 1982 to 1986, they find that plants involved in buyouts are more efficient in the years prior to the buyout compared to the post buyout years. However, they also find that productivity is significantly higher in the first three years after the buyout than in any of the eight years before the buyout, compared to non-buyout plants. They note that MBO is more efficient than LBO. This suggests a difference between LBO and MBOs. Consistent with Rappaport (1990), they find evidence that buyouts are transitory. A sample of 38 LBOs for 1981 and 1982 had no significant effect on productivity in the post buyout year. Moreover, the authors report that they are unable to establish whether efficiency gains are caused by the buyouts, or whether they would have occurred in the absence of buyouts. The LRD contains data on more than 19000 mostly large manufacturing plants (Harris et al, 2005) which creates a potential size bias.

Verman (1993) used TFP and firm level financial data for fifteen US manufacturing companies that underwent an MBO during the period 1982-1986 to test for the presence of real efficiency gains. The data is computed weighted input and output weighted price
indices. They find that relative productivity one and two years after the MBO is below the level one year before the MBO. They also find that relative changes in productivity for the MBO sample are less than the industry average. This study is based on firm level data, however, Lichtenberg (1987, 1990) asserted that it is more desirable to assess the total factor productivity (TFP) of plants before and after MBOs. Moreover, the results do not support the hypothesis of enhanced post-buyout efficiency.

McGuckin and Nguyen (1995) use unbalanced plant level panel data for 28,294 plants and TFP to investigate ownership changes in the US manufacturing industry, and to test Lichtenberg and Siegel (1992) matching theory. They find that firm ownership changes are associated with the transfer of plants with above average productivity. The study is based only on labour productivity. Moreover, the authors report that when analysing productivity at the plant level using TFP, measurements problems often arises even with simple labour productivity. One problem is that because output prices vary across plants, data on output prices at the plant level are required for estimating plants’ real output. Another problem is that prices vary over time due to inflation (McGuckin and Nguyen, 1995). These results suggest that the managerial disciplinary merger theory cannot be used to explain most buyouts. The study is based on mergers and acquisitions in the US meat manufacturing and packaging industry; which may or may not include P-T-P buyouts. The study is also based on labour productivity, and therefore fails to take into account capital services, material inputs, and other real inputs as they were not available from the US LRD.

Nguyen and Ollinger (2006), use TFP to investigate the motives for mergers in the US meat industry from 1997-1992. The authors find that plants in the US meat industry are very productive before mergers, which corroborates the findings of McGuckin and Nguyen (1995). McGuckin and Nguyen (2006) point out that two measurement problems arise when using LP. First, output prices are necessary for each plant because output mix varies across plants, yet accurate prices data do not exist. Second, prices change over time. To mitigate these problems, Christensen et al (1981) proposed using relative LP, which is defined as the ratio of (nominal) plant LP to average (nominal) industry labour productivity.

---

18 The author provides an appendix of the limitations of this study on page 200-2001 for the interested reader.
Harris et al (2005) use GMM estimation of within-industry (two-digit SIC) and one-stage augmented Cobb-Douglass production, with unbalanced panel data from the ONS Annual Respondent Database to assess TFP in the UK manufacturing plant industry during the period 1982-1998. The data consist of capital, labour, and intermediate goods. The unbalanced MBO sample consists of 979 MBOs and 4877 plants that experienced a buyout during the period 1994-1998. They report that on average, plants involved in MBOs in the same industry are less productive and less efficient prior to the buyout in the short and long term than plants before the buyout. Consistent with Lichtenberg and Sigel (1990), the authors report that after the MBO, plants experience a substantial increase in TFP, and are more efficient in the short and long term, and that the findings appear to be pervasive across industry sectors.

Harris et al (2005) observe that representative MBO plants generate considerable less output in the post buyout period, yet downsize their workforce even more dramatically, which results in a significant increase in labour productivity and TFP. The authors state that their findings, in conjunction with evidence on changes in the capital/labour and materials/labour ratios, imply that the improvements in efficiency are due to measures undertaken by new owners or managers to reduce the labour intensity of production, via outsourcing of intermediate goods and materials. However, despite its evident importance in buyouts, outsourcing has received little, if any consideration in the buyout literature (Harris et al, 2005).

Critiquing the technique used by Amess (2003) to measure efficiency, Harris et al (2005) incorrectly criticised the author for presenting evidence on the effects of full firm MBOs on TFP based on OneSource company level data. Harris et al (2005) asserts that it is inappropriate to estimate TFP using financial data at the firm level, for two reasons. First, the construction of TFP measures requires reliable and comprehensive information on capital and intermediate materials. These variables are typically not reported in financial statements and thus are not contained in files such as Compustat, data stream, or OneSource. Second, the accuracy of TFP measures also depends on the accuracy of inputs and output price deflators, because inputs and outputs should be computed in constant dollars. The problem is that many large firms have plants in diverse industries, where there may be substantial variation in price change. However, in files such as Compustat, these organisations must be classified, at the corporate level, into a single four-digit SIC industry. Therefore, as shown in Lichtenberg and Siegel
(1991), the use of a single set of output and input deflators can introduce substantial measurement error into the calculation of TFP measures. Finally, much MBO activity occurs below the firm level. Thus, it is best to use plant level data to examine the impact of MBOs on economic performance. However, Amess (2003) in fact used stochastic frontier analysis in his study to assess efficiency.

Because TFP contains only a one-sided error term and therefore involves the interpretation of the residual components of a regression as TFP; lumping factors under management control and random factors together, the use of TFP as a measure of efficiency has declined. Amess (2003) argues, consistent with Farrell (1957), that stochastic frontier production is arguably superior to TFP because the random and deterministic component is decomposed into random noise and technical efficiency.

However, as data on inputs, such as capital required for the measurement of TFP is rarely available (McGuckin and Nguyen, 1995), and because TFP assumes that all deviations from the efficiency frontier are under the control of managers, when they are not (Murillo-Zamorano, 2004), the technique is rarely used in buyout studies.

To address the limitations found in buyout studies based on TFP, researchers adapted frontier techniques such as data envelopment analysis techniques, and stochastic frontier analysis. Surprisingly, only a few studies have used these techniques to analyse efficiency in UK buyouts. However, the techniques are used widely in other countries to analyse efficiency in a variety of industries.

Worthington (2001) employed a two-stage probit and tobit DEA method adapted to panel data to analyse efficiency in pre and post mergers in Australian credit unions during 1993-1997. The analysis from the tobit model shows that mergers increase both pure and scale efficiency. In addition, the author reports that loan portfolio diversification, management ability, earnings and asset size are a significant influence on the probability of acquisition, but the primary determinant of being acquired is a smaller asset size. However, in terms of pure technical efficiency; acquired credit unions are no less efficient than the industry average.

Cowie (2002) examined efficiency in 50 companies in the British bus industry during 1998-1999. The author finds efficiency improvements over the period of the sample, but improvements cannot be wholly attributed to the achievement of economies of
scale. More specifically, improvements in internal efficiency of acquired companies and some scale economies within groups of companies are found, the latter of which may have resulted from the eradication of competition.

Chaaban and Requillart (2005) use a two-staged DEA technique to analyse the main determinants of takeovers in the French cheese industry during the period 1995-2000. There appears to be 2,762 observations over the period. The authors estimate firm specific efficiency and scale economies and use the findings to evaluate a random effects logit model of the determinants of takeovers. The results show that inefficient companies have a lower probability of being taken over. The results are not statistically insignificant. This suggests that technical efficiency is not a main driver of takeovers in the French cheese industry. The coefficients relating to increasing and constant returns to scales are both negative and statistically significant. Companies with increasing or constant returns to scale face a lower risk of being acquired. This suggests that the nature of scale economies at the company level plays an important role in takeover activity. The severe limitation of this technique is that it attributes all deviations from the frontier to efficiency (Chaaban and Requillart, 2005). The study do not distinguish between takeovers and mergers, or hostile or non-buyouts, and is based on a single industry, and the actual numbers of companies involved in the sample is unclear.


Picazo-Tadeo et al (2009) use survey data for 34 companies in the Spanish water industry to compute input-specific scores or technical efficiency to assess environmental factors, and managerial efficiency among water companies. In terms of ownership changes and efficiency, they find that privately owned water companies are efficient, but only outperform public companies in the management of labour.

Alperovych et al (2013) use a Malmquist DEA technique and UK buyout data from the period 1999-2008 to investigate the impact of vendor sources and private equity investors’ experience on post buyout efficiency. The authors report that divisional buyouts show higher efficiency improvements than private and secondary buyouts.
Multivariate analysis shows a positive and significant effect of private equity experience on post buyout efficiency, suggesting that improvements in efficiency takes place in the first two years after the buyouts in their sample. This finding is consistent with recent empirical evidence commissioned by the BVCA which shows that efficiency in companies involved in buyouts lasts only for three years. Consistent with previous studies from the CMBOR, Alperovych et al (2013) study includes both private to private and P-T-P buyouts in the analysis which makes it impossible to compare efficiency between public and private buyouts.

Stochastic frontier analysis (SFA) is an alternative method used to measure technical efficiency in companies. Unlike DEA, SFA has a two sided error component, which allows inefficiency to be broken down into technical efficiency and statistical noise. Only a few studies have used SFA to measure efficiency in UK P-T-P buyouts. However, the technique is widely used in a variety of industries to measure efficiency.

Benefratello (2002) used financial data for 34 companies operating in the Italian pasta industry during the period 1981-1997, and SFA to examine the impact of acquisitions on the technical efficiency of acquired companies. Consistent with the disciplinary mergers theory, the author finds evidence that acquired companies underperformed prior to the ownership change. Moreover, acquired companies experienced a statistically significant increase in technical efficiency for up to six years after the change in ownership, compared to the control sample. The parameter for companies located in the south is positive and significant, implying that these companies are less efficient. This implies that the location of a company or plant has an impact on a firm’s technical efficiency.

Amess (2003) presents UK evidence on the effects of full firm MBOs using SFA, based on data from OneSource firm level data. The author reports that MBOs have higher efficiency in the two year prior to the buyout, and have higher efficiency in each of the first four years post buyout. Buyouts in the sample do not have higher efficiency beyond the fifth year post buyout. The findings are inconsistent with the disciplinary mergers and market for corporate control hypotheses. The findings are however, consistent with Rappaport (1990) suggestion that the MBO governance structure is transitory because the discipline of debt and the concentration of ownership create
strategic inflexibility in the face of competition. Moreover, the study does not measure material usage, and is based on firm level data.

4.2 Chapter Summary

Agency theory suggests that private ownership is more efficient than public ownership. The disciplinary mergers theory and market for corporate control hypothesis predicts that these inefficient PLCs or plants will be targeted in buyout deals by superior management teams who will improve the companies’ performance after the buyout (Mann, 1965, Mead, 1968, Jensen, 1988, 1989). However, Rappaport (1990) alternative buyout theory suggests that executives of PLCs have learned lessons from early buyouts on how to operate their companies like those owned by buyout firms, therefore, no efficiency gains are expected from P-T-P buyout ownership changes, and companies involved in P-T-P buyouts are transitory organisations with a limited life span.

Attempts to measure efficiency in companies involved in P-T-P buyout ownership changes using accounting and event study techniques have been unsuccessful. This is because policy decisions regarding the optimal level of buyout activity hinge mainly on its impact on economic efficiency (i.e., the social returns to buyouts) not on their effects on share prices or profitability (i.e., the private returns to buyouts) (Harris et al, 2005). Other attempts have been made to measure efficiency using TFP techniques. In particular, Lichtenberg and Siegel (1990) suggested the use of total factor productivity of plants before and after buyouts to overcome the limitations of accounting and event study techniques. However, as data on inputs, such as capital required for the measurement of TFP is rarely available (McGuckin and Nguyen, 1995), and because TFP contains only a one-sided error term and therefore involves the interpretation of the residual components of a regression as TFP; lumping factors under management control and random factors together when they are not (Murillo-Zamorano, 2004), the technique is rarely used to measure technical efficiency in buyouts.

In order to properly measure technical efficiency in companies involved in buyout ownership changes, the literature suggests researchers should adapt frontier techniques such as data envelopment analysis or stochastic frontier analysis techniques. These techniques are used to successfully measure technical efficiency in companies in a number of countries around the world, but the techniques are rarely employed in studies.
on P-T-P buyouts. Amess (2003) uses stochastic frontier analysis to investigate MBOs in a single UK industry. Alperovych et al (2013) use DEA to examine efficiency in UK buyouts. However, their study focuses on the firm level and includes all type of buyouts, and buyouts in all industries, and focuses on post-buyout efficiency. Neither study addresses the simple question of whether private production in P-T-P buyouts is more efficient than public production as suggested by the disciplinary mergers’ theory. These omissions present a gap in the UK buyout literature that this study will seek to address.
CHAPTER FIVE: HYPOTHESIS, DATA and VARIABLES

5.0 Introduction

In this chapter, the research hypothesis is presented and discussed. The hypothesis relates to P-T-P ownership changes. Data and data sources are then examined and discussed. This is followed by a discussion on the construction of the research sample, and presentation of sample statistics. A discussion on the research variables, their description, selection and definition and expected relationship with efficiency then follows, and finally, summary statistics and correlation matrices are presented and discussed.

Pestieau and Tulkens (1993) argue that because public organisations have objectives and constraints different from those of private companies, the only common ground on which their performance can be compared, is on the basis of their technical efficiency. Davis and Kouchhar (2002) concurring, argue that only by measuring efficiency and productivity, and separating their effects from those of the operating environment so as to create a level playing field, can we explore hypotheses concerning the source of efficiency or productivity differentials.

5.1 Hypothesis: Ownership and Ownership Changes

Alchian (1965) argues that public production is inherently less efficient than private production. The theory of disciplinary mergers therefore asserts that buyouts will discipline managers of target companies or plants who pursue objectives other than profit maximisation. That is, acquiring firms will take over poorly performing firms or plants and then improve their performance by replacing existing managers with superior ones (Lichtenberg and Sigel, 1992). Reinforcing this view, Meade (1968) and Jensen (1989) contend that companies involved in P-T-P ownership changes will survive while inefficient ones (i.e., public companies) will continue to be taken over. Specifically, the governance structure of companies involved in P-T-P buyouts is long-lived, and therefore, efficiency gains are expected to continue after the buyout (Jensen, 1989).
Much of the early concerns on buyouts arose from possibilities for increases in market power (Stigler, 1950). Later interest has focused on the question of whether buyouts are undertaken by opportunistic managers pursuing their own objectives rather than maximising shareholder value (McGuckin and Nguyen, 1995).

The theoretical literature provides a variety of reasons why managers of PLCs might engage in acquisitions. This could be for reasons such as empire building (Baumol, 1967, Muller, 1969, 1993). Other managerial motives help to explain a strategy of acquisitions that may not be in shareholders’ interests. For example, a strategy might help managers entrench themselves (Shleifer and Vishy, 1989), or managers might systematically overestimate their ability to improve the acquired firms performance (Roll, 1986). The difficulties in understanding managerial motives to engage in buyouts reinforce the theoretical arguments that researchers performing empirical work in the field of both industrial organisation and finance have not had much success in finding efficiency reasons for acquisitions (McGuckin and Nguyen, 1995).

Finance studies of the 1980s and 1990s typically conclude that the gains from buyouts are positive, but with few exceptions find that most, if not all of the gains accrue to the selling firms shareholders and not to those of the acquiring firms (Jensen and Rubuck, 1983). Industrial organisational studies also, by and large, find little in the way of gains in this period. This pattern of evidence leads many to conclude that the takeover and merger (particularly conglomerate mergers) waves of the 1960s and 1970s were primarily associated with management not maximising shareholder value. This suggests that the acquisitions of the 1980s were motivated by the gains available from replacing managers of badly performing companies with superior ones (Manne, 1965, Meade, 1968, Jensen and Ruback, 1983, Jensen, 1988). This rationale for buyouts is supported by Lichtenberg and Sigel (1992) who report that acquired companies generally exhibit low productivity prior to their acquisition, and show improved performance following ownership changes. However, these findings contradict Ravenscroft and Scherer (1987) who find that acquired firms are highly profitable operations before acquisition with little or no gains to acquiring companies.


20 For a review of the empirical evidence, see Mueller (1993).

In addition to the inconclusive findings for efficiency in buyouts, the periods of time buyout efficiency gains are reported to last for are inconsistent. Lichtenberg and Sigel (1987) report that buyout efficiency in US manufacturing plants last for up to seven years after buyouts. Opler (1992) finds efficiency gains in US buyouts one year before the buyout, and report they last up to two years after. Benfratello (2002) finds companies in the Italian pasta industry experience increases in technical efficiency lasting up to six years following acquisition, and also suggests that firm location has an impact on firm efficiency. Research commissioned by the BVCA (2013) shows that buyouts only outperform other ownership structures in the first three years following the buyout. From the fourth year after the buyouts, productivity in buyouts falls below that of the control sample. Alperpvych et al (2013) report that efficiency gains in a sample of UK buyouts happen only in the first two years of the buyout. These studies suggest that buyouts are not long-lived.

DeAngelo et al (1984) and Madden (1990) attributes buyout efficiency gains to registration and other public ownership expenses and improved managerial incentives. Harris et al (2005) on the other hand, attribute gains in buyouts to measures taken by new managers to reduce the labour intensity of production via outsourcing of intermediate goods and materials, an area of P-T-P buyouts that has received little attention in the empirical literature. These inconsistencies are consistent with Rappaport (1990) who hypotheses that no efficiency gains are expected from P-T-P buyout ownership changes, because executives of PLCs have adapted operational strategies from the private equity buyout model, such as shedding underperforming divisions; selling assets not essential to operations; repurchasing stock and increased leverage; closing uneconomic plants and offices; and outsourcing much of the production processes, including materials and labour. Moreover, the author argues, that the buyout governance structure is transitory because the discipline of debt and the concentration of ownership creates strategic inflexibility in the face of competition. This view is
consistent with buyouts being a form of shock therapy, capable only of generating one-time permanent improvements in performance.

Rappaport (1990) alternative buyout hypothesis therefore leads to the following hypothesis and research questions:

**Hypothesis 1**

\[ H_0: \] Private equity P-T-P ownership and ownership changes are not significantly related to firm technical efficiency.

\[ H_1: \] Private equity P-T-P ownership and ownership changes are positive and significantly related to firm technical efficiency.

The literature reviewed above also leads to the following research questions.

1. Do gains from P-T-P buyout ownership changes persist after the buyout?
2. Does the location of a firm or plant affect firm efficiency?
3. Does the type of P-T-P buyout affect firm efficiency?

In order to test the hypothesis and research questions stated above, a probabilistically matched reporting unit buyout dataset described below, data envelopment and stochastic frontier analysis is used to examine technical efficiency of companies operating in the UK manufacturing industry during the period 1997-2007. The focus of this study is on P-T-P buyouts in the UK manufacturing industry, and is based on two different analysis techniques, DEA and SFA. This study differs from Alperpych et al (2013) who also use data envelopment analysis to examine firm efficiency in UK buyouts. Their study uses a single analysis technique, focuses on all UK buyouts, including private to private and P-T-P buyouts, and is based on all industries, and the whole company, rather than the plant level.
5.2 Data

In microeconomic production theory, a firm's input and output combination is depicted using a production function. Using such a function one can show the maximum output that can be achieved with any possible combination of inputs, that is, one can construct a production technology frontier (Seiford & Thrall, 1990). However, one of the main difficulties in carrying out research on UK P-T-P buyouts is obtaining data to measure technical efficiency. By and large, the private equity industry does not publish its results, and data that is available can be inconsistent and hard to reconcile, as both private equity firms and their limited partners use diverse calculations (Ghai et al. 2014). Moreover, after P-T-P buyouts, the new private equity owners immediately withdraw the PLCs they take over from the Stock Exchange. Data on the former PLCs is therefore lost as the new private equity owners are not required to publish quarterly or annual financial reports, or provide information on inputs and outputs used in production. In addition, the database from the Centre for Buyout Research at the University of Nottingham (CMBOR), on which much research on buyouts is based, may have serious methodological issues (Ghai et al. 2014). Nevertheless, the CMBOR database is a valuable data source. Therefore, in order to address the aforesaid deficiencies and to assess the impact of P-T-P buyouts on the technical efficiency of companies operating in the UK manufacturing industry during the period 1997-2007, this study uses data from two sources.

The first data source is the CMBOR. 21 Founded in 1986, the CMBOR is financed and funded by private equity, and collects data to monitor and analyse buy-outs, with and without private equity investment. It was the first centre to be established devoted to the study of private equity and buyouts (CMBOR). Overall buyout sample selection for this study is therefore determined by the buyout data provided by the CMBOR. The only data fields the CMBOR provide are: Name of the buyout; Date of the buyout; Value of the buyout; Sector the buyout operates in; Sales; Employees; Private equity provider; Buyout exit type; and the date of the buyout exit. The CMBOR also supplies fields for partial sales to show, Name; Value; Date. Fields for acquisition show, Name; Value; Date. Fields for full exit data show, Names of acquirers; Value; Date; Turnover; and Employees.

---

21 The CMBOR is now based at Imperial College London, since 2011.
The CMBOR provides data for 355 UK public to private buyouts for the period 1995-2009. The CMBOR reports that for buyouts on its database, data only includes the buy-out stage of the private equity market (MBO, MBI, IBO, BIMBO) and does not include any other stage such as speed, start up, development or expansion capital.

In order to be included as a buy-out in the CMBOR files, over 50 per cent of the issued share capital of the company has to change ownership with either management or a private equity company or both jointly having a controlling stake upon deal completion. Buy-outs and buy-ins must be either management led or led by a private equity company using equity capital primarily raised from one or more private equity funds.

Transactions that are deemed not to adhere to the private equity or MBO/MBI model are not included. Unless otherwise stated, data includes all buy-outs whether private equity backed or not and there is no size limit to deals recorded. Transactions funded from other types of funds such as Real Estate funds and infrastructure funds are not included. Deals in which a private equity firm buys property as an investment are not included. In order to be included, the target company (the buy-out) must have its own separate financing structure and must not be held as a subsidiary of a parent holding company after the buy-out.

Firms that are purchased by companies owned by a private equity firm are treated as acquisitions and are not included in the buy-out statistics. Where CMBOR values are quoted, all values derive from the total transaction value of the buy-out (Enterprise value) and include both equity and debt.

---

22 For this study, only P-T-P buyouts are selected.
Table 1: Industries Targeted by Buyout Firms.

<table>
<thead>
<tr>
<th>Chemicals manufacturing</th>
<th>Construction</th>
<th>Electrical engineering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food manufacturing</td>
<td>Leather/footwear m-m</td>
<td>Mechanical instrument eng</td>
</tr>
<tr>
<td>Medical/pharmaceutical</td>
<td>Metal goods Eng.</td>
<td>Other manufacturing</td>
</tr>
<tr>
<td>Paper manufacturing</td>
<td>Textiles</td>
<td>Timber/furniture</td>
</tr>
<tr>
<td>Agriculture/fish</td>
<td>Media</td>
<td>Medical health care</td>
</tr>
<tr>
<td>Wholesale distribution</td>
<td>Banking/finance/insurance</td>
<td>Computer software</td>
</tr>
<tr>
<td>Hotel/catering/leisure</td>
<td>Real estate</td>
<td>Transport/communication</td>
</tr>
<tr>
<td>Business services/leasing</td>
<td>Retail distribution</td>
<td>Biotechnology</td>
</tr>
<tr>
<td>Computer services</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The primary source of information in the CMBOR files is a biannual survey of all private equity and debt providers in the UK and European buyout market. Other data sources include press releases, company reports and stock exchange circulars (CMBOR). This approach enables extensive cross-checking of data to ensure reliability (Harris et al. 2005). As the focus of this study is on the UK manufacturing industry, companies not involved in manufacturing are dropped.

The P-T-P buyout dataset obtained from the CMBOR consists of 355 buyouts for the period 1990 to 2009. From the CMBOR buyout dataset, 62 companies are deleted because the data relates to periods before 1997 or after 2007, leaving a sample of 293 UK P-T-P buyouts for the period 1997-2007.
5.3 Descriptive statistics

Figure 1: Movement in UK Buyouts

Figure (1) below shows the total number of UK P-T-P buyouts reported by the CMBOR for the period 1997-2007. The CMBOR reports a total of 355 UK buyouts for the period. 62 buyouts are dropped as they take place before or after the period of this study. This leaves a sample of 293 P-T-P buyouts in the UK for the period 1997-2007.

The number of P-T-P buyouts peaked at 44 in 1999 before commencing on a gradual downward trend until 2002 (figure 1). Although the number of buyouts climbs slightly in 2003, they fall again in 2004 with no substantial recovery since.
Figure 2: P-T-P Buyout Types

Figure (2) below shows the breakdown by type of buyout for the UK manufacturing industry during the period 1997-2007. The figures are derived from the sample of 293 P-T-P buyouts for the period obtained from the CMBOR.

Figure (2) above shows that of the total of 293 PLCs involved in P-T-P buyouts during the period 1997-2007, 63 per cent of companies were purchased in management buyouts, 26 per cent in leverage buyouts, 10 per cent in BIMBO, and 1 per cent others.
Figure 3: Buyout Purchases by Region

Figure (3) shows the percentage of buyouts by region.

![Pie chart showing buyout purchases by region]

The three regions with the largest number of buyouts during the period under investigation are London 40 per cent, the South East, and Yorkshire and Humberside with 15 per cent.

Figure 4: Buyout Exit Type 1997-2007

Figure (4) below shows the mode buyouts exited during the period 1997-2007. The figures are derived from the buyout sample of 293 companies obtained from the CMBOR.

![Pie chart showing buyout exits by type]

Alternative Investment Market (AIM) 2%
MBO:MBI 11%
Trade Sale 13%
receivership 6%
stock Exchange 3%
None 65%
Figure (4) above shows that of the 293 UK P-T-P buyouts during the period 1997 – 2007. 13 per cent exited by way of a trade sale 65 per cent (the company is sold to another company soon after the buyout), 11 per cent was involved in a MBO or MBI, 6 per cent ended in receivership, and 5 per cent was returned to the stock or alternative market.

**Figure 5: Number of Buyout Disposals by Year**

Figure (5) below shows the number of private equity owned companies disposed of year by year. The figures derive from the CMBOR sample of 293 buyouts for the period 1997-2007.

The highest number of companies disposed of by private equity took place in 2006, followed by 2004 and 2007 (figure 5). There are no disposals in 1997 and 1998 (not shown in chart), probably because UK buyouts were in their infancy during these periods. This is demonstrated by the gradual increase in the number of buyouts from 2000 reaching a peak in 2006. The steep fall in buyout numbers in 2007 may be related to the onset of the global financial crisis that came to a head in 2007/8.

---

23 The CMBOR reported that 8 buyouts exited in 2008, 9 in 2009, and 5 in 2010.
Figure 6: Buyout Exit by Region

Figure (6) below shows buyout exit by region based on 95 P-T-P buyouts. These are not industry specific.

London and the South East experienced the largest number of buyout exits during the period under investigation. 33 per cent of buyouts exited in London, 21 per cent in the South East, and 13 per cent in Yorkshire and Humberside.

All companies not actually involved in manufacturing, such as finance, insurance, agriculture, business services, wholesale distribution, computer services, media, real estate, medical health care, computer software, and transportation and communication are dropped from the CMBOR dataset, leaving a buyout sample of 133 P-T-P buyouts.
Table 2: CMBOR Variables

Table 2 shows the variables obtained from the CMBOR and used in this study. The list of variables provided by the CMBOR was more extensive than below. However, only these were selected for use in the ONS data match.

<table>
<thead>
<tr>
<th>Name of Buyout</th>
<th>Type of Buyout</th>
<th>Buyout Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address of Buyout</td>
<td>County</td>
<td>Region</td>
</tr>
<tr>
<td>Month of Buyout</td>
<td>Year of Buyout</td>
<td>Buyout Activity</td>
</tr>
<tr>
<td>Value of Buyout</td>
<td>Turnover</td>
<td>Activity Description</td>
</tr>
<tr>
<td>Type of Buyout Exit</td>
<td>Year Buyout Exit</td>
<td>Month Buyout Exit</td>
</tr>
</tbody>
</table>

The private equity industry works closely with the CMBOR and provides it with deal level information annually. Most of the information provided is on the type of buyout, date of the buyout, date buyout exits, name and address of the buyout, and the purchase price. No data on input prices are provided, nor does it provide any plant level or reporting unit level data. In order to obtain such buyout data, an alternative data source is required.

The second data source is the UK Office for National Statistics (ONS), more specifically, the ONS Annual Respondent Database (ARD). The ONS is the executive office of the UK Statistics Authority, a non-ministerial department which reports directly to the UK Parliament. The ONS was formed on 1 April 1996 by the merger of the Central Statistical Office (CSO) and the Office of Population Censuses and Surveys (OPCS). The ONS is charged with the collection of data and the publication of statistics related to the UK economy at national, regional and local levels.

The ONS ARD is a database that combines information from ONS IDBR business surveys over time. The ARD contains details on the name, address and postcode of companies surveyed. It also holds detailed information on company inputs and outputs, including turnover, materials, energy, employment, and numerous other firm
characteristics at the enterprise, reporting unit and plant level. This information can be used to construct efficiency measures based on estimation of production frontiers using techniques such as DEA and SFA.

Since 1994, the businesses selected for the ONS surveys have been drawn from the ONS Inter-departmental Business Register (IDBR). The IDBR covers about 98% of business activity (by turnover) in GB. Each year a stratified sample is drawn for the ONS Annual Business Review (ABI) and thus the data stored on the ARD is from businesses’ respondents returning questionnaires that are sent out by the ONS. Under the 1947 Statistics of Trade Act, it is a legal requirement that businesses complete and return them to the ONS. The IDBR also records data from the administrative sources of VAT records for all 3.7 million of so businesses. These data relate to name, location, birth, turnover, and employment of the business (ONS). Table 8 provides a summary of the ONS data collection.

**Figure 7: Types of IDBR Units and how they fit together**

(Source: ONS, 2013)
The business data collected by the ONS can be used in studies relating to social and economic policy-making. Much of the data on which policy-makers depend is produced by ONS through a combination of a decennial population census, samples and surveys and analysis of data generated by businesses and organisations. The reliance on this data source by government (local and national) makes the ONS material central to debates about the determination of priorities, the allocation of resources and for decision making.

The range of variables collected by the ONS since 1970 on the ARD has varied over the years and the same variable names can sometimes hide changing definitions or elements included in questionnaires and derived variables. The central variables collected are measures of employment, turnover/output, capital expenditure and intermediate consumption. The data from these direct responses are used to calculate derived variables such as per head measures and gross value added. Postcodes and industrial classification (Standard Industrial Classification codes) are included from the business register along with the nationality of the ultimate owner of the business. Although the register lists business names and full addresses, the ARD does not (ONS).

In order to obtain UK buyout data at the plant or reporting unit level, the CMBOR buyout file and PLC matching sample, containing the name, address, postcode, date of buyout and date buyout exit is sent to the ONS for it to link with comparable data on its business database. The ONS business data used in this study is obtained from the Inter Departmental Business Register (IDBR) and Annual Respondent Database (ARD). Figure 7 shows the matching process the CMBOR and PLC samples undergo to produce the research dataset. The CMBOR buyout data must first go through the ONS IDBR database.
Figure 8: ONS Matching Process

Figure 8 shows the ONS matching process used for the CMBOR buyout and PLC sample.

Using the name, address, and postcodes provided in the CMBOR buyout and PLC datasets, the ONS searches its IDBR for comparable records. The purpose of the IDBR matching process is to obtain a unique ONS enterprise reference number for as many of the companies in the CMBOR and PLC sample as possible. No research work can be carried out on any ONS database without first obtaining an enterprise reference number for each company. An enterprise reference number allows an individual company to be followed through various time periods. The IDBR is the sampling frame for surveys of businesses carried out by the ONS and by other government departments. It is also a key data source for analysis of business activity.

The ARD surveys are a census of large businesses and a sample of smaller ones, although the specific sampling frame has varied over time. Each year, information is collected from approximately 14,000-19,000 establishments (*known as reporting units*), based on a sampling methodology that is biased towards larger establishments (ONS, 2010) See figure (8). The ARD files contain a higher proportion of smaller plants than the US Longitudinal Research Database (LRD) used by Lichtenberg and Sigel (1987, 1990) to examine efficiency in US buyouts, which makes it useful for measuring efficiency at the plant or reporting unit level. The ONS ARD is an unbalanced panel, in
contrast to the extract of the US LRD used by Lichtenberg and Sigel (1987, 1990), which consists mainly of continuous plants. Figure (7) above shows the sources of the ONS data used to construct IDBR and ARD databases. The data collected can be observed at the reporting or local unit level. All data on the IDBR are treated as restricted commercial and are protected by the Code of Practice for Official Statistics and by specific legislation (ONS, 2013).

An advantage of using data from the ONS is it is more reliable, and is reported at the plant and reporting unit level. It is also easier to access than data sources such as OneSource, Compustat, and FAME. As a result, Harris et al (2005) argue that the measurement of efficiency requires reliable and comprehensive information on capital and intermediate materials, and these variables are not typically reported in financial statements and thus are not contained in databases such as OneSource, Compustat, and FAME. Moreover, the accuracy of efficiency measures also depends on the accuracy of input and output price deflators; because inputs and outputs should be computed in constant dollars. However, many large firms have plants in diverse industries, where there may be substantial variation in price changes. However, in files such as Compustat, these organisations must be classified, at the corporate level, into a single four digit SIC industry (Harris et al. 2005).

---

24 Griffiths (1999) and Harris provide an overview of the ARD database.
5.4 Research Sample

From the dataset of 133 P-T-P buyouts obtained from the CMBOR and sent to the ONS for matching with its IDBR, 192 define enterprise reference matches, 922 multi-matches, and 46 definite no matches are obtained. Because sample size is always a concern for econometric work, especially in this study, which already suffers from a small buyout dataset, the multi-match folder is re-examined to see if it is possible to increase the size of the buyout dataset. This cleaning process provides an additional 55 definite matches; bringing the buyout dataset to a total of 247 definite enterprise matches.

In order to examine whether companies involved in private equity P-T-P buyouts operate more efficiently than companies owned by PLCs, a PLC matching dataset is constructed by obtaining data for 473 manufacturing companies listed on the London Stock Exchange from Thompson Reuter’s financial database. PLCs in the matching sample must be in the same industry as companies in the buyout dataset matched on four digits SIC code, and must not have been involved in a buyout during the period of study. In order not to bias or unnecessarily limit the number of possible matches, it is necessary to make the PLC matching criteria as wide as possible. The PLC dataset undergoes the same ONS probability matching process as the buyout dataset, which produces 295 definite IDBR matches.

The results for the 247 definite enterprise matches from the buyout dataset, and 295 definite IDBR matches for the PLC dataset provided by the ONS IDBR matching process, is used to search the ONS ARD to obtain annual input output data for each reference number. From the results of the companies identified by the ARD, companies with two or less years’ data, companies with missing data for turnover, materials, capital, and employment, and companies with zero balances are dropped. This cleaning process provides the final research dataset.

For the private equity buyout dataset, there are 65 enterprises which own 103 reporting units, which produce a total of 704 observations. For the PLC dataset, there are 251 enterprises which own 367 reporting units producing a total of 2377 observations. Combining the buyout and PLC datasets produces a total of 316 enterprises, 470 reporting units, and 3081 observations. This is combined to make the final unbalanced panel research dataset. The unbalanced nature of the panel from the ARD is useful for
there is considerable entry and exit over a long period (Harris et al. 2005). One other advantage of having an unbalanced panel is that there are more chances of small as well as large companies being included in the sample.

5.4.1 Sample Statistics

Table 3: Number of Buyout Observations 1997-2007

Table 3 shows the number of unique buyout deals per year and the number of year observations per deal during the period 1997-2007. Only companies with two or more years of data are included in the research dataset. Companies with zero values for capital, labour, and materials are dropped. The rows for year represent unique buyouts. The columns represent the number of years’ observations per buyout. The % is calculated by number of annual buyouts / by total number of buyouts.

<table>
<thead>
<tr>
<th>Year</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>11</td>
<td>17</td>
<td>54</td>
</tr>
<tr>
<td>1998</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>1999</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>2001</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>2002</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>2003</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>2004</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tots</td>
<td>2</td>
<td>13</td>
<td>15</td>
<td>10</td>
<td>15</td>
<td>4</td>
<td>9</td>
<td>6</td>
<td>12</td>
<td>17</td>
<td>103</td>
</tr>
<tr>
<td>Obs</td>
<td>4</td>
<td>39</td>
<td>60</td>
<td>50</td>
<td>90</td>
<td>28</td>
<td>72</td>
<td>54</td>
<td>120</td>
<td>187</td>
<td>704</td>
</tr>
<tr>
<td>%</td>
<td>1.94</td>
<td>12.62</td>
<td>14.57</td>
<td>9.71</td>
<td>14.56</td>
<td>3.88</td>
<td>8.74</td>
<td>5.83</td>
<td>11.65</td>
<td>16.50</td>
<td>100%</td>
</tr>
</tbody>
</table>

The row for 1997 in table (3) above shows that 54 P-T-P buyouts took place in 1997. Two buyouts were observed three times, two four, two five, seven six, two seven, seven eight, four nine, eleven, ten, and seventeen, eleven times in 1997. The highest number of buyouts observed is 54 in 1997 and 12 in 2003. 16.5 per cent of the total buyout sample is observed 11 times, 14.5 per cent four times, 14.6 per cent six times, and 12.6 per cent three times. There are a total of 704 observations for the buyout dataset for the period 1997-2007. No buyout observations are recorded after 2006. This is because the ONS has no recorded observations for these years. This is consistent with the table 3 which shows only one company was observed one time.
The overall low number of observations in the buyout dataset is probably due to the fact that private equity firms sell, buy or trade companies quickly after purchasing them. The numbers may also be further reduced because private equity firms also exit buyouts between three and five years, and also because a larger number of buyouts have been dropped from the sample due to insufficient input output data.

**Table 4: Number of PLC Observations 1997 – 2007**

Table 4 shows the number of PLCs in the sample each year, and the number of years observation per unit during the period 1997-2007. Only companies with two or more years of data are included in the research dataset. Companies with zero values for capital, labour, and materials are dropped. The rows for years represent unique observation. The columns represent number of year observations per unit. The % is calculated by number of annual buyouts / by total number of buyouts.

<table>
<thead>
<tr>
<th>Year</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>1</td>
<td>2</td>
<td>16</td>
<td>19</td>
<td>23</td>
<td>16</td>
<td>24</td>
<td>35</td>
<td>28</td>
<td>22</td>
<td>31</td>
<td>217</td>
</tr>
<tr>
<td>1998</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>44</td>
</tr>
<tr>
<td>1999</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>2001</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>2002</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>2003</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>2004</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>2005</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Tots</strong></td>
<td>7</td>
<td>8</td>
<td>49</td>
<td>39</td>
<td>41</td>
<td>45</td>
<td>34</td>
<td>48</td>
<td>37</td>
<td>28</td>
<td>31</td>
<td>367</td>
</tr>
<tr>
<td><strong>Obs</strong></td>
<td>7</td>
<td>16</td>
<td>147</td>
<td>156</td>
<td>205</td>
<td>270</td>
<td>238</td>
<td>384</td>
<td>333</td>
<td>280</td>
<td>341</td>
<td>2,377</td>
</tr>
<tr>
<td><strong>%</strong></td>
<td>1.91</td>
<td>2.18</td>
<td>13.35</td>
<td>10.63</td>
<td>11.17</td>
<td>12.26</td>
<td>9.27</td>
<td>13.08</td>
<td>10.08</td>
<td>7.62</td>
<td>8.45</td>
<td>100</td>
</tr>
</tbody>
</table>

Table (4) above shows there are more observations for the PLC than the buyout. This is expected as there is a ratio of 3-4 PLCs to each buyout. Also, PLCs tend not to be larger than private equity target companies, and they also tend to change ownership less often than companies in the buyout dataset. This can be seen from the appearance of
observations in years one and two. This means that companies in the PLC dataset are more likely to be observed, and more frequently than companies in the buyout dataset. Of the 2377 PLC observations shown above, 13.35 per cent of the PLC dataset was observed three times, 13.1 per cent eight times, 12.3 per cent six times, and 11.1 per cent five times during the period 1997-2007. No observations are recorded after 2005 as there are no buyout observations recorded for this period by the ONS as it takes two to three years for the data to appear in the ONS database after it has been collected and cleaned. Therefore, as this data was not available at the time of contracting the research dataset, it was not collected, and therefore no PLC comparisons are made.

Table 5: Number of Buyout Observations by Region 1997-2007

Table 5 shows the number of buyouts that took place in the region during the period 1997-2007. The administrative regions that companies operate in are obtained from the ONS. The ONS split England and Wales into nine regions. Northern Ireland is excluded as it has its own administrative regions.

<table>
<thead>
<tr>
<th>Year</th>
<th>South East</th>
<th>East Anglia</th>
<th>South West</th>
<th>West Mids</th>
<th>East Mids</th>
<th>Yorks &amp; Humb</th>
<th>North West</th>
<th>North Wales</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>8</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1998</td>
<td>12</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>7</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1999</td>
<td>14</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>11</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2000</td>
<td>17</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>14</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2001</td>
<td>15</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>12</td>
<td>10</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2002</td>
<td>15</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>14</td>
<td>10</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2003</td>
<td>18</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2004</td>
<td>19</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>9</td>
<td>13</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2005</td>
<td>17</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>2006</td>
<td>15</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>16</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>2007</td>
<td>18</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>167</td>
<td>40</td>
<td>36</td>
<td>50</td>
<td>97</td>
<td>122</td>
<td>110</td>
<td>36</td>
<td>46</td>
</tr>
</tbody>
</table>

|       | 23.72       | 5.67| 5.11| 7.10| 13.78| 17.33| 15.63| 5.12| 6.54  | 100  |

93
Table (5) above shows that the majority of buyout activity took place in the South East during the period under investigation, followed by the East Midlands, the North West, and Yorkshire and Humberside. Regional buyout activity gradually increased from 1997, peaking at seventy five in 2003, before commencing a downward trend that continues today. 2003 and 2004 records the largest number of observations. Even though the number of buyouts fell to 65 in 2007, observations increased suggesting that private equity firms may have been unable to dispose of their portfolio companies due to the onset of the financial crisis.

**Table 6: Regional PLC Observations 1997-2007**

Table 6 shows the number of PLC ownership by region during the period 1997-2007. The administrative regions that companies operate in are obtained from the ONS. The ONS split England, Scotland and Wales into nine regions. Northern Ireland is excluded as it has its own administrative regions.

<table>
<thead>
<tr>
<th>Regions</th>
<th>South East (1)</th>
<th>East Anglia (2)</th>
<th>South West (3)</th>
<th>West Mids (4)</th>
<th>East Mids (5)</th>
<th>Yorks &amp; Humb (6)</th>
<th>North West (7)</th>
<th>North (8)</th>
<th>Wales (9)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>77</td>
<td>5</td>
<td>17</td>
<td>22</td>
<td>16</td>
<td>22</td>
<td>20</td>
<td>10</td>
<td>28</td>
<td>217</td>
</tr>
<tr>
<td>1998</td>
<td>80</td>
<td>7</td>
<td>16</td>
<td>23</td>
<td>17</td>
<td>20</td>
<td>21</td>
<td>9</td>
<td>28</td>
<td>221</td>
</tr>
<tr>
<td>1999</td>
<td>88</td>
<td>7</td>
<td>20</td>
<td>23</td>
<td>18</td>
<td>20</td>
<td>20</td>
<td>15</td>
<td>34</td>
<td>245</td>
</tr>
<tr>
<td>2000</td>
<td>88</td>
<td>7</td>
<td>22</td>
<td>21</td>
<td>15</td>
<td>22</td>
<td>24</td>
<td>13</td>
<td>40</td>
<td>252</td>
</tr>
<tr>
<td>2001</td>
<td>88</td>
<td>7</td>
<td>21</td>
<td>27</td>
<td>13</td>
<td>18</td>
<td>21</td>
<td>15</td>
<td>34</td>
<td>244</td>
</tr>
<tr>
<td>2002</td>
<td>86</td>
<td>7</td>
<td>15</td>
<td>25</td>
<td>13</td>
<td>12</td>
<td>23</td>
<td>12</td>
<td>41</td>
<td>236</td>
</tr>
<tr>
<td>2003</td>
<td>91</td>
<td>5</td>
<td>22</td>
<td>23</td>
<td>13</td>
<td>12</td>
<td>17</td>
<td>10</td>
<td>40</td>
<td>233</td>
</tr>
<tr>
<td>2004</td>
<td>85</td>
<td>5</td>
<td>17</td>
<td>26</td>
<td>12</td>
<td>12</td>
<td>17</td>
<td>11</td>
<td>35</td>
<td>220</td>
</tr>
<tr>
<td>2005</td>
<td>76</td>
<td>1</td>
<td>15</td>
<td>20</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>36</td>
<td>195</td>
</tr>
<tr>
<td>2006</td>
<td>61</td>
<td>2</td>
<td>16</td>
<td>16</td>
<td>13</td>
<td>8</td>
<td>12</td>
<td>4</td>
<td>27</td>
<td>159</td>
</tr>
<tr>
<td>2007</td>
<td>62</td>
<td>1</td>
<td>13</td>
<td>17</td>
<td>13</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>31</td>
<td>157</td>
</tr>
</tbody>
</table>

%   37.11  2.27  8.29  10.22  6.44  6.98  8.37  4.71  15.73  100
Total 882  54  194  243  153  166  199  112  374  2377
Table 6 shows that 33 per cent of observations in the PLC sample took place in the South East, followed by Wales 15.73 per cent, the West Midlands 10.22 per cent, and the North West 8.37 per cent. The largest number of observations is recorded in 2003. Wales seems more prominent in the PLC dataset than the buyout dataset. Unlike private equity, PLC observations did not peak in 2003, but experienced a downward trend from the same period as private equity owned companies. The matching firms are not proportional across regions. This is because when constructing the PLC matching dataset, the main concern is firm size and industry.

Table 7: Source of Research Variables

<table>
<thead>
<tr>
<th>CMBOR</th>
<th>ONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IDBR</td>
</tr>
<tr>
<td>Ownership</td>
<td>Enterprise</td>
</tr>
<tr>
<td>Date of Buyout</td>
<td>Reference</td>
</tr>
<tr>
<td>Exit Date</td>
<td>Number</td>
</tr>
<tr>
<td>Buyout Type</td>
<td></td>
</tr>
<tr>
<td>Exit Type</td>
<td></td>
</tr>
<tr>
<td>Sector</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td></td>
</tr>
</tbody>
</table>

Table 7 shows the source and variables used in the analysis below. The CMBOR source provides the name of the buyout. This is used to create the ownership variable. The date of the buyout and exit date is used to identify the year the buyout starts and end. Buyout type is used to create a dummy variable for Buyout. Region is used to create a dummy variable for location, and buyout type is used to create a dummy variable for buyout. The ARD provides the output variables turnover, and input variables of capital, labour, and materials, variables used in the production frontier.
5.5 Variable Selection

Farrell (1957) states that if the theoretical arguments as to the relative efficiency of different economic systems are to be subjected to empirical testing, it is essential to be able to make some actual measurement of efficiency. A number of attempts have been made to measure efficiency in buyouts, but most of these use techniques and variables that measure the profitability of the buyout target company or the movement in its stock price prior to the buyout; rather than its efficiency. Other studies have focused on the private equity fund level rather than the plant or reporting unit level. Farrell (1957) further states that when measuring efficiency, it is important to know how far a given industry or company can be expected to increase its output by simply increasing its efficiency, without absorbing further resources. This means that the variables selected to investigate efficiency; and the level of the organisation they are selected from is critical (Lichtenberg 1987).

When carrying out studies on technical efficiency using DEA and SFA, the adaptability of the techniques means that variable selection can often be specific to the type of industry under investigation. Kopp and Smith (1980) use capacity, demand patterns, and capital to examine efficiency in steam generating plants. McGuckin and Nguyen (1995) based their study of efficiency on US plant ownership changes purely on labour productivity because of difficulties obtaining data on inputs such as capital. Battese and Coelli (1995) included land, labour, and bullocks in an investigation of efficiency in Indian paddy farming. Amess (2002) employs data from the CMBOR and ONESOURCE consisting of employment, fixed assets, and value added, to investigate UK buyouts. Benefratello (2002) uses capital, labour, and materials as inputs; and turnover as output in a panel to investigate technical efficiency in the Italian pasta industry. Hirschhouse et al (2006) included capita, labour, and maximum peak load as input variables, and total amount of electricity distributed as output variable to estimate efficiency in the German electricity industry, and Al-Sharkas et al (2007) included costs and profits in a study on the US banking industry. Meanwhile, researchers such as Timmer et al (2007), working on the EU KLEMS project, are seeking to harmonise the use of input variables of various categories of capital, labour, energy, materials, and services EU wide in productivity and efficiency studies.
An advantage of having access to the ONS ARD is that it contains over one thousand different variables including key input variables such as capita, labour, materials, and output variables such as turnover at the establishment, reporting unit, and plant level.\textsuperscript{25} Surprisingly, few studies on UK buyouts include these key variables to focus on technical efficiency at the plant level or reporting unit. This is very odd, given that microeconomic theory postulates that a company employs a bundle of resources of inputs, such as capital, labour and materials, to produce output (turnover in this study). The general definition of productivity is the ratio of (real) output to (real) inputs\textsuperscript{26} (Lichtenberg and Siegel, 1990).

In line with Lichtenberg and Siegel (1990) suggestion, and the EU KLEMS initiative, this study employs reporting unit data consisting of capital, labour, materials as input variables, and turnover as the output variable from the ONS ARD, and key dummy variables selected from the literature to investigation technical efficiency in UK P-T-P in the UK manufacturing industry for the period 1997-2007. A major advantage of these variables in efficiency studies is that they are embedded in a clear analytical framework rooted in production functions and the theory of economic growth. It provides a conceptual framework within which the interactions between variables can be analysed, which is of fundamental importance for policy evaluation (Timmer et al. 2007).

\textsuperscript{25} The ONS no longer collects plant level data.

\textsuperscript{26} This definition specifies real rather than nominal output and inputs because we seek to eliminate the influence of price changes when making efficiency comparisons (Lichtenberg and Siegel, 1990).
5.6 Variable Description

**TURNOVER** - is calculated as the natural logarithm of real annual turnover. It is calculated at the reporting unit level by adding to the value of sales of goods produced, goods purchased and resold without further processing, work done and industrial services rendered and non-industrial services rendered. Turnover is also used to control for firm size in the matching PLC dataset.

**CAPITAL** – is calculated as the natural logarithm of capital stock. It is constructed at the reporting unit level by the ONS using the Perpetual Inventory Method (PIM). In summary, the PIM depreciates the previous year’s capital stock and then adds on the current investment, this process continues for each year of the series. The MAUS team that constructs the capital stock dataset uses the following depreciation rates set out by ONS: Plant & Machinery 6%, Buildings 2%, and Vehicles 20%. However, alternatives such as those based on BEA estimates include: Plant & Machinery 13%, Buildings 2.5%, Vehicles 25%. Most research on efficiency is based on capital stock calculated using the PIM. For instance Hulten (1990), Lichtenberg and Sigel (1987, 1990), OECD (2001), Benfretello (2002), Amess (2003), Coelli et al (2005), Harris et al (2005), and the ONS calculate capital stock using the PIM technique.

An evolving stream of literature suggests that capital services, which is a flow variable, better reflect the input of capital into production, and thus are more suitable for analysing efficiency than the wealth estimates of capital stock (ONS, 2006). An attempt to use capital services in this study was made. However, after extensive discussions with the ONS, it became clear that “capital services” could not be used as the measure of capital stock, as there are serious methodological problems with the ONS capital service datasets which have caused the ONS to suspend their use.

---

27 When constructing capital stock for this study, capital stock with negative values or zero were dropped in accordance with the literature. For zero values, *xtfrontier* drops these when it estimates equations with zero values.

28 For a detailed discussion on how the ONS capital stock is constructed, see Martin (2002) and Gilhooly, (2008).

Other problems with constructing the capital stock variable include having to deal with a large number of negative capital stock values, some of which came about because the ONS only calculated capital stock values up to 2005. This was overcome by manually calculating a capital stock value for as many missing values as possible by using historical data from the ONS capital stock database. This still left a lot of missing capital stock values, which it was not possible to calculate capital stock values for.

**LABOUR** – is calculated as the natural logarithm of total employment costs paid for labour during the year to employees. This includes all overtime payments, bonuses, commission, payments in kind, benefits in kind, holiday pay, employers’ national insurance contributions, payments into pension funds by employers and redundancy payments, less any amounts reimbursed for this purpose from government sources. No deduction is made for income tax or employees’ national insurance contributions etc, payment to working proprietors, travelling expenses, lodgings allowances, etc., are excluded.

In efficiency studies, labour is often measured in different ways. Lichtenberg and Sigel (1990) measured labour as the equivalent man-hours, calculated as production worker man-hours times the ratio of total wages and salaries to production workers. Amess (2003) measured it as the number of employees, and Benfrattello (2002) as deflated value added labour. However, the ONS\(^{30}\) argues that productivity measures based on hours worked have conceptual advantages over head count efficiency measures which are based solely on the number of workers or jobs rather than the time people actually work. According to the ONS, data on hours worked give a better indication of the actual volume of labour input because a measure of hours worked allows accounting for differences in working patterns. Unfortunately, the ARD holds no data on hours worked. Harris et al (2005) used real intermediate inputs as their measure of labour input. This study follows Harris et al (2005) in the use of real intermediate inputs as the measure of labour input.

**MATERIALS** - is calculated as the natural logarithm of the cost of raw materials and components used in production processes. The goods made from these materials are sold to generate turnover. Because of the different types of products made by the UK

\(^{30}\) ONS Productivity Handbook, chapter 5 – Input measures: Labour and Capital
manufacturing industry, no single definition of materials is available. Following Harris et al., (2005) material is defined as real intermediate inputs.

**OWNERSHIP CHANGE** - is a dummy variable representing ownership change. It begins one or more years before the company changes ownership from a PLC to private equity, and end in the year following the buyout. To construct this dummy variable, the year that a company enters and exits a P-T-P buyout in the CMBOR file is compared to years of observations provided by the ONS ARD during the period 1997-2007. The years prior to the buyout when the company is PLC owned, or if it reverts back to PLC or some other type of ownership following a buyout is coded (0). All years of private equity ownership, including the year that the buyout starts, and the actual year that it exits the buyout is coded (1). Where there is private equity ownership, but no ownership change takes place, the observation is coded with a missing value. This is to prevent the loss of buyout data that can be used in estimating the production function. Where the CMBOR data shows that a buyout has taken place, but there is no year data in the ARD corresponding to the year of private equity ownership change, the observation is dropped. Observations where the data does not show the start of private equity ownership but shows when private equity exited the buyout are retained, as this provides evidence of ownership changes following a buyout.

**OWNERSHIP** - is a dummy variable representing legal ownership of a company, i.e., public or private. It is constructed using data from the CMBOR and the LSE. A list of the population of all companies involved in P-T-P LBOs and MBOs during the period 1997-2007 and their industries are obtained from the CMBOR. A similar sample of PLCs is obtained from the LSE, and these are matched against comparable information held on the ONS ARD to create matching samples using turnover and SIC92 codes. No researcher size bias is exercised in the selection of companies to be included in the datasets. The only determinant of firm size is that generated by the data itself in the process of it being cleaned. The only requirement to be included in the datasets is that there must be two or more years of observations per company, as during the first year of ownership change, it is almost impossible to determine whether changes are the result of PLC or private equity ownership (Benfretello, 2002). PLCs are coded (0) and private equity owned companies are coded (1). Ownership is a key variable since the literature suggests that companies involved in buyouts should be more efficient following a buyout than companies that do not engage in buyouts.
LOCATION – is a dummy variable representing the geographical location of a plant or company. England and Wales is divided into nine industrial regions. These are: South-East England, Eastern, London, South-West England, West-Midlands, East-Midlands, Yorkshire and Humberside, Merseyside, and North-East England. The ONS records the address, post-code and region where each plant is located and operated from. This address and location is different from the parent company that owns the plant or reporting unit. The name and address provided by the CMBOR for each company involved in a buyout is compared with similar information held in the ONS ARD. The dataset is divided into companies situated in the London and the South East (South), and companies in the North (North). Companies in the South are coded (0), companies in the North are coded (1).

BUYOUT is a dummy variable representing the type of buyout, i.e., leverage buyout or management buyout. This data is provided by the CMBOR, and is a sample from the population of LBOs and MBO for the period 1997-2007. To be included as buyout in the CMBOR database, over 50 per cent of the issued shares of a public company must change ownership with either management or a private equity firm or both, jointly having a controlling stake upon deal completion. Only buyouts with two or more years’ observations are included in this variable. Private equity firms determine what is constituted as a LBO and an MBO, and this study follows the determination provided in the data from the CMBOR. This variable is used to estimate whether the type of buyout affects the efficiency of companies.

LBO – is a dummy variable constructed from the buyout dummy variable. It represents companies involved in leverage buyouts during the period 1997-2007. The role of this variable is to measure whether LBOs are more efficient than MBOs. SIC92 - is the standard industry classification code for 1992. This is obtained by manually reducing the 5 digit ONS SIC92 code to 3 digits.

SECTOR – represents the seven industrial sectors that UK companies operate in. The ONS classifies and places each company in its most appropriate industry sector. The industry sectors are: Construction; catering; motor trades; property; retail; other services, and wholesale. As the UK manufacturing industry contains the largest number of companies, most studies on UK efficiency are based on this sector. Following this trend, this study also focuses on the UK manufacturing industry. All companies involved in
financial services, banking and insurance are dropped in this study, as their heterogeneous nature makes them difficult to measure. Companies in other industries such as construction (CN), catering (CA), wholesale (WH), and other services (ST) are excluded from the study. The industries in which private equity firms operate are used as the guide for the selection of industries on which this study focuses. Using the variables selected and described above, a 10 year unbalanced panel is created.

Table (6) below presents the main research variables used in this study, their definition, and the expected direction of the sign. The variables are described at 3.4.1 above, and specified at 4.7 below. The variable names in brackets denote the name of the variable in the various equations.
### Table 8: Variable Definitions and their Expected Relationship with Efficiency

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Expected Sign</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Turnover</strong> <em>(ln_turnover)</em></td>
<td></td>
<td>Annual turnover</td>
</tr>
<tr>
<td><strong>Capital</strong> <em>(ln_rcapstk95)</em></td>
<td></td>
<td>Capital stock</td>
</tr>
<tr>
<td><strong>Materials purchased</strong> <em>(ln_matpurch)</em></td>
<td>+</td>
<td>The cost of raw materials, goods and services use in production</td>
</tr>
<tr>
<td><strong>Total Labour Costs</strong> <em>(ln_totlabcosts)</em></td>
<td>+</td>
<td>The cost paid for labour</td>
</tr>
<tr>
<td><strong>Ownership</strong></td>
<td>+</td>
<td>Dummy variable where 0 = PLCs, and 1 = companies owned by private equity firms</td>
</tr>
<tr>
<td><strong>Ownership Change</strong> <em>(Change)</em></td>
<td>+</td>
<td>Dummy variable representing ownership change</td>
</tr>
<tr>
<td><strong>Location</strong> <em>(North/South)</em></td>
<td>+/-</td>
<td>Dummy variable representing the geographical location whether a company operates in the north or south of England</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td>+</td>
<td>1997 – 2007</td>
</tr>
<tr>
<td><strong>Sector</strong></td>
<td>+/-</td>
<td>Industry sectors companies operate in</td>
</tr>
<tr>
<td><strong>Industry Classification Code</strong> <em>(SIC92)</em></td>
<td>+/-</td>
<td>Represents the industry each unit operates in</td>
</tr>
<tr>
<td><strong>Buyout</strong></td>
<td>+/-</td>
<td>Dummy variable representing the type of buyout, i.e., LBO or MBO.</td>
</tr>
</tbody>
</table>
Table 8 details the variables used in the study, their definition, and expected directions of their sign.

The variables are obtained from the CMBOR and the ONS. The name for each buyout was obtained from the CMBOR. However, when the buyout name is submitted to the ONS for data matching, the ONS drop the name of each company in the sample, as it is not permitted to disclose any data that will identify an individual company. The ONS replaces each company name with a unique reference number that allows researchers to use its databases when it carries out the data matching process. Variables, such as location, sector, and SIC codes are shared by the two data sources. These are used in the checking process to ensure that the correct companies and industries are being selected. Variables in table 8 with the prefix \( \text{ln} \) signify the logarithm of the variable.
5.7 Summary Statistics

Tables 9 and 10 present summary statistics for the variables in the buyout and PLC dataset respectively.

In order to avoid the outlier effects and standardise data, all the values are taken in their natural logarithmic forms. As can be seen in table 10 and 11, all the (minimum and maximum) values of the variables are close to the mean and the standard deviations are relatively normal (less than 2.5) in all cases. By normalising the data, the abnormalities in time series are substantially minimised.

Table 9: Mean, Minimum & Maximum Buyout Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std.Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>lturnovr</td>
<td>704</td>
<td>10.77</td>
<td>1.437</td>
<td>0</td>
<td>14.49</td>
</tr>
<tr>
<td>lmatpurch</td>
<td>704</td>
<td>9.071</td>
<td>1.794</td>
<td>2.890</td>
<td>13.35</td>
</tr>
<tr>
<td>lrcapstk</td>
<td>704</td>
<td>10.16</td>
<td>1.391</td>
<td>0</td>
<td>13.78</td>
</tr>
<tr>
<td>llabour</td>
<td>704</td>
<td>9.451</td>
<td>1.096</td>
<td>2.772</td>
<td>13.10</td>
</tr>
</tbody>
</table>

Table 10: Mean, Minimum & Maximum of PLC Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std.Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>lturnovr</td>
<td>2377</td>
<td>10.56</td>
<td>1.5845</td>
<td>0</td>
<td>14.60</td>
</tr>
<tr>
<td>lmatpurch</td>
<td>2377</td>
<td>8.476</td>
<td>2.2522</td>
<td>0</td>
<td>13.04</td>
</tr>
<tr>
<td>lrcapstk</td>
<td>2377</td>
<td>9.917</td>
<td>1.5511</td>
<td>1.099</td>
<td>15.09</td>
</tr>
<tr>
<td>llabour</td>
<td>2377</td>
<td>9.171</td>
<td>1.290</td>
<td>4.060</td>
<td>13.40</td>
</tr>
</tbody>
</table>

Tables 9 and 10 above indicate some interesting points. Both the buyout and PLC variables show similar patterns in terms of turnover. In order to examine the differences and similarities between buyout and PLC companies’ variables, t-tests are conducted for each variable. The results show that there is little or no statistical difference between the
means for ownership and private equity at the five per cent level. The result therefore suggests that the hypothesis that ownership changes do not increase firm technical efficiency cannot be rejected.

The mean of the dependent variable for turnover in the buyout and PLC dataset is 10.77 and 10.56 respectively. This indicates that the process of matching by firm size is relatively robust.

The mean of the buyout variable for materials is 9.071 (table 9) and 8.476 for PLCs (table 10). For capital it is 10.16 for private equity and 9.917 for PLCs respectively, and for labour it is 9.451 for private equity and 9.171 for PLCs respectively. On average therefore, turnover is fractionally higher for private equity owned companies than for PLCs. Capita seems to have the largest impact on turnover in private equity and PLC owned companies, followed by labour and materials.

### 5.8 Correlation Matrixes

Tables (11) and (12) below present results for the Pearson correlation matrixes, and table (13) and (14) present the results for the Spearman correlation matrixes. Correlation measures the strength and direction of the linear relationship between two variables.

#### Table 11: Pearson’s Correlation Matrix for Buyouts

Table (11) presents Pearson correlation results for buyouts based on 704 P-T-P buyout observations for the period 1997-2007.

<table>
<thead>
<tr>
<th></th>
<th>Iturnover</th>
<th>lrcapstk95</th>
<th>lmatpurch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iturnover</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lrcapstk95</td>
<td>0.337*</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>lmatpurch</td>
<td>0.529*</td>
<td>0.138*</td>
<td>-</td>
</tr>
<tr>
<td>ltotlabcost</td>
<td>0.637*</td>
<td>0.376*</td>
<td>0.394*</td>
</tr>
</tbody>
</table>

*Statistically significant at the five per cent level of significance*
Table 12: Pearson’s Correlation Matrix for PLCs

Table (12) presents Pearson correlation results for PLCs based on 2377 PLC observations for the period 1997-2007.

<table>
<thead>
<tr>
<th></th>
<th>turnover</th>
<th>lrcapstk95</th>
<th>lmatpurch</th>
</tr>
</thead>
<tbody>
<tr>
<td>turnover</td>
<td>-</td>
<td>0.456*</td>
<td>0.610*</td>
</tr>
<tr>
<td>lrcapstk95</td>
<td>0.456*</td>
<td>-</td>
<td>0.416*</td>
</tr>
<tr>
<td>lmatpurch</td>
<td>0.610*</td>
<td>0.416*</td>
<td>-</td>
</tr>
<tr>
<td>ltotalcost</td>
<td>0.758*</td>
<td>0.429*</td>
<td>0.647*</td>
</tr>
</tbody>
</table>

* Statistically significant at the five per cent level of significance.

The correlation in the Pearson matrix in tables 11 and 12 above is positive and statistically significant at the five per cent level. The correlation between turnover and capital in table 11 is 0.337, material and labour 0.529, material and capital 0.138. The correlation between turnover and labour in table 12 is 0.637, labour and capital 0.376, and labour and material 0.394. The positive correlation between the variables indicates that as one variable increases, so does the other variable.

The relationship between the variables in the PLC Pearson’s correlation matrix in table 12 above is positive and significant at the five per cent level. The correlation between turnover and capital is 0.456, turnover and materials 0.610, turnover and labour 0.758. The correlation between materials and capital is 0.416, labour and capital is 0.429, labour and materials 0.647.

The correlation between the variables in the PLC matrix is stronger than those for private equity. Turnover and labour have the strongest correlation in the PLC and private equity matrices. However, the correlation between turnover and labour is 0.758 in the PLC matrix than for private equity 0.637. The correlation between labour and materials in the PLC matrix 0.647 is strong compared to private equity 0.394, as is the correlation between materials and labour 0.416 in the PLC matrix and 0.138 for buyouts. There is little difference in the correlation of turnover and material 0.610 for PLCs and 0.529 for buyouts, and capital and labour 0.456 and 0.337 respectively.
The Spearman’s rank correlation matrices in table 9 and 10 measure the extent to which, as one variable increases, the other variable tends to increase, without requiring that increase to be represented by a linear relationship.

**Table 13: Spearman Correlation Matrix for Buyouts**

Table (13) presents Spearman’s correlation results for buyouts based on 704 P-T-P buyout observations for the period 1997-2007.

<table>
<thead>
<tr>
<th></th>
<th>lturnover</th>
<th>lrcapstk95</th>
<th>Lmatpurch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>lturnover</strong></td>
<td>-</td>
<td>0.487*</td>
<td>-</td>
</tr>
<tr>
<td><strong>lrcapstk95</strong></td>
<td>0.669*</td>
<td>0.341*</td>
<td>-</td>
</tr>
<tr>
<td><strong>Lmatpurch</strong></td>
<td>0.713*</td>
<td>0.463*</td>
<td>0.468*</td>
</tr>
</tbody>
</table>

* Statistically significant at the five per cent level of significance.

The correlation between capital and materials in the buyout sample in table 13 is 0.341. Between capital and labour it is 0.463, and between material and labour it is 0.468. The correlation between the variables is positive. This indicates that as one score increases, so do the others, and the relationship is statistically significant at the five per cent level.
Table 14: Spearman Correlation Matrix for PLCs

Table (14) presents Spearman’s correlation results for PLCs based on 2377 PLC observations for the period 1997-2007

<table>
<thead>
<tr>
<th></th>
<th>turnover</th>
<th>lrcapstk95</th>
<th>lmatpurch</th>
</tr>
</thead>
<tbody>
<tr>
<td>turnover</td>
<td></td>
<td>0.475*</td>
<td>-</td>
</tr>
<tr>
<td>lrcapstk95</td>
<td>0.660*</td>
<td></td>
<td>0.442*</td>
</tr>
<tr>
<td>lmatpurch</td>
<td>0.808*</td>
<td>0.435*</td>
<td>0.647*</td>
</tr>
<tr>
<td>ltotalcost</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Statistically significant at the five per cent level of significance.

The correlation between capital and materials in the buyout sample in table 14 above is 0.341. Between capital and labour it is 0.463, and between material and labour it is 0.468. The correlation between the variables is positive. This indicates that as one score increases, so do the others, and the relationship is statistically significant at the five per cent level. The correlation matrix also examines whether there is any evidence of multicollinearity in the model. The distribution presented in the correlation matrix suggests that the variables are normally distributed.

In both the Pearson and Spearman correlation matrices above, the correlation between materials and labour is strongest in both the correlation matrices, but the strength of association between the two variables is strongest in the PLC sample. The conventional dictum states that "correlation does not imply causation", means that correlation cannot be used to infer a causal relationship between the variables. However, Pevalin and Robson (2009) argue this dictum should not be taken to mean correlations cannot indicate the potential existence of causal relations. However, the causes underlying the correlation, if any, may be indirect and unknown.
CHAPTER SIX: METHODOLOGY

6.0 Introduction

Previous attempts to empirically measure efficiency in buyouts have been undertaken using a variety of techniques. Early studies use techniques based on accounting data such as net income, operating cash flow and net cash flow to assess how efficiently companies deploy their assets. However, as most buyout ownership changes involve only parts or divisions of PLCs it is difficult to assess the impact of such partial acquisitions or divestures on efficiency using financial data at the company level (Lichtenberg and Siegel, 1987). Other researchers employ event studies to examine movements in share prices around an event window. Still, questions have been raised over the efficient market hypothesis which asserts that changes in share prices following the announcement of a buyout do not reflect changes in future real firm performance or economic efficiency (Shliefer, 2001). This renders the above techniques unsuitable for the measurement of technical efficiency.

Theoretically, TFP is an appropriate measure of technical efficiency because it takes into account all inputs. The results from TFP studies are inconclusive. Moreover, because TFP assumes that all deviations from the efficiency frontier are under the control of managers, when they are not (Murillo-Zamorano, 2004), the technique is rarely used in buyout studies. In addition, most studies on buyouts are based on the private equity fund level, whereas Lichtenberg (1997) proposes that data at the plant or reporting unit level should be used to measure technical efficiency in buyouts.

As the number, size, and value of PLCs targeted by private equity firms have increased (Wright et al. 2006), and because of the importance of these companies to stakeholders and the UK economy, it is important to independently examine the claims of superior efficiency made by UK private equity firms. This study contributes to this debate by employing a probabilistically matched unbalanced reporting unit dataset, and a DEA and SFA frontier technique respectively, to investigate the impact of P-T-P buyout ownership changes on the technical efficiency of companies operating in the UK manufacturing industry during the period 1997-2007.
6.1 Research Models

Farrell (1957) states that if the theoretical arguments as to the relative efficiency of different economic units are to be subjected to empirical testing, it is essential to be able to make some actual measurement of efficiency. Two competing approaches for the measurement of technical efficiency are the data envelopment analysis (DEA) and stochastic frontier analysis (SFA) (Ruggiero, 2007, Fried et al, 2008). Since the work of Aigner et al (1977) and Meeusen and van den Broeck (1977), DEA and SFA techniques have become widely used to investigate efficiency in a variety of industries. For example, Benfretello (2002) used SFA and panel data in the Italian pasta industry, Amess (2002, 2003) used SFA and panel data to investigate efficiency in the UK machine manufacturing industry. Following this trend, this study employs two SFA and a DEA technique to estimate technical efficiency in P-T-P buyouts. The rationale for using two competing methods is to counter-check whether the results obtained from one method can be confirmed by the other (Odeck, 2007). DEA and SFA are discussed below.

6.1.2 Data Envelopment Analysis

Farrell (1957) proposed a measure of technical efficiency capable of measuring individual economic units (DMUs) of organisations. The technique did not gain wide attention until Charnes et al (1978) renamed it data envelopment analysis (DEA). DEA is a nonparametric frontier technique, which uses data from observed companies to construct an efficiency frontier against which all other companies in the dataset are measured. Companies that sit on the frontier are considered efficient, and those that do not are inefficient. A numerical coefficient score is given to each firm, defining its relative efficiency.

Charnes et al (1978) extended DEA to an input orientated model, which assumes constant returns to scales (CRS). Coelli and Perelman (1996) and Coelli et al (2005) state a researcher should select an orientation according to which quantities (input or output) managers have control over. However, they further state that in many instances, the choice of orientation will have only minor influence upon the efficiency scores obtained, and the choice of model might be based on the specific characteristics of the research.
dataset used in the analysis. Banker et al. (1984) extended DEA to variable returns to scale (VRS). Other researchers have further extended DEA and considered alternative sets of assumptions. The use of the CRS specification when not all DMUs are operating at optimal scale will result in measures of technical efficiency, which are confounded by scale efficiencies. The VRS specification permits the calculation of technical efficiency devoid of these effects (Coelli et al. 2005).

DEA builds on the individual firm evaluations of Farrell (1957) and extends the engineering ratio idea of efficiency measure for a single input, single output analysis to multi-input, multi-output situations (Cook et al. 1991). In this approach, the efficiency of each unit is measured relative to all other units with the restriction that all units operate on or below the efficiency frontier (Cook et al. 1991, Murillo-Zamorano, 2004).

Odeck (2007) caution that because DEA yields a relative efficiency measure and defines a unit as inefficient by comparing combinations of inputs and outputs with other units, units operating with input-output quantities sufficiently far from other units at both ends of the size distribution will be defined as inefficient simply due to lack of comparable units. However, these problems are minimal when examining larger samples of units because larger samples decrease the average level of efficiency due to the positive probability of including more efficient outliers in the sample. Another drawback of DEA technique is that model specification and inclusion/exclusion of variables can affect the results (Cook et al. 1991, Odeck, 2007, Murillo-Zamorano, 2004, Zelenyuk and Zheka 2006, Berg 2010).

However, despite its limitations, DEA provides new ways of obtaining empirical estimates of external relationships, such as the production function, or the efficient production possibility surfaces that are a cornerstone of modern economics (Charnes et al. 1978). DEA is flexible and has the ability to accommodate multiple inputs and outputs. Moreover, with DEA there is no need to explicitly specify a mathematical form for the production function; it is capable of being used with any input-output measurement; the sources of inefficiency can be analysed and quantified for every evaluated unit; and it is useful in uncovering relationships that remain hidden when other methodologies are used (Cook et al. 1991, Ruggiero, 2007).

Researchers in a number of fields have recognised the effectiveness of DEA for modelling operational processes, and its empirical orientation and absence of a-priori

Following the above authors, this study employs a two-stage DEA variable return to scale (VRS) input oriented approach to investigate technical efficiency in companies involved in P-T-P buyouts in the UK manufacturing industry during the period 1997-2007. In the first stage, three input variables, materials, capital, and labour, and turnover as output variable and specified above, are used to estimate efficiency scores for each company in the sample based on model (1). In the second-stage of the DEA analysis, the efficiency scores obtained from the first stage are used as the dependent variable and ownership and ownership dummies as independent variables to estimate DEA equation (1) below.
6.1.3 DEA Model Specification

DEA is used to compute an efficiency score for a firm as the fraction of actual inputs that is required for the firm to be located on the efficient frontier to produce the same level of outputs. Suppose there are $m$ inputs and $s$ outputs. Let the input and output data for decision making unit $j$ be $x_{1j}, x_{2j}, ..., x_{mj}$ and $y_{1j}, y_{2j}, ..., y_{sj}$, respectively. The variable return to scale DEA model can be expressed with a real variable $\theta$ (efficiency score) and a non-negative vector of variables $\lambda = (\lambda_1, \lambda_2, ..., \lambda_n)^T$. This model is one first proposed by Banker et al. (1984) and is similar to a model adapted by Lin et al. (2008). The DEA model is specified as follows:

$$\theta^* = \min_{\lambda} \theta$$

s.t.

$$\sum_{i=1}^{n} \lambda_j x_{ij} \leq \theta x_{i,0}, \quad \sum_{r=1}^{n} \lambda_j y_{rj} \geq y_{r,0}$$

$$\lambda_j \geq 0, \quad \sum_{j=1}^{n} \lambda_j = 1$$

$$i = 1, 2, ..., m, \quad r=1, 2, ..., s,$$

$$j = 1, 2, ..., n$$

Under the DEA methodology, a firm with an efficiency score of 100% is located on the efficiency frontier in the sense that its inputs cannot be further reduced without decreasing its outputs (Lin et al. 2009). A firm with an efficiency score below 100% is relatively inefficient (Farrell, 1957, Banker et al. 1984, Lin et al. 2009).

6.2 Stochastic Frontier Analysis

The second frontier technique employed in this study is stochastic frontier analysis (SFA). Aigner et al (1977) and Meeusen and van de Broeck (1977), influenced by the work of Farrell (1957), Aigner and Chu (1968), Seitz (1971) Timmer (1971), Afriat (1973), and Richmond (1974), simultaneously developed SFA models. These models are developed in a production frontier context, and share a composed error component. The first error component is intended to capture the effects of statistical noise; the second
error component is intended to capture the effects of technical inefficiency. Thus producers operate on or below their stochastic frontier production frontier (Kumbhakar, et al, 2000).

Meeusen and van den Brock (1977) assigned an exponential distribution to the inefficiency error, Battesea and Corra (1977) assigned a half normal distribution, and Aigner et al (1977) considered both distributions for the inefficiency error. The parameters to be estimated include \( \beta, \sigma_c^2 \) and a variance parameter \( \sigma_u^2 \) associated with the error term. Either distributional assumption on the inefficiency error implies that the composed error is negatively skewed, and statistical efficiency requires the model to be estimated by maximum likelihood.

Forsund et al (1984) noted “the main weakness of the stochastic frontier model is that it is not possible to decompose individual residuals into their two components, and so it is not possible to estimate technical efficiency by observation. The best that one can do is to obtain an estimate of mean inefficiency over the sample.” To overcome this limitation, Jondrow et al. (1982) propose a model in which either the mean or the mode of the conditional distribution of the error terms is able to provide estimates of the technical inefficiency of each producer in the sample. The half normal and exponential distributions assigned to the one sided inefficiency error term are single-parameter distributions. To correct this, researchers have developed more flexible two-parameter distributions for the inefficiency error term. For example, Afriat et al (1972) proposed a gamma distribution, and Stevenson (1980) proposed Gamma and truncated normal distributions.

6.2.1 SFA Time-variant Model Specification

The first model is the Battese and Coelli (1992) time-variant SFA model for unbalanced panel data. The model is used to investigate efficiency in the UK manufacturing industry during the period 1997-2007, and to address the above research hypotheses and questions. In the time-varying SFA model, technical efficiency is allowed to vary across producers and through time, and the parameterisation of time effects. The efficiency error term is modelled as a truncated-normal random variable multiplied by a specific function of time, and is assumed to be independently and identically distributed non-
negative truncations. In both time-variant and time-invariant models, the idiosyncratic error term is assumed to have a normal distribution. The only panel-specific effect is the random inefficiency term. The Model takes the following form:

\[ Y_t = f(X_t; \beta) \exp(V_t - U_t) \]  

(2)

and

\[ U_t = \eta_t U_i = \{\exp[-\eta(t - T)]\} U_i, \quad t \in \mathcal{I}(i); i = 1, 2, ..., N; \]  

(3)

Where \( Y_t \) denotes the production for the \( i \)th firm for the \( t \)th period of observation. \( X_t \) is a factor of inputs (and firm specific variables), associated with the production of the \( i \)th firm in the \( t \)th period of observation, and a vector, \( \beta \), of unknown parameters.

\( V_t \) are assumed to be independent and identically distributed \( N(0, \sigma_v^2) \) random error component representing statistical noise, and is assumed to be independent and identically distributed \( N(0, \sigma_e^2) \) random error, independently distributed of the \( U_t \).

\( U_t \) is an error component representing technical inefficiency, and is assumed to be independent and identically distributed non-negative truncations of the \( N(\mu, \sigma_e^2) \) distribution, \( \eta \) is an unknown scalar parameter; and \( \mathcal{I}(i) \) represents the set of \( T_i \) time periods among the \( T \) periods involved for which observations for the \( i \)th firms are obtained.

In the time-variant model, the non-negative firm effects \( U_t \) decreases, remain constant or increase as \( t \) increases, if \( \eta > 0 \), \( \eta = 0 \), or \( \eta < 0 \), respectively. The case in which \( \eta \) is positive is likely to be appropriate when firms tend to improve their level of technical efficiency over time. Further, if the \( t \)th time period is observed for the \( i \)th firm, then \( U_t \) the parameters \( \mu \) and \( \sigma_e^2 \), define the statistical properties of the firm effects associated with the last period for which observations are obtained. The model assumed for the firm effects \( U_t \), was originally proposed by Stevenson (1980) and is a generalisation of the half-normal distribution, which has been frequently used in empirical studies (Battese and Coelli, 1992).
6.2.2 SFA Time-invariant Model Specification

The second model is a time-invariant SFA model. In this model, the inefficiency term is assumed to have a truncated-normal distribution. Early panel data models were based on the assumption of time-invariant efficiency. However, the longer the panel, the less tenable this assumption becomes, and the assumption was relaxed in models proposed by Cornwell et al. (1990), Kumbhakar (1990), and Battese and Coelli (1992). In this model, only the \( U_i \) inefficiency error term is different from the time-variant model above. The model takes the following form:

\[
Y_{it} = f(X_{it}; \beta) \exp(V_{it} - U_i) \tag{4}
\]

Where \( Y_{it} \) denotes the production for the \( i \)th firm for the \( t \)th period of observation. \( X_{it} \) is a factor of inputs (and firm specific variables), associated with the production of the \( i \)th firm in the \( t \)th period of observation, and a vector, \( \beta \), of unknown parameters.

\( V_{it} \) represents random statistical noise and are assumed to be independent and identically distributed \( N(0, \sigma_v^2) \) random errors;

\( U_i \) represents technical inefficiency, and is assumed to have a truncated-normal distribution. Notice that the structure of production technology is assumed to be constant through time, that is, no allowance is made for technical change. All other variables are as specified above.

The time-invariant SFA model assumes that technical efficiency is constant through time for each producer. This assumption of time-invariance of technical efficiency is considered tenuous, particularly in long panels (Kumbhaker et al. 2000). The Battese and Coelli (1992) time-variant SFA model for unbalanced panel data addresses this limitation.
6.3 Variable Specification

The variables specified below for use in the SFA and DEA models in this study have been selected and defined in table (8) above. The variables are: \textit{CAPITAL, LABOUR, MATERIALS, OWNERSHIP, CHANGE, BUYOUT, LOCATION, YEAR, V_{it}, U_{it}, and U_i.}

Where \textit{TURNOVER} is the natural logarithm of real annual total turnover for each reporting unit. \textit{CAPITAL} is the natural logarithm of real total capital stock. \textit{LABOUR} is the natural logarithm of real total labour costs. \textit{MATERIAL} is the natural logarithm of the costs of intermediate inputs. \textit{OWNERSHIP} is a dummy variable that is 0 if the company is PLC owned and 1 if private equity. \textit{CHANGE} is a dummy variable, which takes the value 1 if a company is involved in an ownership change and 0 otherwise. \textit{BUYOUT} is a dummy variable, which takes the value 0 if a company is involved in a LBO, and 1 if a MBO. \textit{YEAR} is calendar year. \textit{V_{it}} is assumed to be independent and identically distributed. \textit{U_i} is assumed to have a truncated-normal distribution. \textit{U_{it}} is a truncated-normal random variable multiplied by a specific function of time. \beta_0 is a constant term.

6.3.1 DEA Model Equation

In the first stage of the DEA procedure, the input variables specified at 4.7 above, capita, labour, material, and turnover as output, is used to estimate efficiency scores for each company in the sample based on model (4). In the second-stage of the DEA analysis, the efficiency scores obtained from the first stage are used as the dependent variable and ownership and ownership dummies are used as independent variables to address research hypothesis (1) above, and in order to check the robustness of the results from the above SFA equations, the following DEA equation is estimated:

\[ e_{i,t} = \alpha \sum_k \beta_k X_{k,i,t} + \sum_m \theta_m OWNERSHIP + \sum_m \theta_m CHANGE + \sum_n YEAR + u_{i,t}. \]  \hspace{1cm} (5)

where \textit{e_{i,t}} is the efficiency score for firm \textit{i} in year \textit{t}. \textit{X_{k,i,t}} represents efficiency variables discussed in section data and summary statistics. Since efficiency scores are truncated below from zero and above from unity, \textit{u_{i,t}} is an error term with double truncation. The prevalent method in the literature to find the determinants of efficiency gaps among DMUs; is by using Tobit regression analysis because the efficiency scores are censored.
at the maximum value of the efficiency scores. Tobit regression uses the efficiency scores as the dependent variable for the possible candidates of influential variables (Ji and Lee, 2010).

### 6.3.2 SFA Time-variant Model Equation

The Battese and Coelli (1992) time-varying SFA decay model provides maximum likelihood estimates for the Battese and Coelli (1992) time-varying decay model. In this model, the inefficiency effects are modelled as:

\[ u_t = \exp\{-\eta(t - T_i)\}u \]

where

\[ u \sim \text{iid } N^+(\mu, \sigma^2_u), \]

Battese and Coelli reports that the exponential specification of the behaviour of the firm effects over time (equation 6) is a rigid parameterisation in that technical efficiency must either increase at a decreasing rate, \( \eta > 0 \), decrease at an increasing rate \( \eta < 0 \), or remain constant \( \eta = 0 \). Thus, When \( \eta > 0 \), the degree of inefficiency decreases over time, when \( \eta < 0 \), the degree of inefficiency increases over time. Because \( t = T_i \) in the last period, the last period for firm contains the base level. If \( \eta < 0 \), the level of inefficiency increases to the base level. When \( \eta = 0 \), the time-varying decay model reduces to the time-invariant model (Battese and Coelli, 1992, STATA, 2013).

Using Battese and Coelli (1992) time-variant SFA model for unbalanced panel data, and data from the CMBOR and ONS for the period 1997-2007, the following equations are estimated for companies involved in P-T-P buyouts, and a sample of PLCs operating in the UK manufacturing industry:

\[
\ln(TURNOVER_{it}) = \beta_0 + \beta_1 \ln(CAPITAL_{it}) + \beta_2 \ln(LABOUR_{it}) + \beta_3 \ln(MATERIALS_{it}) \\
+ \beta_4 \ln(YEAR_{it}) + (V_{it} - U_{it})
\]

Where the subscripts \( i \) and \( t \) refer to the \( i \)th reporting unit and the \( t \)th observation respectively. \( TURNOVER \) represents the total value of output (in pounds) for companies operating in the UK manufacturing industry, \( CAPITA \) represents the total value (in
pounds) spent on employment costs. LABOUR represents the total amount (in pounds) spent on labour, and MATERIALS represent the total costs (in pounds) paid for intermediate goods. $V_u$ and $U_a$ are random variables whose distributional properties are defined in section (4.6) above.

To address research hypothesis at (1) above: Do companies involved in P-T-P ownership changes operate more efficiently than companies not involved in ownership changes, the following equation is estimated:

$$\ln(\text{TURNOVER}_a) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_a) + \beta_2 \ln(\text{LABOUR}_a) + \beta_3 \ln(\text{MATERIALS}_a) + \beta_5 (\text{YEAR}_a) + \beta_6 (\text{OWNERSHIP}_a) + (V_u - U_a)$$

(8)

To address research question (1) above, do gains from P-T-P buyout ownership changes persist after the buyout, the following equation is estimated:

$$\ln(\text{TURNOVER}_a) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_a) + \beta_2 \ln(\text{LABOUR}_a) + \beta_3 \ln(\text{MATERIALS}_a) + \beta_5 (\text{YEAR}_a) + \beta_6 (\text{CHANGE}_a) + (V_u - U_a)$$

(9)

In the time-variant model equations, $U_a$ is a truncated-normal random variable multiplied by a specific function of time.

### 6.3.3 SFA Time-invariant Model Equations

The Battese and Coelli (1995) time-invariant SFA model provides maximum likelihood estimates for the parameters of the time-invariant decay model. In this model, the inefficiency effects are modelled as $u_a = u_a, \ iid\ N^+ (\mu, \sigma^2_u), v_a \ iid\ N(0, \sigma^2_v)$, and $v_a$ and $u_a$ are distributed independently of each other, and of the independent variable in the model. Using the above SFA time-invariant model, the following equations are estimated:

$$\ln(\text{TURNOVER}_a) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_a) + \beta_2 \ln(\text{LABOUR}_a) + \beta_3 \ln(\text{MATERIALS}_a) + (V_u - U_a)$$

(10)
To check the robustness of the results from the time variant model (equation 3) above, the following equation is estimated:

\[
\ln(\text{TURNOVER}_i) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_i) + \beta_2 \ln(\text{LABOUR}_i) + \beta_3 \ln(\text{MATERIALS}_i) + \beta_5 \ln(\text{OWNERSHIP}_i) + (V_u - U_i)
\]  

(11)

To check the robustness of the results for the time variant model (equation 4) above, the following equation is estimated:

\[
\ln(\text{TURNOVER}_i) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_i) + \beta_2 \ln(\text{LABOUR}_i) + \beta_3 \ln(\text{MATERIALS}_i) + \beta_5 \ln(\text{CHANGE}_i) + (V_u - U_i)
\]  

(12)

In the time-invariant equations, \( U_i \) is assumed to have a truncated-normal distribution.

In addition to the above equations, several other equations are used to examine whether the geographical location of companies or plants owned by private equity firms, and the type of buyout, i.e., LBO or MBO have any impact on efficiency.

In order to investigate research question (2) does the location of a firm or plant affect firm efficiency, the following SFA and DEA time-variant equations are estimated:

\[
\ln(\text{TURNOVER}_i) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_i) + \beta_2 \ln(\text{LABOUR}_i) + \beta_3 \ln(\text{MATERIALS}_i) + \beta_5 \ln(\text{LOCATION}) + (V_u - U_i)
\]  

(13)

\[
e_{i,t} = \alpha \sum_k \beta_k X_{k,i,t} + \sum \theta k \ln(\text{LOCATION}) u_{i,t}
\]  

(14)

In order to investigate research question (3) above, does the type of P-T-P buyout affect firm efficiency, the following DEA time-variant equation is estimated:

\[
\ln(\text{TURNOVER}_i) = \beta_0 + \beta_1 \ln(\text{CAPITAL}_i) + \beta_2 \ln(\text{LABOUR}_i) + \beta_3 \ln(\text{MATERIALS}_i) + \beta_5 \ln(\text{BUYOUT}) + (V_u - U_i)
\]  

(15)

\[
e_{i,t} = \alpha \sum_k \beta_k X_{k,i,t} + \sum \theta k \ln(\text{BUYOUT}) u_{i,t}
\]  

(16)
CHAPTER SEVEN: RESULTS AND DISCUSSION

7.0 Results and Discussion

The results for the time invariant and time variant SFA models, and the DEA model respectively are presented and discussed below.

The results of the efficiency measurements for the SFA time-variant and time in-variant measurements are reported in table 15 and 16 respectively.

Table 15: SFA Time-variant Results

Table 15 presents the coefficient results for the production frontier from the Battesea and Coelli (1992) time-variant SFA model. The variables in the production frontier consist of \textit{TURNOVER} as output variable which also controls for firm size and inputs variables of \textit{MATERIALS}, \textit{CAPITAL}, and \textit{LABOUR}. In the Battese and Coelli (1992) parameterisation of time effects, the inefficiency term is modelled as a truncated-normal random variable multiplied by a specific function of time. The input variables are added to the mode individually to determine their increasing impact on the variable coefficients and the significance of \textit{P value}. Model two shows the coefficient result for \textit{MATERIALS}. Model three shows the coefficient result for \textit{CAPITAL} stock, and model four, the coefficient result for \textit{LABOUR} costs. Model (3) also shows the model with all the variables included. The directions of the signs for the coefficients in the production frontier are expected to be positive and statistically significant. The error term representing statistical noise is assumed to be normally distributed. The results are derived from 367 PLC reporting units and 103 private equity units that provide 3081 observations, 2377 PLC and 704 PE. The model is estimated using maximum likelihood. The inefficiency component is assumed to be independent and identically distributed non-negative truncations.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{ltturnovr}</td>
<td>Coef.</td>
<td>$P &gt; z$</td>
<td>Coef.</td>
</tr>
<tr>
<td>\textit{lmattrch}</td>
<td>.1998</td>
<td>\textbf{0.000}</td>
<td>.1905</td>
</tr>
<tr>
<td>\textit{lrcapstk95}</td>
<td></td>
<td>.1895</td>
<td>\textbf{0.000}</td>
</tr>
<tr>
<td>\textit{ltotlabcost}</td>
<td></td>
<td></td>
<td>.6185</td>
</tr>
<tr>
<td>\textit{ownership}</td>
<td>.0846</td>
<td>.557</td>
<td>\textbf{0.0451}</td>
</tr>
<tr>
<td>\textit{year}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\textit{cons}</td>
<td>41.92</td>
<td>0.044</td>
<td>47.02</td>
</tr>
</tbody>
</table>
The coefficients for the variables in the production frontier, *MATERIALS, CAPITAL, and LABOUR* in model (3) of table 15 are positive and statistically significant at the five per cent level. The coefficient for *OWNERSHIP* in model (3) table 15 is negative and statistically insignificant at the five per cent level and remains so when *MATERIALS* and *CAPITAL* are included. The addition of *LABOUR* in model (3) unexpectedly causes the direction of the coefficient for *OWNERSHIP* to change. The coefficient for *YEAR* in model (3) is dropped as the equation will not converge.

**Table 16: Time-invariant Efficiency Results for SFA Model**

Table 16 presents the coefficient results for the production frontier from the time-invariant SFA model. The variables in the production frontier consist of *TURNOVER* as output variable which also controls for firm size, and input variables of *MATERIALS, CAPITAL, and LABOUR*. In the time-invariant model, the inefficiency term is assumed to have a truncated-normal distribution. The error term representing statistical noise is assumed to be normally distributed. The input variables are added to the model individually to determine their increasing impact on the variable coefficients and the significance of P value. Model (4) shows the coefficient result for *MATERIALS*; model seven shows the coefficient result for *CAPITAL* stock; and model eight, the coefficient result for *LABOUR* costs. Model (6) also shows the time-invariant model with all the variables included. The direction of the signs for the coefficients is expected to be positive and significant. The results are derived from 367 PLC reporting units and 103 private equity units that provide 3081 observations, 2377 PLC and 704 PE. The model is estimated using maximum likelihood.

<table>
<thead>
<tr>
<th></th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>turnover</td>
<td>Coef.</td>
<td>P&gt;z</td>
<td>Coef.</td>
</tr>
<tr>
<td>lmatpurch</td>
<td>.1999</td>
<td><strong>0.000</strong></td>
<td>.1924</td>
</tr>
<tr>
<td>lrcapsik95</td>
<td>.1882</td>
<td><strong>0.000</strong></td>
<td></td>
</tr>
<tr>
<td>ltotlabcost</td>
<td></td>
<td></td>
<td>.6177</td>
</tr>
<tr>
<td>ownership</td>
<td>12.11</td>
<td><strong>0.000</strong></td>
<td>10.05</td>
</tr>
<tr>
<td>_cons</td>
<td>4.573</td>
<td>0.577</td>
<td>3.247</td>
</tr>
</tbody>
</table>

31 This result is discussed later below.
The coefficients for the variables in the production frontier MATERIALS, CAPITAL, and LABOUR in model (6) table 16 above are positive and statistically significantly at the five per cent level. However, when LABOUR is included in model (6), the sign of the coefficient for OWNERSHIP unexpectedly changes direction to negative. The implication of this finding is discussed later below. The results for the production frontier findings in table 15 and 16 suggest that LABOUR has the largest influence on TURNOVER, given that almost 62 per cent of the cost of TURNOVER is attributed to LABOUR. The result for LABOUR is consistent with the correlation matrices in tables 12-15 above which show LABOUR better explain the contribution to TURNOVER.

The results for MATERIALS, CAPITAL, and LABOUR in model (3) and (6) of tables 15 and 16 suggest that companies owned by private equity and PLCs have access to similar resources and that there is little or no difference in the way the two ownership models convert inputs into outputs, or allocate resources. Since P-T-P buyouts are often of divisions or plants of PLCs (or whole companies nowadays), there is a natural expectation that after a buyout, these companies will continue to produce the same goods using the same type of resources inherited from the PLCs they purchase. The most likely areas where differences in technical efficiency would creep in between the buyout and PLC model are probably around material usage and employment. The results are consistent with the view that private equity and PLC executives have learned from each how to deploy corporate resources more efficiently by outsourcing production and labour (Jensen 1994, Harris et al. 2005, Work Foundation, 2007). This is supported by the finding for LABOUR which is positive and statistically significant in both the time-variant and time-invariant models. This reinforces the view that there is little difference in the way the two models deploy their resources. Moreover, most of the cost management literature and empirical studies of costs structures indicate that employment costs are the second biggest cost variable in manufacturing companies.

Whilst data limitation makes it impossible to provide conclusive reasons as to why the variables in the production frontier are positive and statistically significant, there are a number of possible explanations for this.

Rappaport (1990) alternative hypothesis suggests that managers of PLCs have learned from private equity executives how to better manage their companies through measures taken to reduce the labour intensity of production (Jensen 1994, Work Foundation, 2007,
Jensen, 1994, Harris et al. 2005). This appears to have been achieved through outsourcing. Olsen (2006) suggests that outsourcing improves productivity by increasing the efficiency with which inputs are used. However, outsourcing has received little attention in the literature. Outsourcing announcements indicate that most outsourcing contract companies transfer a significant number of their employees in affected areas to outsourcing suppliers, retaining only a small number of employees to manage liaison with the contractor (Juma’s and Wood, 2000). This may have quietly come about because managers of PLCs have been pressured by control market activities into reforming without a visible control transaction (Jensen, 1994, www.iufdocuments.org).

Research from the CMBOR and the work foundation, (2007) show that new private equity owners cut jobs on average in the first year of the buyout. This is supported by anecdotal evidence. For instance, in 2004, private equity owners Permira and CVC Capital cut 3,400 AA jobs within weeks of buying the company for £1.75 billion. In 2003, Permira purchased Birds Eye and pledged to keep worker’s employment terms for at least three years. Within six months managers laid-off 600 workers and closed the plant (www.business.guardian.co.uk). In 2010, a US private equity firm purchased Cadburys and gave undertakings that it would not close a plant employing over 400 employees. Within months it closed the plant transferring production to Poland to save costs. A report prepared for the 2008 WEF finds that private equity owned companies have slower job growth than comparable companies up to three years after the buyout, and are more likely to shut down existing companies.

The finding for labour is consistent with suggestions from UK and European trade unions which argue consistently that the substantial returns reported by private equity owned companies are achieved through major job reductions and changes in the terms and conditions of employee’s employment contracts. This is supported by emerging anecdotal evidence which shows that both private equity and PLC owned companies are exploiting the decline in economic conditions to create labour savings by reducing employees’ pay, choosing only to pay minimum wage, job and pay freezes, using unskilled East European imported labour, and creating zero hours contracts which places no obligation on employers to provide work. It provides for variable hours and pro rata holidays and sickness benefits (www.netlawman.co.uk), meaning workers are committed to a particular employer, but only get work when the employer requires them, and are paid only for the hours worked.
Many of the current employment measures adapted by companies in response to the economic challenges are controversial. In response to the controversy over private equity jobs, Damien Buffini, former managing partner of private equity firm Permier, stated in an interview “people don’t quite understand what we do and the benefits we bring to the economy. There is a positive story about productivity and job creation. Those messages have not gotten through.” The finding is consistent with evidence given to the 2007 HCSC on private equity by the work foundation 2007 where it states: “In companies where significant job losses have occurred, it is unclear what would have happened to employment had there been no buyout.” The HCSC concluded simply, “meaningful overall figures are elusive.”

The coefficient result for \textit{YEAR} in the SFA models (1 - 2) of table 15 is negative and statistically insignificant at the five per cent level. This implies that the value of outputs is estimated to have decreased in companies operating in the UK manufacturing industry over the ten year period of study. This would suggest that manufacturing companies are not taking full advantage of any increased technological progress in production. In model (3) of table 15, the equation will not converge when \textit{YEAR} is included. This may imply that the model is time-invariant. Kumbhakar et al (2000) point out that although the practice of including time among the independent variables as a proxy for technical change is common in the estimation of production functions based on panel data, it is relatively uncommon in the estimation of production frontiers using panel data. One possible reason for this is that production frontier models based on panel data are making increasing use of time-varying technical efficiency specifications, and it may be difficult to disentangle the separate effects of technical change and technical efficiency when both effects are proxy by the passage of time.

\textit{YEAR} in the DEA model (11) table 20 below is negative and statistically significant which contradicts the result for the SFA mode. This result implies that the value of outputs is estimated to have increased in PLCs operating in the UK manufacturing industry during the period of investigation. This result is consistent with Rappaport (1990) alternative hypothesis that executives of PLCs have learned lessons from the early waves of buyouts how to operate their companies like those owned by private equity firms.
In addition to the coefficients for the production frontiers above, table 17 and 18 below present overall inefficiency results for the time-invariant SFA, and Battese and Coelli (1992) SFA model.

Table 17: Overall FSA Time-invariant Technical Efficiency Result

Table 17 below presents overall efficiency parameters for the time-invariant SFA inefficiency model estimated in mode (4) of table (16) above. The focus in this table is on GAMMA which should be between 0 and 1. 0 means the company is inefficient, and 1 means it is fully efficient. GAMMA is the estimate of \( \gamma = \sigma_u^2 / \sigma_s^2 \). \( \sigma_2 \) is the estimate of \( \sigma_k^2 = \sigma_s^2 + \sigma_u^2 \). Because \( \gamma \) must be between 0 and 1, the optimisation is parameterised in terms of inverse log of \( \gamma \), and this estimate is reported as ilgtgamma. Because \( \sigma_s^2 \) must be positive, the optimisation is parameterised in terms of \( \ln(\sigma_s^2) \), and this estimate is reported as insigma2. \( \mu \) is the estimate of \( \mu \), the mean of the truncated-normal distribution. 470 reporting units (103 private equity and 367 PLC) and 3081 observations (704 private equity and 2377 PLC) are used in the estimation. In the time-invariant model, the efficiency error term is assumed to have a truncated-normal distribution.

<table>
<thead>
<tr>
<th>Model 7 Time-invariant</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>lnturnovr</td>
<td>Coef.</td>
<td>P&gt;z</td>
</tr>
<tr>
<td>Mu</td>
<td>3.155</td>
<td>0.000</td>
</tr>
<tr>
<td>sigma2</td>
<td>1.078</td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>.6872</td>
<td></td>
</tr>
<tr>
<td>sigma_u2</td>
<td>.7415</td>
<td></td>
</tr>
<tr>
<td>sigma_v2</td>
<td>.3366</td>
<td></td>
</tr>
</tbody>
</table>
Table 18: Overall SFA Time-variant Efficiency Result

Table 18 presents overall technical efficiency score for the time-variant SFA inefficiency model. This is the result from the estimation of the efficiency frontier in model (4) of table (11) above. The focus in this table is on **GAMMA** which should be between 0 and 1. 0 means the company is inefficient, and 1 means it is fully efficient. **GAMMA** is the estimate of $\gamma = \sigma^{2}_{u} / \sigma^{2}_{v}$. **sigma2** is the estimate of $\sigma^{2}_{v} = \sigma^{2}_{u} + \sigma^{2}_{\eta}$. Because $\gamma$ must be between 0 and 1, the optimisation is parameterised in terms of inverse logit of $\gamma$, and this estimate is reported as $\text{ilgtgamma}$. Because $\sigma^{2}_{u}$ must be positive, the optimisation is parameterised in terms of $\ln(\sigma^{2}_{u})$, and this estimate is reported as $\text{lnsigma2}$. $\mu$ is the estimate of $\mu$. 470 reporting units (103 private equity and 367 PLC) and 3081 observations (2377 PLC and 704 private equity) are used in the estimation. In the time-variant model, the efficiency error term is assumed to be independent and identically distributed non-negative truncations. In this model, the non-negative firm effects decreases, remain constant or increase as $t$ increases, if $\eta > 0$, $\eta = 0$, or $\eta < 0$, respectively. The case in which $\eta$ is positive is likely to be appropriate when firms tend to improve their level of technical efficiency over time (Battese and Coelli, 1992).

<table>
<thead>
<tr>
<th>Model 8 Time-variant</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MU</td>
<td>2.780</td>
<td>0.000</td>
</tr>
<tr>
<td>ETA</td>
<td>.0131</td>
<td>0.001</td>
</tr>
<tr>
<td>sigma2</td>
<td>1.024</td>
<td>-</td>
</tr>
<tr>
<td>gamma</td>
<td>.6733</td>
<td>-</td>
</tr>
<tr>
<td>sigma_u2</td>
<td>.6893</td>
<td>-</td>
</tr>
<tr>
<td>sigma_v2</td>
<td>.3344</td>
<td>-</td>
</tr>
</tbody>
</table>

The coefficient for **MU** in model (7) of table 17 is positive and statistically significant at the five per cent level.

The coefficient of **ETA** in model (8) of table 18 is positive and statistically insignificant ($\eta > 0$) at the five per cent level. **ETA** indicates that the degree of inefficiency in the UK manufacturing industry is decreasing over time, and that managers are learning lessons from their more efficient counterparts on how to operate their companies more efficiently.

**GAMMA** (the estimate of $\gamma = \sigma^{2}_{u} / \sigma^{2}_{v}$) in model (7) and (8) of table 17 and 18 respectively is .6878 and .6733 respectively. This indicates that companies in the UK manufacturing industry still have some way to go before they can be considered to be operating at full efficiency (recall that **GAMMA** should be between 0-1).
SIGMA_u2 in all the models is positive. This is the variance of the inefficiency effects. When this value is close to zero, it would imply that there is not much evidence of inefficiency based on the model specification (because the part of the error associated to inefficiency does not have much variation).

SIGMA_v2 is the variance of the idiosyncratic error term. This is also positive, indicating there is not much evidence of statistical noise based on the above models.

Ownership Changes

Specific SFA and DEA tests are carried out to examine the hypothesis that ownership changes increase firm efficiency. The estimate of ownership change is undertaken using the buyout sample only. These results are reported in table 19 and 20 below.

Table 19: Time-variant and in-variant Result for Ownership Change

Table 19 presents the coefficient result for OWNERSHIP in the Battese and Coelli (1992) time-variant and a time-invariant SFA model. OWNERSHIP is a dummy variable, which represents ownership of a company, i.e., private equity or PLC, and last from the time of the P-T-P ownership change until the private equity firm sell or otherwise dispose of the company. The dummy variable for ownership takes the value 0 if PLC owned and 1 if private equity owned. The direction of the sign for OWNERSHIP is expected to be positive and statistically significant. Output variable is turnover, and inputs are MATERIALS, CAPITAL, and LABOUR. The sample consists of 3081 observations (704 private equity and 2377 PLCs) respectively for the period 1997-2007. The mode is estimated using maximum likelihood.

<table>
<thead>
<tr>
<th></th>
<th>Model 9 Time-variant</th>
<th>10 Model 10 Time-invariant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>P&gt;z</td>
</tr>
<tr>
<td>Li turnovr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>-.0794</td>
<td>0.429</td>
</tr>
<tr>
<td>_cons</td>
<td>5.873</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 20: DEA Result for Ownership

Table 20 presents the coefficient result for **OWNERSHIP** in the DEA Tobit regression time-variant and a time-invariant model. **OWNERSHIP** is a dummy variable which, represents the ownership of the company, i.e., private equity or PLC, and last from the time of the P-T-P ownership change until the private equity firm sell or otherwise dispose of the company. The dummy variable for ownership takes the value 0 if PLC owned and 1 if private equity owned. The direction of the sign for **OWNERSHIP** is expected to be positive and statistically significant. Recall that for the DEA model a two-stage estimation procedure is used to calculate individual efficiency scores for each reporting unit. In the first stage, the three input variables, **MATERIALS, CAPITAL**, and **LABOUR** is used to estimate efficiency scores for each unit in the sample. In the second-stage, the DEA efficiency scores obtained from the first stage (**EFFICIENCY**) is used as the dependent variable and an ownership dummy variable is used as independent variable to estimate efficiency. The sample consists of 3071 observations for the period 1997-2007. 1 observation is left-censored, 2995 uncensored, and 75 right-censored.

<table>
<thead>
<tr>
<th></th>
<th>Model 11 Time-variant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td>-.1201</td>
</tr>
<tr>
<td><strong>_cons</strong></td>
<td>2.916</td>
</tr>
<tr>
<td><strong>sigma</strong></td>
<td>.9089</td>
</tr>
</tbody>
</table>

For the DEA analysis, a two-stage DEA procedure is used to calculate individual efficiency scores for all observations appearing in the research dataset. Second, Tobit regression and the efficiency scores obtained from the first stage of the two-stage DEA procedure to estimate efficiency, using efficiency as the output variable, and ownership, change, and year respectively as input variables.

The coefficient for ownership **CHANGE** in the SFA and DEA models in tables 19 and 20 respectively is negative and statistically insignificant at the five per cent level. The results indicate that companies involved in P-T-P ownership changes do not operate more efficiently after buyouts than companies in the control sample. The hypothesis that P-T-P ownership changes lead to greater technical efficiency is therefore rejected at the five per cent level.
The results for ownership change are inconsistent with Jensen (1988) and Jovanovic and Rousseau’s (2002, 2004) suggestion that ownership changes shift resources to more efficient uses and better managers. The results are different from Lichtenberg and Siegel (1987) who report that plants involved in ownership changes operate more efficiently after buyouts than a control sample, and Benfratello (2002) who report that acquired companies in the Italian pasta industry have above average improvement in efficiency after buyouts. The findings contradict Harris et al (2005) who find that plants involved in UK MBO are less productive than comparable plants before the transfer of ownership, and experience substantial increases in efficiency after the buyout.

The results for ownership change are consistent with Rappaport’s (1990) alternative hypothesis which states that no efficiency gains are expected from companies involved in P-T-P ownership changes because managers of PLCs have learned from private equity firms, how to operate their companies more efficiently. The results are in line with McGuckin and Nguyen (1995) who find that ownership changes are associated with the transfer of plants with above average productivity, and Franks and Mayer (1996) who find no evidence of significant underperformance in UK companies prior to buyouts. Amess (2003) also reports that companies involved in UK MBOs have higher efficiency two years before the buyout, and Leslie and Oyer (2008) find no evidence that buyout ownership changes lead to companies owned by private equity outperforming PLCs in operational efficiency. These results are consistent with Roosenboom et al (2006) who report that private equity firms typically target fundamentally strong businesses.

Table 21 and 22 below also examines whether buyouts are long-lived as suggested by Jensen (1988).
Table 21: SFA Time-variant and Time-invariant Results for Ownership

Table 21 presents the coefficient results for OWNERSHIP for the Battese and Coelli (1992) time-variant and a time-invariant SFA model. OWNERSHIP represents the date that a company changes from being a PLC and becomes a private company. OWNERSHIP is expected to be positive and statistically significant. Only the buyout dataset consisting of 101 P-T-P buyout reporting units producing 693 observations are used in the estimation. The variables used are TURNOVER as output, and MATERIALS, CAPITAL, and LABOUR as input variables. Data is obtained from the CMBOR at the University of Nottingham and ONS. The models are estimated using maximum likelihood.

<table>
<thead>
<tr>
<th></th>
<th>Model 12 Time-variant</th>
<th>Model Time-invariant 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>lturnovr</td>
<td>Coef.</td>
<td>P&gt;</td>
</tr>
<tr>
<td>Ownership</td>
<td>-0.0441</td>
<td>0.401</td>
</tr>
<tr>
<td>_cons</td>
<td>4.642</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 22: DEA Result for Ownership

Table 22 presents the coefficient result for OWNERSHIP in the DEA Tobit regression model. Change represents the date that a company changes from being a PLC and becomes a private company. The focus in this table is on the direction of the sign for OWNERSHIP which is expected to be positive. Only the buyout dataset is used in this estimation. Recall that for the DEA model a two-stage estimation procedure is used to calculate individual efficiency scores for each reporting unit. In the first stage, the three input variables, MATERIALS, CAPITAL, and LABOUR are used to estimate efficiency scores for each unit in the sample. In the second-stage, the DEA efficiency scores obtained from the first stage (EFFICIENCY) is used as the dependent variable and various dummy variables are used as independent variables to estimate efficiency. The focus in this table is on the direction of the sign for OWNERSHIP which is expected to be positive and statistically significant. Only the buyout dataset consisting of 101 P-T-P buyout reporting units producing 693 observations is used in the estimation. Data is obtained from the CMBOR at the University of Nottingham and ONS. 1 observation is left-censored, 676 uncensored, and 14 are right-censored.

<table>
<thead>
<tr>
<th></th>
<th>Model 14 Time-variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>lefficiency</td>
<td>Coef.</td>
</tr>
<tr>
<td>Ownership</td>
<td>-0.1790</td>
</tr>
<tr>
<td>_cons</td>
<td>28.41</td>
</tr>
</tbody>
</table>
The coefficient for \textit{OWNERSHIP} in model (12) and (13) of table 21 and model (14) of table 22 are negative and statistically insignificant at the five per cent level. The results indicate that companies owned by private equity firms following a P-T-P buyout are not run more efficiently than companies owned by PLCs. This means buyouts are not long-lived as suggested by Jensen (1989) and Lichtenberg and Siegel (1990).

Interestingly, the DEA coefficient for \textit{OWNERSHIP} in model (14) of table 22 is negative and statistically insignificant at the five per cent level. Recall that one of the main advantages of the DEA technique is its ability to uncover relationships that remains hidden when other techniques are used (Cook et al. 1991). The DEA result for ownership therefore suggests that for the sample used and period under investigation, companies owned and operated by PLCs are more efficient than companies owned and operated by private equity firms.

The result for \textit{OWNERSHIP} is different from Lichtenberg and Siegel (1990) who report that TFP gains in US buyouts last up to three years after buyout, Benfratello (2002) that they continue up to six years after buyouts in Italy, and Pukthuanthong et al (2002) who report gains for up to five years for companies involved in reverse LBOs. Ames (2003) reports gains up to four years after buyouts in the UK manufacturing industry, and Bruto et al (2002) for several years after the buyout. The findings are inconsistent with the early buyout literature, which, report major inefficiencies in companies targeted by the buyout firms.

The finding for ownership \textit{CHANGE} and \textit{OWNERSHIP} is consistent with Rappaports (1990) alternative buyout hypothesis, which states that no efficiency gains are expected from P-T-P buyouts as PLCs now operate like companies owned and operated by private equity firms, and are only capable of providing one-off gains. This means that once the target company has undergone various stages of private equity restructuring, such as reducing staffing numbers, disposing of assets, and leverage, it has nowhere else to turn. Opportunities to make similar future gains are diminished, and companies have to fall back on income generated purely from operational improvements. The results are in line with Drucker (1986) who argues that buyouts cannot be justified as leading to a more efficient allocation of resources, and recent empirical evidence from the BVCA\textsuperscript{32} which

\footnote{See appendix}
shows that companies involved in buyouts underperform companies not involved in buyout.

One possible reason for the negative results for ownership CHANGES and OWNERSHIP could be that previous research on efficiency in buyouts measured the profitability of the buyout rather than technical efficiency, as argued above.

There are other possible, but more controversial explanations for the finding that P-T-P ownership changes and ownership do not affect company technical efficiency. If the sale of the PLC is based on the share price of the company, it is possible that only the company’s share price was depressed, which does not necessarily impact the technical efficiency of target companies, plants or divisions. It could also be the result of managers of PLCs preparing their companies, plants or divisions for sale in anticipation of a buyout bid. However, this would be a risky strategy as it could increase the price they would have to pay to buy the company. This would suggest that some senior executives of target PLCs had valuable “insider” information, which they were prepared to sell to private equity firms in return for a seat on the board of the new company (Lowenstein, 1986, Fox and Marcus, 1992). If this is correct, it is in breach of their managerial fiduciary duty to their public shareholders, and could well be treated as insider trading, which is illegal under UK and US regulations.

An alternative (but hotly disputed by the UK private equity industry) explanation, is that private equity firms target and acquire PLCs purely to gain access to their assets, particularly property assets (Drucker, 1989, Fraser-Sampson, 2007). Many of the larger established PLCs have been around for many years. Over the life time of these companies, many of them have acquired assets in the form of factories, plant and machinery, HQ offices, other buildings, and subsidiaries, most of which, with the passage of time and increasing inflation, have become mortgage free and valuable. This is consistent with (Drucker, 1986) who argues that:

“Inflation distorts, it distorts values; it distorts relationships; it creates glaring discrepancies between economic assumptions and economic realities. The most typical distortion of inflation is between the value of assets and their earning power. In any inflation, the cost of capital goods tends to rise much faster than the price of the goods they produce; it thus becomes economical to buy already existing capital assets rather than to invest in new facilities and new machinery. So any company that is rich in fixed assets is worth more when dismembered, that is when its capital assets are being sold as
Jensen (1984) argues that a good way for a company to become a takeover target is to make a series of acquisitions that reduces value but allows the value to be recovered through divesture. A bidder that realises that it can make money by selling off the pieces at a profit will likely seize the opportunity. Drucker (1986) therefore predicted that a “company heavy with fixed assets will become a “most inviting target.”

The GMB and IUF argue that when a private equity firm takes control of PLCs, the new management’s focus is not on improving actual business operations, i.e., output of goods or provision of services, or increasing operating margins, instead it is on extracting maximum cash out of the business in the quickest time, through the sale of assets, including land, and buildings which are used to raise additional loans regardless of the long-term impact on output, productivity and profitability. However, Wol Kolade (2007), chairman of the BVCA in 2007 argues that:

“This is an illogical accusation to throw at an industry that survives by making businesses more successful, by growing them and adding value. You can’t create value in a business by stripping it of what makes it profitable, any more than you can attempt to sell a car on at a profit after you have removed its wheels. The whole idea of asset stripping, firing half the workforce and releasing a company as a wreck is completely nonsense. If we did that we would be out of business.”

The majority of the theoretical, empirical, and anecdotal evidence reviewed above, strongly supports Drucker’s and the trade union’s arguments. The evidence shows that in most buyouts, property assets are indeed separated from the operating business and re-mortgaged to release cash to finance the buyout (IUF, 2007; Tipping and Bullard, 2007; Fraser-Sampson, 2007, MacFadyen, 2007). This is common in the case of hotel and restaurant chains, as well as retail businesses such as supermarkets and department stores33 (IUF, 2007). For instance private equity firm KKR employed this tactic in the

33 The retail chain Debenhams is the classic case of private equity buying and re-mortgaging a business to release cash (www.telegraph.co.uk 21.1.2007).
£11 billion P-T-P buyout of the UK pharmaceutical chain Alliance Boots in 2007, where after the buyout, the new owners quietly sold off many of the company’s subsidiaries. It did however also buy new companies. The last attempted buyout of a major UK PLC in a sale and leaseback deal is the failed £10 billion pound bid for John Sainsburys the supermarket chain in 2007. At the time, Sainsburys had a property portfolio of 750 supermarkets, £1.6 billion pounds of debt and a capital value of £10 billion pounds. An executive of private equity group Techenguize investment stated “this is a real estate business with a retail business on the side” (www.business.scotsman.com).

Note in models (3) and (6) of table 15 and 16 respectively that the coefficient for OWNERSHIP changes to negative and statistically insignificant only when LABOUR is included in the model. This suggests that LABOUR is the most influential factor on TURNOVER, given that over 61 per cent of the cost of TURNOVER is attributed to this variable.

A test was carried out on the variables in the production function to see whether there is any change in the direction of the sign of the variable for OWNERSHIP at three years (not reported). However, the equation would only converge on the dependent variable and two of the independent variables. Nevertheless, there was no change in the direction or significance of the sign for ownership CHANGE or OWNERSHIP.

Table 23: Buyout Type SFA Time-variant and Time-invariant Model

Table 23 presents the coefficient result for BUYOUT type for the time-variant Battese and Coelli (1992) and a time-invariant SFA model. BUYOUT represents the type of P-T-P buyout the company engages in i.e., LBO or MBO. Only the buyout dataset consisting of TURNOVER as output variable, and MATERIALS, CAPITAL, LABOUR as input variables and 105 P-T-P buyout reporting units producing 710 observations are used in the estimation. The models are estimated using maximum likelihood. Data on the type of buyout is obtained from the CMBOR at the University of Nottingham.

<table>
<thead>
<tr>
<th></th>
<th>Model 15 Time-variant</th>
<th>Model 16 Time-invariant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>P&gt;</td>
</tr>
<tr>
<td>Buyout</td>
<td>.3453</td>
<td>0.047</td>
</tr>
<tr>
<td>_cons</td>
<td>4.580</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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Table 24: Buyout DEA Result

Table 24 presents the coefficient result for \textit{BUYOUT} type in a time-variant and time-invariant two-stage DEA Tobit regression model. For the DEA model, a two-stage process was used. In the first stage, the three input variables, \textit{MATERIALS}, \textit{CAPITAL}, and \textit{LABOUR} are used to estimate efficiency scores for each unit in the sample. In the second-stage, the DEA efficiency scores obtained from the first stage is used as the dependent variable and a dummy variable representing buyout type as independent variable is used to estimate efficiency. Only the buyout dataset consisting of 105 reporting units producing 708 observations is used in the estimation. 1 observation is left-censored, 692 are uncensored, and 15 are right-censored.

<table>
<thead>
<tr>
<th></th>
<th>Model 17 Time-variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{lefficiency}</td>
<td>Coef.</td>
</tr>
<tr>
<td>buyout</td>
<td>-.0836</td>
</tr>
<tr>
<td>_cons</td>
<td>2.224</td>
</tr>
</tbody>
</table>

The coefficient for \textit{BUYOUT} in models (15) and (16) of table 23, and model (17) of table 24 is negative and statistically insignificant. This is consistent with the limited literature, which shows that private equity firms currently use the term LBO, and MBO interchangeably when describing a deal. The deals that private equity firms undertook used to be known as leverage buyouts until a rash of bankruptcies in the US turned the tide of opinion against these companies, when they dropped the ‘leverage’ from their title (the work foundation, 2007). This is consistent with figure (2) above, which shows an increase in the number of MBOs over LBOs during the period 1997-2007.
Table 25: SFA Time-variant and Time-invariant Model for Location

Table 25 presents the coefficient result for \textit{NORTH/SOUTH} in the Battese and Coelli (1992) time-variant and a time-invariant SFA model respectively. \textit{NORTH/SOUTH} is a dummy variable representing the geological locations in the UK where companies in the sample operate from. The UK ONS divide the UK into nine government regions. These are South East, London, South West, West Midlands, East Midlands, Yorkshire and Humberside, North West, and North East. To arrive at the \textit{NORTH/SOUTH} dummy variable, London and the south east is combined to make a dummy variable for South, and the rest of the UK is combined to make a dummy variable for North. The research dataset consisting of \textit{TURNOVER} as output variable, \textit{MATERIALS}, \textit{CAPITAL}, \textit{LABOUR} as input variables, 470 reporting units (103 private equity and 367 PLCs), 704 private equity, and 2377 PLC observations are used in the estimation. The models are estimated using maximum likelihood. Data is obtained from the CMBOR at the University of Nottingham, and the ONS.

<table>
<thead>
<tr>
<th></th>
<th>Model 18 Time-variant</th>
<th>Model 19 Time-invariant</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{ltturnover}</td>
<td>Coef.</td>
<td>P&gt;z</td>
</tr>
<tr>
<td>\textit{north/south}</td>
<td>-.0348</td>
<td>0.627</td>
</tr>
<tr>
<td>_cons</td>
<td>5.874</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 26: DEA Result for Location

Table 26 presents the coefficient result for NORTH/SOUTH in Tobit DEA regression model. NORTH/SOUTH is a dummy variable representing the geological locations in the UK where companies in the sample operate from. The UK ONS divide the UK into nine government regions. These are South East, London, South West, West Midlands, East Midlands, Yorkshire and Humberside, North West, and North East. To arrive at the NORTH/SOUTH dummy variable, London and the south east is combined to make a dummy variable for South, and the rest of the UK is combined to make a dummy variable for North. The research dataset comprising of TURNOVER as output variable, and MATERIALS, CAPITAL, LABOUR as input variables, 469 reporting units (103 private equity and 367 PLCs), 702 private equity, and 2369 PLC (3071) observations are used in the estimation. Data is obtained from the CMBOR at the University of Nottingham, and the ONS. North/South is a dummy variable representing the geological locations in the UK where companies in the sample operate from. The UK ONS divide the UK into nine government regions. These are South East, London, South West, West Midlands, East Midlands, Yorkshire and Humberside, North West, and North East. To arrive at the NORTH/SOUTH dummy variable, London and the south east is combined to make a dummy variable for South, and the rest of the UK is combined to make a dummy variable for North. I observation is left-censored, 2995 are uncensored, and 75 are right-censored.

<table>
<thead>
<tr>
<th></th>
<th>Model 20 Time-variant</th>
</tr>
</thead>
<tbody>
<tr>
<td>lefficiency</td>
<td>Coef.</td>
</tr>
<tr>
<td>north/south</td>
<td>0.0538</td>
</tr>
<tr>
<td>_cons</td>
<td>2.385</td>
</tr>
</tbody>
</table>

The sign of the coefficient for NORTH/SOUTH in model (18) (19) of table 25 and model (20) of table 26 is negative and statistically insignificant at the five per cent level of significance. The findings for both the SFA and DEA models are different from those of Benfratello (2002) for the Italian pasta industry. The findings show that there are no differences in efficiency across UK regions when location is divided by north and south. This suggests that companies in the UK manufacturing industry are not selecting regions of operation for technical efficiency reasons.
CHAPTER: EIGHT

CONCLUSION, POLICY IMPLICATIONS, FUTURE RESEARCH, DATA LIMITATIONS

8.0 Conclusion

This study uses a buyout dataset consisting of a sample of PLCs involved in P-T-P buyouts from the CMBOR, and for the first time, two different frontier techniques DEA and SFA respectively to examine the hypothesis that companies involved in P-T-P buyouts operate more efficiently after a buyout than companies owned by PLCs during the period 1997-2007. DEA and SFA allows researchers to examine the technical efficiency of companies rather than their profitability, or movement in their share price as in previous studies. The techniques also allow technical efficiency to be measured at the plant or reporting unit, rather than firm level.

Taking into account the results obtained from the use of the variables and techniques described above, I am confident that companies involved in P-T-P buyouts create no greater technical efficiency gains after a buyout than if a company had remained in public ownership. In addition, neither the type of buyout, nor its location has an impact on the technical efficiency of a company. The biggest contributor to firm technical efficiency comes from reductions in employment costs probably brought about by changes in the terms and conditions of employees’ contracts of employment and working hours.

Finally, in view of the suggestion in the literature that the differentiation between private equity and PLCs has waned (Ghai et al. 2014), PLCs may wish to further analyse private equity’s past performance and its fundamental underpinnings, particularly, the skills, brand, focus and other capabilities the industry brought to its deals (Ghai et al. 2014), and determine, whether as an industry, or singularly, it can, or wishes to replicate these to build better value for its own stakeholders. If PLCs are unable to, or choose not to follow private equity’s lead further, an understanding of how successful private equity firms built their track records and how they will maintain them, will help to inform PLC
executives about the future prospects of any private equity firm in which they choose to invest.

8.1 Data Limitations

Issues surrounding data have been the main limitation in this study. Accurate buyout data at the plant level for companies owned by private equity buyout firms has been almost impossible to obtain. Several approaches were made to the BVCA to ask if it, or any of its members would be prepared to make data available for this study, but all requests were ignored in general. One private equity firm, General Atlantic agreed to be interviewed for this study, and granted an interview, but could not provide any data as this was under the control of the management of individual portfolio companies. This situation should have been partly resolved with the 2007 Walker guidelines, which require private equity firms to publish annual returns similar to those required by PLCs. However, only partial data for 56 private equity owned companies was released in the 2012 disclosures, which would not permit the estimation of technical efficiency in any case. Later data released became available too late to be used in this study. As of 2013, only 79 of the (BVCA) estimated 3800 companies backed by private equity firms were required to provide returns. Having more buyout data would have been helpful in providing more accurate estimates of efficiency, and it would have also allowed a greater range of SFA tests to be undertaken. Subsequently, the buyout dataset for this study is unfortunately smaller than hoped for. Having longer panels for the buyout dataset would have helped to produce a much more robust study which would have provided greater insights into private equity buyout activities.

It was also planned only to include companies owned by private equity firms with three or more years of data in this study. This had to be changed to companies with two or more years of data to ensure there were sufficient companies in the sample to allow for the necessary degrees of freedom.

There are only two places for obtaining data on UK buyouts; the CMBOR and ONS. The CMBOR is funded by private equity, and report it does not collect plant level data, and is selective in the variables it releases. In order for the researcher to access ONS data, they have to become accredited researchers. Researcher wishing to use ONS micro data for
research must become accredited researchers with the ONS. The micro data is stored in
the ONS ARD. Data in the ARD are collected under the Statistics of Trade Act 1947.
This Act makes it compulsory for firms to complete ONS business surveys but stipulates
that all data collected is confidential. The legislation only allows civil servants to have
access to these survey returns. However, the ONS has developed a system whereby
external researchers are able to access the data in compliance with the Statistics of Trade
Act.

Access is now available to researchers via the VML onsite at ONS premises in London,
Newport, Titchfield and Southport, under secondment. Researchers are seconded to work
for ONS and hence are allowed to access the data as civil servants. As such, they are
bound by the ONS Codes of Practice and the Official Secrets Act. The secondment
agreement is supplemented by an agreement with the researcher’s institution. The VML
is ONS’s technical solution to accessing the ARD and other business micro data. Data is
placed on a secure shared area on a server located in London. Approved users can then
log onto the server and access the data from the listed ONS sites. Users have read only
access to data files and a work area where they can produce results. It is, however, not
possible for researchers to electronically remove information from the VML. Only BDL
staff members have external access to the laboratory and are hence able to monitor what
goes in and out of the system. Staff members conduct strict disclosure control on all
outputs before releasing them to researchers to ensure that no information supplied on an
ONS survey return enters the public domain. All users of the ARD undergo a training
programme to ensure they are aware of the legal background and practicalities
surrounding statistical disclosure control. Any results that are then produced, which
researchers wish to transfer out of the laboratory, will undergo intermediate clearance
that allows sharing with other researchers named on their contract. A final clearance of
output is required before results are published or used for wider dissemination.
8.1.1 Problems with the ARD

The ONS report a number of known problems with the ARD. These falls into two categories: maintaining and using the dataset. The former included:

- The need to recreate the whole dataset every time new data are added;
- Inconsistencies in the linking of pre-1994 firms;
- The need to maintain a separate file of ‘standard variables’;
- Limiting the panel element by only having SIC80–SIC92 lookup tables;
- Integrating enterprise group reference changes.

8.1.2 Difficulties using the ARD dataset included

- Having three different question sets;
- Finding variables referenced differently depending upon the sector.

A large number of these problems arise because ONS, like other national statistical institutes, collects business data for the production of aggregate statistics. Systems designed for the efficient collection of macro data do not necessarily lead to good micro data. Most of the problems above have been solved with a recent new version of the ARD called ARD2.

8.1.3 Sources of ARD Data

The ARD was formed from a number of ONS business surveys. From 1997 it has been taken solely from the ABI but previously was taken from other surveys such as ACOP. Data from these surveys are linked across time to form a longitudinal database for research. The surveys involved a census of large businesses and a sample of smaller ones, although the specific sampling frame has varied over time. Prior to 1994 the surveys only contained information for production industries. Construction industry data is available from 1994 and then data for six further sectors are available from 1997, meaning that this and subsequent years have businesses from most two-digit SIC categories. Some service sector data are also now available from 1994 to 1996, but these pose additional problems.
In general there are three levels of business unit at which data is collected. This is in line with the European System of Accounts (ESA). Martin and Barnes (2002) detailed these levels from 1994 onwards:

- **Enterprise group** – the group of all legal units under common control;
- **Enterprise** – the smallest group of legal units within an enterprise group with a relative degree of autonomy;
- **Local unit** – the individual site or workplace (factory, shop etc.) at which activity takes place.

In addition to these legal definitions, the IDBR uses an additional statistical unit called the ‘reporting unit’. This is the collection of local units used to provide returns and may be specific to the survey being carried out (for example, R&D units can be classified differently for the R&D survey). For most survey respondents, the reporting unit and the enterprise are the same unit and are used for all surveys. This makes linking data from different surveys straightforward.

Initially, the ONS software was unable to analyse DEA and SFA. It took considerable time and effort on the part of the author to negotiate with the ONS for it to purchase and install the up-dated software to enable the analysis of SFA and DEA. However, there is still an outstanding issue with software for doing DEA analysis, as the ONS DEA software is only able to handle small datasets. The data files at the ONS are very large and very complex to use. Unfortunately, the ONS offers the external researcher very little support in getting to grips with using its datasets. It is the researcher’s own responsibility to learn how to navigate the various ONS datasets. Fortunately, the ONS and its partners are very open to suggestions from researchers on how it can improve its research facilities, and it is hoped this issue will be addressed in this spirit in due course.

Some assistance can be obtained with patient request and negotiations with the ONS staff who generally proved very helpful. There are also difficulties using the ONS capital stock dataset. As a result of the technical difficulties calculating the flow variable, the better measure of capital used in production, the ONS has suspended work developing this dataset. Therefore, observations with negative capital stock values had to be dropped in this study, which was unfortunate as it further reduced the research dataset.

Basing this study only on P-T-P buyouts has meant that a lot of buyouts are lost because they do not fall under the P-T-P category. This has made it difficult to construct as large
a buyout panel as I would have liked. The issues with having a small buyout dataset have made it difficult to carry out a variety of detailed analysis. In order for xtfrontier to carry out estimations with any degree of accuracy, the research sample must be of a sufficiently large size. This could have been overcome by basing the study on plant level data; however, the volume of plants that would have required analysis was too great for a single researcher to undertake in the time allowed. Also, it was difficult to identify when each plant exited a buyout.

It was also intended that the SFA analysis would have been undertaken using Battese and Coelli (1992) time-variant model and Battese and Coelli (1995) frontier model. However, due to unknown difficulties with the datasets, it was not possible to use the Battesea and Coelli (1995) frontier model because the data would not converge when the analysis is ran. Therefore, the lesser time-invariant model is used as the second SFA model. It is recognised and acknowledged that more recent studies now use more up to-date DEA Jack knife techniques to analyse efficiency. However, for a new researcher, these techniques are too advanced at this stage. Not only this but the ONS does not have the software to run such analyses. Therefore, they have not been employed in this study.

8.2 **Focus on UK Manufacturing**

The business data collected by the ONS is grouped into seven industry sectors: catering, motor trades, production, property, retail, services trades, and wholesale. The UK manufacturing industry accounts for an increasingly small part (11%) of the overall UK economy (guardian.co.uk). The sample is obtained from one industry in order to limit the problem of heterogeneity, to reduce any problems of differing cyclical trends across different industries, and because of the assumption of a common technology as represented in the production function approach (Amess, 2002). Moreover, because the size of most of the other industries that the ONS collects data on is very small, it is usual to restrict analysis on UK buyouts to the manufacturing industry because this is the largest industry, and it is easier to measure.

Restricting the study to the manufacturing industry means the size of the buyout dataset will be small. It also means the research findings cannot be generalised to the overall effect of buyouts on UK efficiency.
8.3 Policy Implications

- As companies involved in P-T-P buyouts operate no more efficiently after a buyout than PLCs, then this raises serious questions over the vast sums paid to managers involved in this type of ownership changes on the basis that this will motivate them to use their superior management skills to manage their companies efficiently. Policy makers may therefore wish to carry out closer assessments of the type and size of PLS being targeted in P-T-P buyout deals and taken private, and whether it is now time for legislative intervention in this type of transaction, and how managers and executives in these are remunerated. Bonus payments should be linked to a company’s actual technical efficiency improvements, as opposed to the profitability of the target company or the value of its share price.

- When faced with a proposal to take a PLC private for efficiency reasons, PLC target firm shareholders should be empowered to consider the technical efficiency of the company, and the company targeting the PLC should be required to state in advance, how it proposes to increase the targeted PLC’s technical efficiency after a buyout.

- Effective corporate governance structures should be put in place to guard against corporate managers abusing their positions as executives on PLC boards to target and sell PLCs to private equity. Members of PLC boards should not be permitted to take a position on the board of any PLC that the executive served on prior to the buyout for five years after the buyout.

- Shareholders of PLCs, particularly trustees of pension funds, should be better empowered to protect their members’ interest in companies when faced with a buyout proposal. Pension funds, as trustees, should be required to obtain majority consent from their members before agreeing to buyouts of whole PLCs.

- Legislation should be enacted to require private equity firms to publish annual data on the activities of their portfolio companies, irrespective of firm size, value of investment, or speed of exit, in a similar way that PLCs are required to do quarterly. One of the key areas of disclosure in private equity owned companies should relate to
employee numbers and whether full or part time. Disclosure should also be required on whether companies are engaging in the use of zero hours contracts, and if so, to what extent.

- Policy makers should reconsider the arm’s length approach to corporate outsourcing, and its long-term impact on employees and the UK economy, and whether this requires legislative intervention.

- A debate on the purpose of large PLCs, their role in society is warranted, and whether they should continue to be subject to free market principles as at present.
8.4 Future Research

- The finding from this study suggests that employment is the biggest contributor to firm efficiency in buyouts. This study was unable to empirically test the impact of P-T-P buyouts on employees directly. Current studies are inconclusive, and are from the employer’s perspective. It would be interesting to hear from the employees’ perspective. This presents an opportunity for a future study to examine the impact of P-T-P buyouts on employees. This has previously been difficult to achieve because of P-T-P buyout data limitations. However, such studies can be better undertaken as it is now possible for researchers to link several ONS employment surveys to enable such questions to be addressed. These are important questions, as there is great concern about the impact of buyouts on the UK economy, and little is known about it.

- Future research should look into the level of P-T-P buyouts that end in administration after a buyout. Evidence from accounts lodged at Companies House suggests that a greater number of P-T-P buyouts than are examined by this study end in liquidation.

- It would be of interest to know to what extent private equity firms engage in sale and leaseback after P-T-P buyouts.

- It would also be interesting to know to what extent private equity is outsourcing labour and materials.
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