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Abstract 

 

Electromigration (EM) is a phenomenon that occurs in metal conductor carrying high density 

electric current. EM causes voids and hillocks that may lead to open or short circuits in 

electronic devices. Avoiding these failures therefore is a major challenge in semiconductor 

device and packaging design and manufacturing, and it will become an even greater 

challenge for the semiconductor assembly and packaging industry as electronics components 

and interconnects get smaller and smaller. According to the assembly and packaging section 

of the International Technology Roadmap for Semiconductor (ITRS) developed in 2007 and 

2009 [1] [2],  EM was a near term threat for the interconnecting part of semiconductor, 

devices and packaging methods such as flip chip, and Ball Grid Array (BGA).  

In the industry, EM-aware designs are mainly based on design rules that are derived from 

empirical laws which do not help understand complicated EM processes and therefore can’t 

be used to carry out accurate predictions for EM failures of sophisticated components in 

varied environmental conditions. In this work, novel numerical modelling methods of EM in 

micro-electronics devices have been developed and the methods have been used to analyse 

EM process in a lead free solder thin film, and to optimize the design of electronic 

components in order to reduce the risk of EM relative failure.  

 

EM is an atomic diffusion process that is driven by a high density electric current, but it is 

strongly affected by temperature and its gradient as well as stress distribution. In order to 

model EM accurately, the interacting electrical, thermal, and mechanical phenomena must all 

be solved simultaneously. In this work, a novel multi-physics modelling method has been 

proposed and developed to include all of the above mentioned physical phenomena using 

unstructured Finite Volume (FV) and Finite Element (FE) techniques. The methods have 

been implemented on the multi-physics software package PHYSICA. Comparing with 

existing methods, this fully coupled solution method is a significant improvement that will 

facilitate further development of electronics design and optimization tool as well as new 

research work that helps understand EM phenomenon. The developed models can be used to 
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simulate the whole process of EM, predict voids initiation lifetime of electronics products or 

test specimens.  

 

In today’s electronics manufacturing, lead-free solder alloys are used as interconnect. As in 

copper or aluminium interconnect EM has become a threat to device reliability as current 

density increase in solder joints with diminishing sizes. In this work, computer simulation 

methods have been used to analyse the experimentally observed EM process in a thin film 

solder. The experiment was designed in such a way that effects of temperature and stress 

gradients can be avoided. The advantage of this experimental method is that the electric 

current effect is isolated which makes analysis and model validation easier. In this work, the 

predicted voids locations are consistent with experimental results.     

 

In this work, numerical examples are given to illustrate how interconnect designs can be 

made more EM failure resistant. The ultimate aim of the research is to understand EM and to 

develop techniques that predict EM accurately so that EM-aware designs can be made easier.   
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CHAPTER 1 INTRODUCTION 

 

1.1 Electromigration and Microelectronics Reliability  

Electromigration (EM) is an atomic transport physics phenomenon that is caused by strong 

electric currents and significantly affected by temperature and stress. It may cause voids that 

may lead to circuit open at the cathode and hillock that may lead to circuit short at the anode. 

The interconnecting structures of an electronic circuit are mainly made from copper (Cu), 

aluminium (Al), and various solder alloys.  These conductors have polycrystalline structures 

that consist of grains of different orientations and sizes. As current flows through a conductor, 

there is interaction between the moving electrons and the metal ions in these lattice structures 

as shown in Figure 1.1. Such interaction can be divided into two opposite directional forces: 

the “electron wind” and the “direct wind”. The former is caused by momentum transfer 

during electron-ion collisions and the latter is the force that the ions experience in electric 

field. The two forces have opposite directions as shown in Figure 1.2. The “electron wind” 

force is much bigger than the “direct wind” force that the ions’ movement direction is 

dominated by the direction of “electron wind”. Atoms, especially those at the grain 

boundaries, will be forced to move in the direction of the flow of electrons. Through a 

process of atom accumulation at grain boundaries, atomic clusters may form the so-called 

“hillocks”. At the same time, so-called “voids” may occur at the grain boundaries by 

accumulating vacancies caused by the decrease of atoms (Figure 1.3). It is believed that voids 

formation reduces the conducting area significantly while the hillocks can short-connect 

adjacent interconnects and both may lead to the failure of electronic devices. 
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Figure 1.1 The polycrystalline structure of metal. 

 

 

Figure 1.2 The driving force of EM is mainly the momentum transfer from conducting 

electrons to diffusing ions. 
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Figure 1.3 Hillocks may appear at the anode and voids may appear at the cathode. 

 

1.2 Electronic packaging and its trend 

Modern electronics devices are mainly made of integrated circuits (IC), that are made from 

semiconductors, passive components such as resistors and capacitors, and electric conductors 

that connect them. Electronic packaging is the final manufacturing process transforming 

semiconductor devices and other components into functional products for the end users that 

provides electrical connections for signal transmission, power input, voltage control, thermal 

dissipation and the physical protection required for reliability.  

ICs are at the heart of most electronics devices. In 1965, Gordon Moore based on his 

observation, proposed the famous Moore’s law that, every 18 months, the gate count of ICs  

will be doubled and the input/output (I/O) count will be increased by half of its original count 

[3] [4] [5]. Today, the electronics industry is still following Moore’s law due to continuous 

development of innovative semiconductor technology.  The impact of the IC technology on 

packaging is profound. As ICs become more powerful and miniaturised, electronics 

packaging has become more challenging if the full potential of the ICs can be realised. 

Powerful ICs dissipate more heat, small miniaturised ICs require thinner interconnect 

conductors, which demand higher manufacturing precision as well as higher current carrying 

capability to accommodate increased current density.    

From the very beginning Plated-Through-Hole Packages (PTH, 60’s - 70’s, Fig 1.4) to the 

later Surface Mount Packages (SMP, 70’s - 80’s, Fig 1.5), the I/O counts increased from 64 

to more than 200 but the lead pitch reduced from 100mm to 25mm. The short pitch lead was 

recognized as a significant threat to the reliability of products and the perimeter leaded carrier 

was recognized as being its physical limits in its lead pitch and package size. Therefore, for 

pursuing higher I/O count, the area array I/O pads like Ball Grid Array (BGA) and Flip Chip 

have been developed to meet the advanced requirements (Fig. 1.6). For example, with the 
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fixed package size, the lead pitch of SMP is half of the pad pitch of BGA as shown in Figure 

1.7.  Therefore, generally high end semiconductor devices with I/O counts of more than 256 

need to use area array I/O pads.  

 

 

Figure 1.4 Components for standard PTH electronics packages (60’s - 70’s) 

 

 

Figure 1.5 Components for standard SMP electronics packages (70’s - 80’s). 
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Figure 1.6 Left: the structure schematic of a SMP component. 

Right: the structure schematic of an area array packaging component. 

 

 

Figure 1.7 The comparison of pitch distance between SMP and BGA at same packaging size. 

At the level between chip and substrate package, the packaging methods also migrated from 

Wire Bonded Chips in BGA Carriers (Fig. 1.8) to area array packages (e.g. Flip Chips in 

BGA Carriers, Fig. 1.9) to achieve the higher I/O count and smaller size.  
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Figure 1.8 (a) The schematic of wire bond structure. 

(b) IBM’s organic BGA carrier built by Endicott interconnect, chips are attached by fine gold 

wire bonds. 

 

 

Figure 1.9 (a) The schematic of flip chip structure. 

(b) Intel 90nm Pentium 4 microprocessor in an organic flip chip ball grid array carrier. 

 

In the early 1960’s, IBM first proposed the flip chip technology when the Controlled 

Collapse Chip Connection (C4) process was developed. Along with the increase of I/O counts, 

higher temperature (e.g. 300 °C) solder bumps (97Pb3Sn) were used in flip chip technology. 

To avoid solder joint failures when high temperature solder materials are used, ceramic 

carrier with its good CTE match are was adopted in the flip chip package. In order to prevent 

moisture, IBM sealed the solder joints with an underfill (Fig. 1.10) composed of an organic 

material such as an epoxy or silicone and found that amide-imide underfilled joints can 

extend life time up to 10 times longer than the solder joints without underfill [6] [7].   
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Figure 1.10 IBM’s (EI’s) High Performance Chip Carrier (HPCC) [8]. 

Flip chip packaging has since been widely adopted and used by microelectronics 

manufacturers. The typical flip chip integrated circuit is made up of solder joints and 

interconnects, and hence the reliability of a flip chip IC mainly depends on the reliabilities of 

solder joints and interconnects. Although  the dimensions of solder joints and interconnects of 

flip chip structure are in the order of microns , their size need to be further reduced to meet 

the need of ultra-large-scale integration (ULSI), therefore the reliability of the IC structures 

are deteriorating significantly due to the issue of EM. According to the 2003 International 

Technology Roadmap for Semiconductors (ITRS) [9], the downsizing trend in flip chip 

packaging will continue. Figure 1.11 shows the estimated trend in pad diameter, pad pitch, 

line width. The diameter of a solder bump in 2007 was about 50 µm or less [10] and that was 

expected to decrease to 20 µm [9]. If a current of 0.2 A passes through a solder bump with a 

diameter of 50 µm, the current density is about 104 A/cm2. This current density is high 

enough to cause EM damage at a device operation temperature of 100 ºC [2]. 
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Figure 1.11 the trend in flip chip package according to ITRS 2003 

In addition to the advancement in IC, new packaging methods such as stacked multichip, 3D 

packaging, flexible interconnect, multi-layer thin substrate have provided new techniques in 

further miniaturization. This means that downsizing trend of electronics devices can be 

anticipated to continue and EM is going to become a serious near term challenge for 

microelectronics manufacturers.  

To reduce the risk of EM failure, one of the methods is to use more EM resistance materials 

as interconnect. In the past 40 years, most interconnect conductors for ICs have been 

manufactured from aluminium (1-2% Cu may be added to improve its EM resistance [8]). 

Nowadays, copper has become an alternative to aluminium as the interconnect conductor in 

IC manufacturing. Because relatively less data for copper is available, copper metallization 

performance must be examined and discussed.  

The geometry and properties of solder joints are very different from that of Al or Cu and EM 

in solder joints have also become very important area because much smaller current density is 

required to cause EM damage in solder joint than in Al or Cu conductors. Solder alloys have 

relatively low melting point and different diffusion pathway compared to Al and Cu and are 

sensitive to EM damage [11]. 
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1.3 Aims and Objectives of this Research  

The aim of this PhD study is to develop a multi-physics modelling methodology for 

predicting metal migration for materials in electronic packaging, to understand EM process in 

lead-free solder, and to study interconnect designs that reduce failure risk caused by EM. This 

will be achieved through the following objectives: 

• Review and document state of the art in the theory and computer simulation methods 

in atomic migration in metal conductors 

• Develop and implement a modeling methodology that couples the effects of electric 

current, temperature and its gradient and stress gradient. 

• Use computer simulation and experimental methods to help understand EM in thin 

film solder materials and solder joints 

• Use the computer simulation method to optimize EM-aware designs in 

microelectronics devices 

• Publish outputs from the work at international conferences and in academic journals. 

 

1.4 Challenges and methodologies  

It is now well known that EM is a multi-physics process which involves electrical, thermal 

and mechanical effects at the macro scale and at the micro-scale EM is governed by 

crystalline structure, lattice defect, grain boundary, free surface and other microstructures. 

The root cause(s) are therefore complicated and very challenging to study. The method that is 

used in this work is to use computer simulation method to model EM process at the 

continuum level, which means that the effects of microstructures are assumed to be taken into 

account via material property parameters in the governing equations of EM, which is 

basically the equation that describes the diffusion of atomic vacancy in conductors. In the 

numerical model, electrical, thermal and mechanical effects are all included and coupled 

solutions are obtained. Void formation and evolution are not solved as a coupled phenomena. 

Instead, they are modeled using EM simulation results plus a void formation criterion. The 

voids that formed are used to modify the model geometry and vacancy distribution in the 

altered geometry is solved again. Therefore, void formation and void evolution modelling 

includes three phases: vacancy accumulation, void formation and void growth.   
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In the study of EM using experimental methods, one of the problems is that in test specimens, 

temperature and/or stress gradients are present which makes analysis of results complicated. 

By using thin metal film specimen and copper block as heat sink this problem can be solved.  

   

1.5 Contribution of this Study  

The contributions of this work in the area of EM are: 

• A truly integrated computer simulation technique which couples all known physical 

processes has been implemented and voids formation and growth caused by EM can 

be predicted laying a foundation for accurate prediction of EM in complicated 

interconnects. 

• By using thin films, EM process in a lead free solder has been analyzed without the 

effects of thermal and stress so that EM is caused by electric currents only.  

• Proposed method of optimizing the design of interconnects so that EM risk can be 

reduced.   

 

The results of this research have been presented and published at a number of international 

conferences:  

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Multi-

Physics Computer Simulation of the Electro-migration”, proceedings of the 

International Conference on Electronic Packaging Technology & High Density 

Packaging (ICEPT-HDP 2011) in Shanghai, China 2011. 

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Progress in 

the Development of an Electro-migration Modeling Methodology”, proceedings of the 

10th World Congress on Computational Mechanics (WCCM 2012) in São Paulo, 

Brazil 2012.  

• Sha Xu, Xiaoxin Zhu, Kotadia, H., Hua Lu; Mannan, S.H.; Bailey, C., Chan, Y.C., 

“Remedies to control electromigration: Effects of CNT doped Sn-Ag-

Cuinterconnects”, proceedings of Electronic Components and Technology Conference 

(ECTC) in San Diego, California, 2012. 

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Modeling 

Electro-migration for Microelectronics Design”, International Computational 
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Mechanics Symposium in Kobe, Japan 2012 (JSME-CMD ICMS 2012), key note 

paper 

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Computer 

Simulation of Electromigration and Interconnect Failure Prediction”, 2013 

International Conference on Electronic Packaging Technology, Daliang, China , 2013. 

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, 

“Elemctromigration Aware Design for Nano-packaging”, 2013 International 

Conference on Nanotechnology, Beijing, China , 2013. 

• 2013 R2i2 Electronics Conference: Connecting Research to Industry, Loughborough, 

UK 2013 

• X. Zhu, H. Lu and C. Bailey, Modelling the Stress Effect During Metal Migration in 

Electronic Interconnects, 2014 International Conference on Nanotechnology, Toronto, 

Canada , 2014. 

 

Two journal papers have also been published:  

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Modeling 

Electro-migration for Microelectronics Design”, Journal of Computational Science 

and Technology, Special Issue on International Computational Mechanics 

Symposium 2012, JSME, 2013 

• X. Zhu, H. Kotadia, S. Xu, H. Lu, S. H. Mannan, C. Bailey, Y.C. Chan, “Electro-

migration in Sn-Ag Solder Thin Films Under High Current Density”, Thin Solid 

Films, ELSEVIER, 2014. 

 

1.6 The structure of the thesis 

This thesis consists of 6 chapters. Chapter 1 introduces the EM, the state of the art of 

electronic packaging technology, and its reliability issues in terms of EM. This is followed by 

a brief introduction of this study and its contributions made in response to the challenges in 

this research.  

Chapter 2 reviews the relevant literature in aspects of EM and EM modeling respectively. 

The EM modeling review introduces the history of numerical methods development in term 

of EM and analyzes the contributions, progress and shortage of models.  
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Chapter 3 introduces a EM experiment with thin solder film and its relevatnt analysis. The 

experiment aims to explore the EM behavior on a Pb free solder material. 

Chapter 4 introduces the mathematical foundations and numerical techniques used in our 

model. The EM model procedure involves following parts, diffusion-convection, heat transfer, 

stress effect, and electrical effect which are described separately. The mathematical 

techniques for implementation and validation are also described and explained. Last, a case 

study is demonstrated to show the capablilty of the developed model.  

Chapter 5 introduces EM aware design ideas. Relevant modelling analisys are used to  

demonstrate the EM aware design methods. A EM aware design rules and standard procssing 

are proposed and introduced in this chapter which will greatly help microelectronic designers 

to avoid EM damage in their design. 

Chapter 6 concludes the whole thesis and introduces the future work of EM modeling.
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It has now been accepted that EM is caused by moment transfer from electrons to atoms. In a 

current carrying metal, when an ion is out of its equilibrium position (activated state), it has a 

larger effective scattering cross section. Under high current density, the collisions between 

electrons and atoms result in significant amount of momentum transfer from electrons to the 

ion and the accumulated effect may result in the ion jumping from its lattice point to another 

neighboring point, if it happens to be a vacancy. The accumulated effect of this type of event 

is the mass transport in conductor that may eventually cause voids at cathode and hillocks at 

the anode in the conductor.  

 

2.1.2 The Thermomigration Phenomenon 

Thermomigration (TM) is another mass migration phenomenon which is driven by high 

temperature gradient. Under a current flow or an external temperature load, the temperature 

distribution may not be uniform due to the different thermal absorption and conduction 

properties of materials. As a consequence, a large temperature gradient can be built up which 

push atoms from high temperature position to low temperature position. In microelectronic 

packaging, for example, it is possible that the heat accumulated at the chip side is larger than 

that at the substrate side and this may lead to TM due to the different electrical resistances 

and thermal capacities of individual parts within the flip chip interconnection structure. Most 

time, TM is a byproduct of EM because of the imbalance of joule heating generated at 

interconnection and most studies reported that the effect of TM cannot be individually 

identified from EM. However, TM can happen even where there is no electrical current.  

It has been reported that the initiation of TM in a SnPb solder bump would require a thermal 

gradient of 1000-1200 °C /cm, and numerical simulation has demonstrated such a possibility 

[13]. Several studies on the TM of Sn-Pb eutectic solder have been reported, where the 

apparent segregation of Sn and Pb phases has been confirmed as being due to different 

diffusivities [14] [15]. However, to our knowledge, data on the TM behavior of ultra-fine 

interconnects (such as nano-interconnects) for some new materials (such as nano-composite 

solders and nano-wires/tubes) is lacking, so It is crucial to establish and verify the atomic 

migration behavior of TM for such materials. 
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2.1.3 The Stressmigration Phenomenon 

The stressmigration is also a mass transport phenomenon which is driven by stress gradient. 

In most cases, stress gradient is generated by temperature change in assemblies where there 

exists mismatch of the coefficients of thermal expansion (CTE) between dissimilar materials. 

It should be noted that the homologous temperatures of Cu, Al and relevant intermetallic 

compounds (IMC), such as Cu6Sn5 and Cu3Sn, are low, and hence the interior thermal-

mechanical stresses cannot be effectively released in a short time in the same way as they can 

be for the solder which has a high homologous temperature. Stress concentration and cycling 

will augment the migration process and cause crack-related failures. SM induced voiding has 

long been a standing issue for Cu and Al conductive traces inside the chip [16].  

In many numerical studies, hydrostatic stress and hydrostatic stress gradient were used to 

calculate the driving force for SM, areas with the most concentrated hydrostatic tensile stress 

are thought to be the most probable areas where void nucleates [17] [18]. The relationship 

between stress gradients with the locations of the voids was examined using both analytical 

and numerical methods [19].The hydrostatic stress, σHS, was defined as the average of σxx, σyy, 

σzz:  ߪுௌ = ఙೣೣାఙାఙଷ                                                 (2.1) 

SM may happen during manufacturing, storage, testing and application period of a product’s 

lifecycle but there has been no comprehensive SM study on microelectronic interconnects so 

far. However, its potential importance should not be underestimated since the miniaturization 

of electronic systems exposes components and interconnects to very high stress gradient 

conditions and therefore increases the risk to SM failure. Furthermore, EM itself can create 

stress gradient and therefore it is important to study SM in the EM research work. 

 

2.1.4 EM and Conductor Materials  

Since this study focuses on the EM issue of microelectronic devices, the interconnecting 

structures in integrated circuits and flip chip structure in electronics packaging are the main 

concern. Electrically conducting materials which are being used as interconnects are typically 

selected based on various factors including their electrical resistivity, thermal conductivity, 

EM resistance, thermal stability, adhesion to substrate, and availability of diffusion barriers. 

Al is traditionally the most popular metal in IC manufacturing but Cu has become a 

replacement of Al. The problem of Cu is that it can diffuse into Si substrates at high 
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temperatures [20]. Due to its higher electrical and thermal conductivity and better EM 

resistance than Cu, Ag is also an attractive interconnect candidate [21] [22]. Along with 

demonstration of deposition of Ag by evaporation, sputtering and electroplating [23] [24], it 

was shown that a sputtered Ag metallization is probably more suitable for ULSI than 

sputtered Cu in feature sizes below 50 nm [25]. However, Ag also has some defects to be 

used as Ag lacks adequate adhesion to SiO2, [26], diffuses into Si at temperatures higher than 

400°C [27] and agglomerates at elevated temperatures [28]. Since 2000, several authers  

[20] [29] [30] reported that alloying of interconnect metals with additional elements can 

make improvement of EM resistance. Therefore, researches about the effect of solute addition 

(i.e., Cu) on the EM behaviour of Ag metallization have been investigated by several groups 

[31] [32].  

 

2.1.5 The Effects of Interfacial Chemical Reactions 

Although interfacial chemical reactions are not included in atomic migration, interfacial 

chemical reactions can speed up the failure process. The local temperature of interconnects 

can increase dramatically with the current because of the joule heating phenomenon. 

Unfortunately, most microelectronic equipment operates at a temperature about 100 °C, or 

even higher in some unanticipated cases. Both internal and external heat may accelerate the 

atomic diffusion process, since it is exponentially dependent on the temperature. Thereby, a 

fast chemical interaction between solders and substrates can occur, and forms a substantial 

amount of intermetallic compound (IMC). Research has confirmed that even current stressing 

with a moderate current density could enhance the chemical reactions substantially [33]. It is 

known that a thick layer of IMC is both hard and brittle, which has a negative effect on the 

mechanical integrity of the interconnection. In particular, the IMC growth and evolution link 

with some thermo-mechanical reliability issues due to volumetric shrinkage, Kirkendall void 

formation, stress accumulation and the introduction of brittleness [34]. Atomic migration-

induced microstructural evolution in the interconnections, such as phase coarsening, is 

another area of concern. However, the chemical reaction processes and their effects on the 

reliability of microelectronic interconnects are insufficiently understood as well. 

 

2.1.6 AC or DC? 

EM experiments are usually carried out using DC currents.  Realistic devices, however, rarely 

operate under pure DC conditions and typical interconnect lines are often running with pulsed 
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current (PC), where PC includes both unipolar pulse current (UPC) and bipolar pulse current 

or alternating current (BPC or AC). Idle time between pulses can vary between a fraction of a 

nanosecond (during peak usage) and hours or even days, during low usage periods. Therefore, 

it is important to investigate the EM under AC and PC conditions. In principle, the EM 

should not happen under alternating current (AC or BPC) stressing because the net mean 

momentum transfer between electrons and atoms is zero over a complete AC period. To 

verify this, various models and experiments have been developed to investigate if the EM 

exists under symmetric AC stressing. The results are quite different. Boon-Khim Liew [35] in 

his work found the EM damage also happen under AC stressing even the frequency was over 

1 MHz. The life time in his experiment (Al-2%Si film) under AC stressing is about 1000 

longer than the same Al-2%Si film under DC stressing. This result was then confirmed by 

various groups but the life time was varying from about 100 to about 10000 longer than DC 

condition. The interesting discovery was the sites of void generation in all six  

Boon-Khim Liew’s experiments were the middle point between the cathode and the anode as 

Fig 2.2 shows [35]. The explanation for the life time of metal under AC stressing is much 

longer than the DC condition is easily understood and well accepted that the reverse current 

flow drives the backward atomic flux to heal the void then enhance prolongers the lifetime of 

metal. But the reason for why EM cannot be eliminated even under very high frequency AC 

conditions is still unknown. One possible explanation is the metal microstructure. As the Fig. 

2.3 shows, when the atomic flux moves along with the grain boundary, the triple point 

structure may block part of atomic flux of specific direction [35]. Another possible 

explanation is the oxidation of the pre-void surfaces may prevent the atomic diffusion along 

these surfaces and as a consequence a static growth of voids occurs [36]. Also Ki-Don Lee in 

his work also concludes that the EM occuring under AC stressing could be results of 

combination of thermomigration, back-stress and structure effects [37].  
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Figure 2.2 Photograph of failure site in 800 µm long, 1.2 µm wide, and 0.08 µm thick strip 

under pure AC stressing and a SEM of the failure site. AC: J=1.0x107 A/cm2, 25MHz, T=250 

ºC [35]. 

 

 

Figure 2.3 In pure AC condition, the void grows during the first half cycle in (a) and 

decreases during the opposite current period in (b). As a result, the triple point becomes an 

atomic flux blocker for particular direction [35].   
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For determining the mean time to failure (MTTF) of metal under AC conditions, various 

groups proposed various models. Ki-Don Lee in his work [37] used 100 kHz - 1.0 MHz AC 

stressing at 275 ºC - 325 ºC and found that the EM effect did not fully recover during the 

opposite polarity pulse current. The degree of EM recovery in the second half of the AC 

period is found to be 70% to 90% of EM effect that developed in the first half of the period. 

The MTTF is therefore longer than EM under DC stressing with the same amplitude and the 

conductor resistance does not increase linearly with time. Based on this, Ting [38] introduced 

a healing coefficient ߛ and describes the mean time to failure under AC stressing model as:  ܨܶܶܯ = (∙శିఊ∙(ଵି)∙ష)  (2.2)                                 (ாೌ்) ݔ݁

where r is the duty cycle ratio corresponding to the relative duration of positive and negative 

periods, ܬା and ܬି  are current density amplitude during the positive and the negative periods 

respectively. Several studies [39] [40] [41] were carried out to determine the values for γ. L. 

Doyen and his colleagues [42] expressed the healing coefficient γ as follows: ߛ = ೝ∙శ ିಾಷಾಷೌ(ଵି)ష/                                                             (2.3) 

The value they obtained for γ is about 0.59 for copper in the temperature range of 25 ºC to  

125 ºC. 

In Ki-Don Lee’s work [37] the time-averaged current density (Javg) and peak current density 

(Jpeak) were introduced (Eq. 2.4 and Eq.2.5).  ܬ௩ = ଵ்  ்ݐ݀(ݐ)ܬ ܬ (2.4)                                                    = ݎ ∙  ௩                                                      (2.5)ܬ

where T is the period of the cycle, J(t) is the time-dependent current density, r is the duty 

cycle, and t is time. Figure 2.4 demonstrates several current density waveforms at different 

duty cycle (r) and peak current density (Jpeak).   
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Figure 2.4 Current density waveforms at different duty cycles (r) and peak current densities 

(Jpeak); for rectangular UPC, Javg = rdc·Jpeak; (a) DC: r = 1, Javg = Jpeak = 1Jo, (b) UPC-1: r = 

0.5, Jpeak = 2Jo, Javg = 1Jo, (c) UPC-2: r = 0.25, Jpeak = 4Jo, Javg = 1Jo, (d) BPC: |∫ܬାdt| = |

ିܬ∫ dt|, Javg = 0 [37] [37]. 

 

Several studies have shown that Javg of PC can be treated as effective DC current density in 

DC EM model [43] [44] [45]. For example, if Javg values of DC and PC are the same, as 

shown in Fig. 2.2 (a)-(c) (where Javg of DC, UPC-1 and UPC-2 = 1Jo), Javg model predicts the 

same EM lifetime. Ki-Don Lee in his work [37] also introduced two MTTF models for time-

averaged current density (Javg) and peak current density (Jpeak) respectively as:    ܨܶܶܯ௩ ∝ ଵ(ଵି(ಽ)ೝೌೡಽ )∙ೌೡ                                                (2.6) 

ܨܶܶܯ ∝ ଵ(ଵି(ಽ)ೝೌೖಽ)∙∙ೌೖ                                            (2.7) 

where (ܮܬ)௧  is the blech’s critical product, which is going to be discussed in the next 

section. Ki-Don Lee [37] found that Jpeak model can better predict the short lead UPC EM 

lifetime than the Javg model which is more suitable for the DC cases [46] [47] [48], and 

concluded that during the off-time between low frequency pulse currents, mechanical back-

stress may reduce the stress gradient built by UPC and increase the EM lifetime of the short 

leads. 

 



 

21 
 

 

2.2 EM Modelling Approaches  

2.2.1 Empirical Approaches of EM Analysis 

Since the discovery of EM, much work has been devoted to the understanding of its 

mechanisms and impact. For the electronics manufacturing industry, the most important issue 

is to control the impact of EM and create designs that will not fail because of EM. In 1967, J. 

R. Black proposed the first model that predicts MTTF of electric conductors that are subject 

to EM damage. He assumed the MTTF is inversely proportional to the momentum transfer 

between thermally activated ions and conducting electrons (Eq. (2.8)): ܨܶܶܯ ∝ ଵௗ∆ೌ                            (2.8) 

where ݀ is the density of conducting electrons, ∆ is the momentum transferred from an 

electron to an ion, and ܦ is the density of thermally activated ions. He further assumed that 

both electron density and momentum transfer are proportional to the current density, i.e.  ݀ ∝ ∆  andܬ  ∝   , and the density of activated ions follows Arrhenius law as Eq. (2.9)ܬ

ܦ .[49] ∝ ாೌ்ି) ݔ݁ )                             (2.9) 

where Ea is the activation energy, T is the absolute temperature, and k is the Boltzmann’s 

constant, and  the mean time to the failure is described as Eq. (2.10) [50] [51]. ܨܶܶܯ = మ  (2.10)               (ாೌ்) ݔ݁

where A is a material and geometry constant. The Black’s equation (Eq. 2.10) is an empirical 

model and the parameters therein must be determined by experiments. However, the 

theoretical assumptions it assumes are that electron momentum transfer is the root cause of 

EM and that atoms in activated state have the greatest chance of receiving momentum from 

electrons. The implication of these assumptions is that the EM MTTF is sensitive to current 

density, the temperature, and the material properties of the metal. For electronics designers, 

these characteristics of EM point to the ways of creating EM-aware designs which will be 

discussed later in this thesis.       

Four years after Black described his work, J. C. Blair and his colleagues found that in their 

experiments that the Black’s model could not fit all experimental results if the current density 

exponent is 2 or any other constant [52]. Therefore, the Black’s model was modified to Eq. 
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(2.11) and the current density exponent should be treated as a parameter that is dependent on 

material properties and conductor geometry [52].    ܨܶܶܯ =   (2.11)               (ாೌ்) ݔ݁

The reported value of n varies for different materials and structures but n=2 is still frequently 

quoted in many EM reliability studies and is still being widely used in the electronics 

manufacture industry today [53]. 

In the 1970s, another milestone of EM studying is I. A. Blech’s analysis on the EM in a 

simple structure which consists of a short Al strip patterned on a baseline of TiN as shown in 

Fig. 2.5 [54] [55] [56] [57] [58]. When an electric current is applied at the TiN baseline, the 

electricity flow concentrates in the Al layer due to Al’s lower electrical resistivity. At suitable 

current density (2.1 x 108 A/cm2) and temperature (400 ºC) [10], Al atoms migrate from the 

cathode to the anode and the consequence of EM can be observed directly as Al strip drift on 

the surface of TiN. In this test, the drift velocity of Al can be measured directly. 

 

 

Figure 2.5 Schematic diagram of current flow in the Blech structure 

 

In his work, Blech observed that the longer the Al strip, the more the depletion at the cathode 

side and the EM stops if the strip length is shorter than a “critical length”. He also found that 

Al strip stopped drifting when the current density is below certain value. He, therefore, firstly 

proposed the hypothesis that EM creates hydrostatic stress gradient in conductors and the 

direction of the gradient is the same as atomic flows, and this stress gradient hinders the 

atomic migration. If this stress gradient is high enough the net atomic migration may vanish. 

High stress gradient in conductor can also be created by mechanical or thermal-mechanical 

loading. If in a conductor where the stress gradient is high, atomic migration may actually 

flow in the opposite direction of the stress gradient and this is a phenomenon called 

stress-migration (SM).  
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Based on the Huntington and Grone’s work, the electrical force (Fem) of EM is given as 

Eq. (2.12) [51]. ܨ =  (2.12)                                                 ܧ݁∗ܼ

where Z* is the effective charge which represents the sign and the magnitude of the 

momentum exchange, e is the elementary charge, E is the electric field. The mechanical force 

Fme can be calculated from the gradient of chemical potential in a stressed solid (Eq. 2.13). 

Clearly the force is proportional to the negative stress gradient. This means that atoms flow 

from high stress region to low stress region under the influence of stress gradient.  ܨ = − ௗఙఆௗ௫                                                      (2.13) 

where ߪ is the hydrostatic stress,  ߗ is the atomic volume. In a conductor where EM causes 

significant mass migration, stress will develop in regions where atoms accumulate which 

results in a stress gradient that is in the same direction as the direction of EM mass flow. 

Metals can withstand limited level of stress and this means that stress gradient is dependent 

on conductor length—the shorter the conductor length the higher the stress gradient. 

Therefore, EM mass migration will be hindered or even stopped by the stress buildup 

depending on the length of the conductor and the current density value.  

I.A. Blech found that at a “critical length” the mechanical force offsets the electrical force 

(Fem+Fme=0) and net mass flow becomes 0. From Eq. 2.12 and 2.13, the critical length can be 

described as Eq. 2.14. ܮ௧ = ∆ఙఆ∗ா                                                    (2.14) 

where ܮ௧  is the critical length of the conductor, and ∆ߪ  is the difference between the 

maximum downstream stress and the upstream stress. Eq. (2.14) can also be written as Eq. 

௧ܮ) .(2.15) ∙ (ܬ = ∆ఙఆ∗ఘ                                              (2.15) 

where ௧ܮ)  ∙ (ܬ  is called the critical product and can be used to define a material’s 

resistance to EM damage [57] [58] [51] [59] [60]. The critical product of various materials 

have been measured experimentally and used to scale the EM resistance of materials. For 

fixed current density, EM stops if the conductor length is shorter than the critical length (and 

the conductor becomes ‘immortal’). 

Although the Black model and the Blech model are still widely used in the electronics 

manufacturing industry for EM-aware designs, these models don’t offer much insight into the 
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EM process and their use is heavily affected by geometric and material factors. For better 

understanding of the EM and more accurate lifetime prediction in complicated products, 

better analysis methods must be developed so that information such as voids initiation and 

growth time and location etc can be predicted. 

      

2.2.2 Numerical Approaches of EM Analysis 

EM is a complicated mass transport process that is dominated by current density but also 

influenced by thermal and mechanical factors such as the temperature, temperature gradient, 

and hydrostatic stress gradient. In mass transport processes where the dominant factor is 

temperature gradient or hydrostatic stress gradient rather than current density, the process is 

called thermomigration (TM) or stressmigration (SM) respectively. Examples of the study of 

TM and SM can be found in Tan and Ye’s works [61] [62] but these two phenomena are not 

the focus of this work. 

 

Since EM is a directional atomic/vacancy diffusion under the influence of other physical 

mechanisms, it can be described mathematically by a general diffusion equation (Eq. 2.16).   

             
డೌడ௧ + ߘ ∙ ܬ = డೡడ௧                       (2.16a)                                                  ܩ + ߘ ∙ ௩ܬ =  (2.16b)                                                  ܩ

where ܬ  and  ܬ௩  are the total atomic/vacancy flux vector respectively, ܥ   and ܥ௩  are the 

atomic/vacancy concentration, and G is the atom/vacancy generation /annihilation source 

term. The atom/vacancy distribution as a function of time can be obtained by solving Eq. 

2.16a and 2.16b, if the source term and the expression for atom/vacancy flux are known. It is 

worthy to note that the amounts of flux of atoms/vacancy are equivalent but flux direction 

were opposite because the atoms movement can actually be considered as a process that the 

atoms exchange the position with vacancies directionally as shown in Fig. 1.2. For a specific 

problem, if more atoms are leaving than entering in a specific volume, voids will form, grow 

and may lead to an open circuit eventually that also mean more vacancies are entering than 

leaving in the same volume at the same time. If more atoms are entering than leaving, 

extrusions (hillocks) will form and this may lead to short circuits if the extrusions make 
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contact with other conducting parts of the circuit which also equivalent to the process of more 

vacancies are leaving than arriving in the same specific volume.  

 

The flux of atomic/vacancy due to pure electrical effect can be expressed rather simply, using 

an electrostatic analogue and Einstein's equation for diffusion in a potential field. ܬ = ܥܦ |∗|ఘ்                                             (2.17a) ܬ௩ = ௩ܥ௩ܦ |∗|ఘ்                                                    (2.17b) 

 Eq. (2.16) and Eq. (2.17) can be combined to give Eq. (2.18). 

 
డೌడ௧ − ߘ ∙ ܥܦ |∗|ఘ் = డೡడ௧ (2.18a)                                    ܩ + ߘ ∙ ௩ܥ௩ܦ |∗|ఘ் =                 (2.18b)                                         ܩ

where ߩ  is the resistivity, ܦ   and ܦ௩  are the diffusion coefficient for the appropriate 

atomic/vacancy transport mechanism which can be given by ܦ = −) expܦ ாೌ்)                                        (2.19a) ܦ௩ = −) ௩expܦ ாೌ்)                                       (2.19b) 

where ܦ and ܦ௩ are the pre-exponential factor for atom/vacancy diffusivity respectively. 

Equation (2.18) shows that EM-induced atomic/vacancy flux is directly proportional to the 

current density, to the diffusion coefficient, and to the concentration of diffusing 

atoms/vacancies. The vacancy diffusivity is typically calculated from the relation ܦܥ  ௩ at the free stress situation [63]. It is worthy noted that atomic diffusivity is dependentܥ௩ܦ=

on stress.  

 

2.2.2.1 EM and Mechanical Stress Effect  

After Blech had established the theoretical correlation between EM and mechanical stress, 

Kirchheim [64], by considering a one dimensional model, added the hydrostatic stress 

gradient to the total vacancy flux equation: ܬ௩ = ௩(డೡడ௫ܦ− − |∗|ఘ் ௩ܥ + ఆ் ௩ܥ డఙడ௫)           (2.20) 

where ܦ௩ is the diffusivity of vacancy, ߩ is the electrical resistivity of conductor, f (0<f<1) is 

the vacancy relaxation factor, and ߗ is the vacancy volume. Thus, the continuity equation can 

be written as  
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డೡడ௧ = − డడ௫ ௩(డೡడ௫ܦ−] − |∗|ఘ் ௩ܥ + ఆ் ௩ܥ డఙడ௫)] − ೡିೡఛ              (2.21) 

  

where ܥ௩  is the equilibrium vacancy concentration, ߬ is the vacancy relaxation time. By 

assuming that the volume change is (1 − ߗ(݂  due to the lattice relaxation as a vacancy 

replaces an atom [65], Kirchheim described the equilibrium vacancy concentration in a grain 

as: ܥ௩ = ݔ௩݁ܥ ቂ(ଵି)ఆఙ் ቃ    (2.22) 

where ܥ௩ is the initial vacancy concentration. In addition, the volumetric strain in a grain 

produced by vacancy generation can be described by the Eq. (2.23) [64].   ∆ = (1 − ߗ(݂ ఋௗ  ௩                       (2.23)ܥ∆

where V is the vacancy volume, ∆ܸ is the volume change caused by vacancy, ߜ is the grain 

boundary thickness, d is the grain diameter, and ∆ܥ௩ is the generated vacancy concentration. 

Thus, the strain rate can be given by: ଵ డడ௧ = (1 − ߗ(݂ ఋௗ ೡିೡఛ    (2.24) 

Based on the Hooke’s law, the relation between deviation of the vacancy concentration from 

its equilibrium state and the stressing was established as Eq. (2.25). డఙడ௧ = 1)ܤ − ߗ(݂ ఋௗ ೡିೡఛ    (2.25) 

where ܤ is the appropriate modulus. Equations (2.20) and (2.25) form a non-linear system 

which can normally be solved numerically only. Kirchheim did, however, provided analytical 

solutions for simple cases [64].  

Similar to Kirchheim’s model, Clement [63] proposed a model to establish the relation 

between the vacancy concentration and hydrostatic stress as ்݀ߝ = ௗ = ௗఙ                                          (2.26)  

where ்ߝ is the change in the volumetric strain due to deposition of atoms at grain boundaries, ܥ is vacancy concentration at lattice site, ܤ is a parameter called applicable modulus which 

depends on the elastic properties of conductor and adjacent material.   

In another way, Sarychev [66] proposed a three-dimensional stress evolution model linked to 

EM. In his model, the local volume change is assumed to be generated by vacancy migration 
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and generation due to atomic movement. The local volume change is then treated as an 

analog of thermal strain. The stress fields can therefore be calculated as a result of volumetric 

strain induced by EM. The volumetric strain is composed of two parts,  ߝ is the volumetric 

strain due to vacancy migration, and ߝ  is the volumetric strain due to vacancy generation. 

They can be described as 

ߝ = ଵଷ ߘߗ݂ ∙ ߝ                                                   (2.27)ߜ = ଵଷ (1 −                                                (2.28)ߜܩߗ(݂

where ߜ is the Kronecker’s symbol, ܩ = ௩ܥ)− − ೡఛ ) is the vacancy generation rate. Thus, 

the combined strain rate due to EM is  ߝாெ = ߝ + ߝ = ఆଷ ߘ݂] ∙  + (1 −                              (2.29)ߜ[ܩ(݂

The total volumetric strain rate due to EM is  ߝாெ = ߘ݂]ߗ ∙  + (1 −  (2.30)                                         [ܩ(݂

By analogy to thermal strain, the volumetric strain caused by the EM can be superimposed 

onto the strains tensor with strains due to other loadings. Therefore, the total strain can be 

described as ߝ௧௧ = ߝ + ௧ߝ +  ாெ                                         (2.31)ߝ

where ߝ௧௧ is the total strain tensor, ߝ is the strain due to mechanical loading, ߝ௧is 

the strain due to thermal load, and ߝாெ is the volumetric strain due to EM. 

Compared to Kirchheim’s direct relation between lattice density and hydrostatic stress, 

Sarychev’s model employed the idea that diffusion vacancy fluxes give rise to volumetric 

strain which can be used to calculate stress fields and therefore to establish the relation 

between ‘Back stress’ effect and EM was widely accepted and supported by various groups 

such as Povirk [67], Rzepka [68], and Garikipati [69].  

 

2.2.2.2 EM and Thermal Effect  

Generally speaking, the temperature is determined by heat source in the environment, joule 

heating in conductors, and the thermal conductivity of the materials. If joule heating is the 

only heat source, the governing heat transfer equation can be described as Eq. (2.32) [70]. ߩௗ(ܥ డ்డ௧ − ܳ) = ߘ · (݇ܶߘ)                                   (2.32) 
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where ߩௗ is the material density,  ܥ is specific heat capacity, ܳ is joule heating rate, and ݇ 

is the thermal conductivity.  

As mentioned previously, temperature is a very important factor in EM process, as in other 

activated processes that obey the Arrhenius laws. H. B. Huntington [71] found that one of the 

driving forces in atomic migration is the temperature gradient and this driving force can be 

written as Eq. (2.33). ܨ௧ = ொ∗்  (2.33)                                                    ܶߘ

where ܨ௧ is the temperature gradient driving force, ܳ∗ is the heat of transport, T and ܶߘ are 

absolute temperature and temperature gradient respectively. Therefore, the total 

atomic/vacancy flux equation that include the contribution from self-diffusion, electric 

current, hydrostatic stress gradient, and temperature gradient can be described as: ܬ = ܥߘ)ܦ− + |∗|ఘ் ܥ + ொ∗்మ ܶߘܥ − ఆ் ௩ܬ (2.34a)                       (ߪߘܥ = ௩ܥߘ)௩ܦ− − |∗|ఘ் ௩ܥ − ொ∗்మ ܶߘ௩ܥ + ఆ்  (2.34b)    (ߪߘ௩ܥ

where the drift velocity of EM, TM, SM can be defined as: ݒாெ = ܦ |∗|ఘ்                                            (2.35a)  ்ݒெ = ܦ ொ∗்మ  (2.35b)                                                   ܶߘ

ௌெݒ    = ܦ− ఆ்  (2.35c)                                                  ߪߘ

 

2.2.2.3 Generation /Annihilation Term 

Vacancies in conductors can be generated and annihilated. In 1971, R. Rosenberg and  

M. Ohring [72], proposed a one-dimensional continuity vacancy flux model that included a 

vacancy generation/annihilation term: డೡడ௧ = ௩ܦ డమೡడ௫మ − ೡ|∗|ఘ் డೡడ௫ − ೡିೡఛ                                 (2.36) 

where the equilibrium vacancy density ܥ௩ is defined in Eq. (2.20) by Kirchheim [73] [74]. 

It means that vacancies are annihilated if the vacancy concentration is greater than the 

equilibrium value, or vacancies are produced if the vacancy concentration is less than the 

equilibrium value. Substituting the Eq. (2.22) into the Eq. (2.36), the vacancy 

generation/annihilation term is given by: 
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ܩ = ௩ܥ− ି௫ቂ(భష)ೖ ቃఛ                                            (2.37) 

where c is the normalized vacancy concentration defined as c = Cv/Cvo.  

Unlike the empirical models mentioned in 2.2.1, the vacancy flux based mathematical model 

can take into account multiple physical processes and address the root cause of EM. In 

principle, if material property parameters are known, vacancy distribution and evolution can 

be solved numerically for given boundary and initial conditions. Since the multiple physical 

processes are involved, the vacancy flux governing equation has to be solved numerically and 

make a separate analysis for individual effect possible.   

 

2.2.2.4 Void Nucleation  

Vacancies are defects at atomic scale and voids in conductors that may lead to significant 

damage to electric circuits. Many researchers support the hypothesis that void nucleation was 

caused by the accumulation of vacancies at sites of vacancy flux divergence caused by EM. It 

is believed that voids form when the vacancy concentration reaches a critical value [75] [76] 

[74] [77] [78] [79] [80] [81]. However, R. Rosenberg [82] and W. D. Nix [83] reported that 

in some cases an unrealistically high vacancy concentration is needed to trigger void 

formation. Meanwhile, several research studies attempted to establish a relation between void 

nucleation and mechanical stress by investigating the impact of mechanical stress on void 

formation under various conditions [84] [85] [86] [87]. Gleixner and Nix [88] in their model 

used hydrostatic stress as a metric for void growth but Kircheim [73] used the von-Misses 

equivalent stress instead. Argon and et al. [89] combined the hydrostatic stress and von-

Misses stress to a new “de-cohesion critical stress” to describe void nucleation. The stress 

criteria for void nucleation are still being discussed [73] [90] [91] [92] [93]. In addition, 

several authors [94] [95] [96] [93] reported that voids may also form at pre-existing free  

surfaces which could be resulted from contamination during fabrication stage. For example, 

by assuming that a circular flaw of radius Rp is present in a volume (Fig. 2.6), Finn [94] 

proposed the critical stress for void nucleation is given by Eq. (2.38a). ߪ = ଶఊೞோ                                                  (2.38a) 

where ߛ௦ is the surface free energy of the metal. Clements and et al. [95] then reported the 

void may extend beyond the flaw area and the critical stress is correlative with the void area 

and then modified the equation to:   
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ߪ = ଶఊೞௌఏோ                                             (2.38b) 

 

where ߠ is the contacting angle ( 0୭ < ߠ < 90୭ ) at material interface as shown Fig. 2.6.  

 

Figure 2.6 schematic diagram of void nucleation at an interface site of weak adhesion 

     

Once voids have nucleated, they may grow in volume if the conditions are suitable. Since the 

2000s, several studies have been carried out to investigate the void evolution in metal 

conductors. In general, voids may condensate, interact with the local microstructure and grow 

[97] [98] [99]; they may migrate along the interconnecting conductor [97] [100]; and they 

may even heal [97] [101].  In addition, D. N. Bhate and his colleagues [102] [103] [104] 

found that the void surface acts as an extra path for atomic migration and the chemical 

potential of an atom on the void surface can be described as: ߤ௦ = ߤ + ݓ)ߗ −  (2.39)                                          (ߢ௦ߛ

where ߤ is a reference chemical potential, ݓ is the elastic energy density of the material 

adjacent to the void,  ߛ௦ is the surface free energy and ߢ is the curvature of the void surface. 

Hence, the atomic flux along the void surface due to the gradient of chemical potential and 

EM can be given by:  ܬ = − ೞఋೞ் ௦ߤߘ) +  ௦)                                         (2.40)ܧ|∗ܼ|݁

where ܦ௦  is the surface diffusivity, ߜ௦  is the surface thickness, and ܧ௦  is the electric field 

tangential to the void surface.  

In summary, vacancy accumulation is widely regarded as the mechanism of void nucleation, 

but the criteria of void nucleation and the main driving force remain unclear. The variation in 

materials and environmental conditions make is hard to reach a clear conclusion. But from 

the experimental results of different studies that have been reviewed, stress (hydrostatic stress 
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or von-Misses equivalent stress) criteria could be used more suitable to situations where the 

stress is mainly caused by external forces and the vacancy concentration criteria should be 

used where void nucleation is caused by several driving forces. Clements and several authors’ 

boundary condition on the other hand is more suitable to describe the special case where 

there are pre-flaw areas in the sample, which is in fact a common situation in electronics 

manufacturing [94] [95] [96] [93]. In our modelling work, the current density, stress and 

vacancy concentration were used as the criteria of void nucleation and will be discussed in 

section 4.3.4.      

 

2.2.2.5 Damage Mechanics/Measurement  

It’s important that the onset of EM damage can be described by some measurable or 

calculable parameters in EM analysis. Since the 1960s, various studies were carried out to 

measure the extent of EM damage. In laboratory tests and in applications, EM damage can be 

defined according to the total void area, variation in ultrasonic wave propagation speed, 

change in electrical conductivity, thermal resistance ratio, variation of density and etc. [105] 

[106] [107] [108] [109] [110]. In earlier numerical analysis, plastic strain, plastic strain rate 

or the energy have been used as primary damage metrics in EM damage analysis [111] [112] 

[113] [114] [115] [116] [117] [118]. However, Dasgupta and et al. [119] in their work 

demonstrated that the maximum plastic strain can localize at different location in the material 

which may not match the site of void nucleation. Meanwhile, Solomon and Tolksdorf [120] 

proved that the dissipated energy is not a reliable damage metric in the issue of EM.  

Based on Valanis’s theory on “Entropy State”, C. Basaran [121] [122] and his colleagues 

linked the extent of EM damage to the different degree of “disorder” in current carrying 

conductor. This disorder can be described as a macroscopic measure of the number of ways 

atoms can move in  a given volume. Thus the greater the entropy, the more ways atoms can 

move from their original position and the more severe the material degradation. The 

relationship between the disorder and the entropy is given by:  ݏ = ݈ܹ݇݊                                                        (2.41) 

where s is the entropy of system, W is the disorder parameter which gives the number of 

micro states corresponding to given macro state. The relationship between entropy per unit 

mass and the disorder parameters can be given by: 
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ݏ = ோೞ ݈ܹ݊ = ݈ܹܰ݇݊                                  (2.42) 

where R is the universal gas constant, ݉௦ is specific mass, and N0 is the Avogadro’s constant. 

Eq. (2.42) can be rearranged as: ܹ = ݁ ೞಿబೖ                                                   (2.43)  

With the disorder parameter expression as the Eq. (2.43), the ratio of change in disorder 

parameter can be used as degradation metric by the following relationship:  ܦ = ܦ ∆ௐௐబ = (1ܦ − ݁ೞబషೞಿబೖ )                                   (2.44) 

where D is the damage parameter which varies from 0 (no damage) to 1 (complete damage) is 

a scalar value used to map degradation of the conductor, ܦ is the damage criteron. More 

information about derivation and experimental validation of this entropy model can be found 

in [123] [124] [125] [126] [127] [128] [129] [130] [13] [131]. Entropy production during EM 

process is given as:  ∆ݏ =  ( ଵ௧మ :ܶߘܿ ܶߘ + ೡೡ்మ௧௧బ :ܨ ܨ + ଵ் :ߪ  (2.45)           ݐ݀(ᇱ௩ߝ

where 
ଵ௧మ :ܶߘܿ ܶߘ  is joule heating generated entropy, 

ೡೡ்మ :ܨ ܨ  is mass diffusion produced 

entropy, 
ଵ் :ߪ  ᇱ௩ is the viscoplastic deformation produced entropy. Rearrange Eq. (2.44) andߝ

Eq. (2.45), the damage parameter evolution can be expressed as:   

ܦ = (1ܦ − ݁ష  ( భమ:శೡವೡೖమబ ಷ:ಷశ భഐ:ഄᇲೡ)ಿబೖ )                              (2.46) 

More details about parameter determination, special condition discussion and the relationship 

between the damage parameter and the mechanic stress can be found in the papers by 

Basaran et al [132]. 

Since EM has been discovered, how to measure/standardise the damage of EM is an open 

question. The area of voids and electrical resistance change are two most widely accepted 

methods. However these two values are typically not useful for measuring EM at the initial 

stage, because these two values show no change for a long time as the directional movement 

of vacancies has not condensed to voids. C. Basaran’s ‘disorder’ theory proposed a new 

measurement for EM intensity which can also reflect the intensity of vacancy movement 

rather than only void formation. The ‘disorder’ as a metric could be more accurate for EM 

measurement but we have to note that the implement of ‘disorder’ in experiment is not as 

easy and direct as measurement of electrical resistance and voids area for EM study.    
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2.2.2.6 Molecular Dynamics Model  

EM can be studied at the atomic level using molecular dynamics (MD) and other atomistic 

modeling methods [133] [134].  An example of this type of work is the study of EM failure 

on Aluminium grain boundary by Tsutomu Shinzawa, and Toshiyuki Ohta in 1998 [135]. In 

their work, the grain boundary diffusion for Al interconnection and the atomic motion near 

the grain boundary were investigated and accurately calculated by using embedded atom 

method (EAM).  The potential energy Ei for one atom (j) is described as: ܧ = ∑)ܨ (൯ݎ൫ߩ + ∑ ൯ஷஷݎ൫ߔ                                       (2.47) 
where F is embedding function, ߩ is the electron density contributed by atom (j), ߔ is two 

body pair potential. To trace grain boundary diffusivity, they assumed grain boundary 

structure with total 774 Al atoms in which 264 atoms are fixed at the both end and 510 atoms 

are diffusible as shown in Fig. 2.7. To trace grain boundary diffusivity, mean-square 

displacement (MSD) are descried as: ܦܵܯ = ଵே್ ∑ [ܴ(ݐ) − ܴ(0)]ଶ                                              (2.48) 

where ܰ is number of atoms in the grain boundary region whose width is assmed to be 10A, and ܴ(ݐ) is i-th atom position at time t. then the diffusivity for grain boundary is given by: ܦ = ݈݅݉௧→ஶ ெௌସ௧                                                                (2.49) 
Figures 2.8 shows the trace of atomic trajectories at temperature 700K when tensile strain in 

y-direction is kept 2%. It is shown that the free atoms are restricted only near the grain 

boundary. Tsutomu Shinzawa, and Toshiyuki Ohta [135] also verified that the atoms 

diffusion is almost linearly proportional to the temperature and diffusion time and the grain 

boundary diffusivity is highly dependent on the grain boundary structure.  

A similar work was introduced by Mehmet Kadri Aydinol and his colleague to investigate the 

wind force of EM on Al interconnects using non-equilibrium molecular dynamics (NEMD) 

[136]. The EM wind force was calculated based on a theory using the pseudo-potential 

formalism of the elements. For this purpose, some impurities were introduced into free atoms 

of a structure which is quite similar as Fig. 2.8 to generate pseudo-potential which is 
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dependent on the type and distribution of the imperfections in the lattice. It was found that the 

electromigration force on the impurity depends on the scattering power of the atom, which is 

related to the chemical valence. They calculated the atomic jump frequency of aluminum 

atoms in alloys containing impurity elements like Cu, Mg, Mn, Na, Sn and Ti. It was found 

that the EM diffusion process was slowed down considerably, compared to pure Al, in alloys 

containing elements Cu, Mn and Sn. 

 

Figure 2.7 Grain boundary structure, 264 fixed atoms, 510 free and 9 layers stacked in z-

direction [135].   
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Figure 2.8. Trace of atomic trajectory where any atoms that move beyond inter atomic 

distance between nearest neighbors [135].  

 

2.2.3 EM Modelling Methodologies 

The methodologies of EM modeling have been developing along with the construction of EM 

theory. The atomic/vacancy flux models based on Eqs. (2.16) and (2.26) have been solved 

using numerical techniques by many researchers to evaluate in details the influence of 

temperature, stress, and geometry on EM and the techniques are still being developed and 

improved. Most EM models are based on Finite Element Analysis (FEA) method, which is 

used to calculate the basic physical quantities such as current density, temperature, and stress 

etc. A simple example of using FEA in EM analysis is to use FEA to predict current density 

distribution and then use Black’s equation to predtict conductor life-time. For example, C. C. 

Yeh Everett and his colleagues [137], used this approach to analyze the current distribution 

and life-time of solder bumps; and similarly Hieu and Salm [138] used current density 

distribution to predict the failure location and the lifetime in the solder joint. While in these 

examples only the electric currents were solved using FEA, in order to solve the 
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atomic/vacancy diffusion equation, multi-physics FEA techniques have to be used, which 

will be discussed in following sections.   

  

2.2.3.1 Atoms/Vacancies Condensation at Boundary  

Considering a specific volume, passing through of a continuous steady state atoms/vacancies 

flow does not result in EM damage because the atom/vacancy density does not change in 

considering volume [10]. The vacancy left by atomic movement will be covered by following 

atoms of atomic flow. Thus the EM damage only appearance when the atom/vacancy density 

changes in the considering volume. That is to say the EM only happens when the divergence 

of atomic/vacancy flux in a specific volume is non-zero. Such situation normally occurs at 

material boundaries and grain boundaries. For example, at the interface between silicon (Si) 

and aluminum (Al), the diffusion of Al atoms or vacancies from Si is negligible and vice 

versa. When electrons enter Al from Si, the Al atoms that are displaced won’t have Al atoms 

to replace them, and this causes accumulation of vacancy in Al. Conversely, extrusions will 

be generated where the electrons are entering the Si from Al. Therefore, the studies for how 

to handle the boundary and interface are crucial for EM modeling and will discuss in this 

section.  

Shatzkes and Lloyd were the first that rigorously derived the relation between the divergence 

of vacancy flux at material boundary and interconnect lifetime [75].  In their 1D model, they 

considered electrical effect only and assumed the influence of EM and diffusion only on the 

vacancy flux, the continuity Eq. (11) along their 1D model can be written as:  

డೡడ௧ = ௩ܦ డమೡడ௫మ − ௩ܦ |∗|ఘ் డೡడ௫                                              (2.50) 

where the source term G=0 was used. A semi-infinite line was assumed in their model as Fig. 

2.9 under the boundary conditions: 

,∞−)௩ܥ    (ݐ = ,௩(0ܬ ௩                                                  (2.51)ܥ (ݐ = 0                                                    (2.52) 

which means that the vacancy concentration at x=−∞ is fixed at an initial equilibrium value ܥ௩, and the material boundary is a perfect blocking boundary for vacancy flux. The solution 

of Eq. (2.50) at the blocking boundary is given by Laplace transformation [75]. ೡ(బ,)ೡబ = 1 + ߚ݂ݎ݁ + ଶ(1ߚ]2 + (ߚ݂ݎ݁ + ఉ√గ exp(−ߚଶ)]                (2.53) 
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where ߚ = |∗|ఘଶ் ඥܦ௩(2.54)                                        ݐ 

Assuming that the failure criterion is when the vacancy concentration reaches a given critical 

value Cvf significantly higher than the initial equilibrium value Cv0, and that β ≫ 0, then Eq. 

(2.53) is approximated [75] by  ೡೡబ ≈ ଶߚ4 = (|∗|ఘଶ் )ଶܦ௩ݐ                            (2.55) 

 where ݐ is the time the vacancy concentration reaches the given critical value Cvf. 

Substituting Eq. (2.19) into (2.55), the mean time to failure can be described as:  ܨܶܶܯ = ்మమ exp (ாೌ்)                                    (2.56) 

which is similar to the Black’s Eq. (2.11). It means, if considering the void nucleation is the 

result of vacancy concentration reaches a given critical value, the mean time for failure is 

proportional to the inverse square of current density.   

  

 

Figure 2.9 the semi-infinite grain boundary proposed by Shatzkes and Llyod. 

 

Kirchheim and Kaeber [74] proposed a new model of a finite line with blocking boundary 

conditions at both ends of the line as: 

,௩(0ܬ  (ݐ = ,ܮ−)௩ܬ  (ݐ = 0                                           (2.57) 

where L is the line length, so that the solution becomes: 

 
ೡ(,௧)ೡబ = ܣ − ∑ ܤ−) ݔ݁ܣ ೡమ ݐ + ∝ଶ ௫)∞ୀଵ                                (2.58) 

where ߙ = |∗|ఘ்                                                            (2.59) 

They also provided the analytic solution which is determined by the term A0 
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ܣ = ଵିୣ୶୮ (ି) exp ቀߙ ௫ቁ                                               (2.60) 

And ܣ = ଵగఈమ[ଵି(ିଵ)௫ (మഀ)(ఈమାସమగమ)మ ቂ݊݅ݏ ቀ݊ߨ ௫ቁ + ଶగఈ ݏܿ ቀ݊ߨ ௫ቁቃ                          (2.61) ܤ = ݊ଶߨଶ +   ଶ/4                                                   (2.62)ߙ

With the 3.4 = ߙ and parameters in the Table 2.1, The results of the two boundary conditions 

(semi-blocking and both end blocking) are compared in Fig (2.10).  

 

Parameter Value 

Dv0 0.052cm2/s 

Ea 0.9eV 1.69 ߩx10-6Ω cm 

Z* -5.0 

Je 2 MA/cm2 

L 100 ݉ߤ 

T 573K 

Table 2.1 parameters used in the calculations. 

 

Figure 2.10 Vacancy concentration at the blocking boundary at x=0 for the semi-infinite line, 

and the finite-line. 
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Figure (2.11) shows the vacancy concentration along the finite line at different times. This 

analytic solution for a finite line has been used in this work to verify the numerical model that 

is discussed in chapter 4. 

 

 

Figure 2.11 Vacancy concentration along the line at different time according to De Groot 

SR’s analytic solution [139] 

 

From the Fig. 2.10, it can be seen that the solution for semi-infinite line and finite line agree 

well for early two minutes and significantly deviate after. This is because there is a vacancy 

concentration gradient developing in finite line which counters the vacancies drift when 

vacancies drift from the anode to the cathode, As a result, the net vacancy flux is gradually 

reduced to zero to reach the steady-state condition given by Eq. (2.58). However, the ten 

minutes it took to reach vacancy saturation is a very short time compared to the typical failure 

time of several hours) that has been observed  in experiments. It is worthy to note that 

Rosenberg and Ohring [72] in their modeling work also observed such a short time to reach 

the steady-state condition. Their EM model also used Eq. (2.50) but included a source term: ܩ = − ೡିೡబఛ             (2.63) 

Substituting to the Eq. (2.50): డೡడ௧ = ௩ܦ డమೡడ௫మ − ௩ܦ |∗|ఘ் డೡడ௫ − ೡିೡబఛ                         (2.64) 
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Based on their experimental observations that the damage site caused by EM were generally 

related to the site of significant change in the grain size [75], Rosenberg and Ohring built a 

1D atomic/vacancy flux EM model in which they considered the intersection of two grains 

forming a grain boundary (Fig. 2.12) [140]. Each grain can be characterized by their 

respective vacancy diffusivity Dv, the activation energy Ea, and the equilibrium vacancy 

concentration Cv. Based on this assumption, vacancy flux divergence can occur at the grain 

boundary. At steady-state ( ݐ߲ /௩ܥ߲ = 0), the vacancy concentration and the flux are 

continuous along the grain boundary interface: ܥ௩ଵ(ݔ = 0) = ݔ)௩ଶܥ = 0)                                         (2.64) 

And  ܬ௩ଵ(ݔ = 0) = ݔ)௩ଶܬ = 0)                                            (2.65) 

Therefore, the solution of Eq. (2.64) for each grain [140]: 

ଵܵ(x) =  େೡభ(୶)ିೡబೡబ = ܵ(0) exp(−ߣଵݔ) ݔ       , < 0                   (2.66) ܵଶ(x) =  େೡమ(୶)ିೡబೡబ = ܵ(0) exp(−ߣଶݔ) ݔ       , < 0                  (2.67) 

Where ܵ(0) is the vacancy saturation at x=0, given by  ܵ(0) = [ቀఒభೡభିఒమೡమೡమாమିೡభாభቁ ்|∗| − 1]ିଵ                               (2.68) 

And  ߣଵ = − |∗|ாభଶ் − [ቀ|∗|ாభଶ் ቁଶ + ଵೡభఛభ]ଵ/ଶ                               (2.69) ߣଶ = − |∗|ாమଶ் − [ቀ|∗|ாమଶ் ቁଶ + ଵೡమఛమ]ଵ/ଶ                              (2.70) 

With their work, the vacancy saturation along the grain for different vacancy relaxation time 

can be calculated. 

 

Figure 2.12 Model of two grain boundaries intersecting at x=0. 
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However, the aforementioned models are based on the assumption that the cross section area 

of conductor is constant and current density is evenly distributed throughout the length, thus 

the temperature along the length is also constant that unintentionally eliminates the thermal 

and stress effect. Therefore, the time scale to reach the vacancy saturation from these three 

models is too short and the maximum vacancy saturation is very low.  

 

2.2.3.2 Atomic/Vacancy Flux Divergence Based Analysis  

Based on the atomic/vacancy flux equation Eq. (2.34), Dalleau and Weide-Zaage [141] 

considered that the electrical resistivity of conductor is temperature dependent as ߩ = (1ߩ ܶ)ߙ+ − ܶ)), where ߙ is the temperature coefficient, and substituted Eq. (2.19b) into (2.34) 

then derived the approximate atom/vacancy flux divergence (A/VFD) equations for the 

respective driving forces:  ݀݅ݒ(ܬா) = ( ாೌ் − ଵ் + ߙ ఘబఘ ) ∙  |∗|ఘ் ௩ܥ ∙ (்ܬ)ݒ݅݀ (2.71)                 ܶߘ = ቀ ாೌ் − ଷ் + ߙ ఘబఘ ቁ ∙ ቀ− ொ∗்మ ቁܶߘ௩ܥ ∙ ܶߘ + ೡொ∗ೡଷమ்య ݆ଶߩଶ݁ଶ݁ݔ (− ாೌ்)    

(ௌ௧ܬ)ݒ݅݀ (2.72) = ቀ ாೌ் − ଵ்ቁ ∙ ቀఆ் ௩ܥ డఙడ௫ቁ ∙ ܶߘ + ଶாఆఈೡೡଷ(ଵି௩)் ݔ݁ ቀ− ாೌ்ቁ ቀଵ் ߙ− ఘబఘ ቁ ଶܶߘ + ଶாఆఈೡೡଷ(ଵି௩)் ݔ݁ ቀ− ாೌ்ቁ మఘమమଷమ்       (2.73) 

where E is Young modulus, v is the Poisson ratio, ߙ , is the expansion coefficient of the 

metallization. 

Since the lifetime of a metal line is closely related to the void and hillock formation, the 

A/VFD can determine the rate of void growth rate and therefore predict the lifetime. Dalleau 

and Weide-Zaage used 3D coupled thermal and mechanical analysis for EM analysis [78]. 

They initially ran electrical-themal analysis to predict current density and temperature, and 

the result of the analysis was then used as input for the thermo-mechanical analysis to 

calculate hydrostatic stress. The results were then used to calculate the atomic flux 

divergence. In their subsequent work, the method was also applied to real cases such as a 

dual-damascene structure [142] [141]. Similarly, in 1999, Rzepka et al. proposed their 3D 

EM model for interconnecting metal lines based on FEA [143]. In their work, they considered 

surface tension due to the changes in surface curvature as one of the driving forces. By using 



 

42 
 

the thermal analysis routine of the commercial FEM software package ANSYS, all the 

driving forces were calculated sequentially. Lee et al. [144] modeled both the heat flow and 

the current density in a solder bump to explore the relation between the combined effects of 

these two factors on the atomic flux. Liu et al. [145] used ANSYS and a separate diffusion-

convection equation solver to calculate the divergence of atomic vacancy caused by electric, 

thermal, and stress effects to predict intensity of EM, and similarly, Cacho and his colleagues 

used COMSOL in their work to solve the divergence of atomic vacancy and concluded that 

the intensity of mechanical effect is as strong as the EM [146]. Li linked ANSYS and Matlab 

to calculate the atomic/vacancy flux divergence [147]. He obtained the distribution of 

temperature, current density, hydrostatic stress from ANSYS and calculated the atomic flux 

divergence in Matlab which can complement the limitation of ANSYS and thus atomic flux 

divergence can be calculated directly.  

However, Tan and et al. in their work analyzed and validated the A/VFD method and found 

that the two assumptions on which the A/VFD method is based on may make results 

inaccurate [148]. Therefore, they discussed the assumptions and improved the A/VFD 

method. Firstly, they pointed out that the thermal and stress part of A/VFD (Eqs. (2.72) and 

(2.73)) are derived based on the energy balance equation: ݆ଶߩ + ଶߘܭ ܶ − (௧ି ೞ்)௧ = 0                          (2.74) 

where Kfilm and kdie are the thermal conductivity of the metallic film and the dielectrics 

respectively, Tfilm and Ts are the temperatures of the metallic film and the substrate, tfilm and 

hdie are the thickness of metallic film and dielectrics respectively. The individual terms of this 

energy balance equation stand for Joule heating due to electrical current, lateral heat 

conduction along the plane of the film and vertical heat conduction through the dielectrics 

into the substrate respectively. However, the third term was considered too small and 

discarded in the derivations of Eqs. (2.72) and (2.73). Tan and his colleagues then used a 

simple model of Cu film with different thicknesses to explore the significance of the third 

term as shown in Table 2.2. The results show the vertical heat conduction through the 

dielectrics into the substrate could be more important than the joule heating effect and in-

plane heat conduction. 
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Line Thickness 

(µm) 

First Term 

 (μ݉ଷ/ܹ)

Second 

Term(ܹ/μ݉ଷ) 

Third Term 

 (μ݉ଷ/ܹ)

Contribution by 

third term of 

energy balance 

equation (%) 

3 3.46x106 3.26x106 0.2x106 6.1 

1 3.46x106 2.84x106 0.62x106 17.9 

0.325 3.46x106 1.56x106 1.9x106 54.9 

0.2 3.46x106 0.36x106 3.1x106 89.6 

Table 2.2 The contribution of the three terms in energy balance equation (Assuming the 

substrate thickness is 300 µm and current density is 1MA/cm2) 

 

Moreover, in the derivation of Eq. (2.73), the relationship between the hydrostatic stress and 

the temperature change is considered and expressed as:  ߪ = ଵଷ ଵଵߪ) + ଶଶߪ + (ଷଷߪ = − ଶா∆ఈଷ(ଵି௩) (ܶ − ௌܶி்)                             (2.75) 

where  ௌܶி் is the stress-free temperature of the interconnect and ∆ߙ is the difference of the 

CTE between the interconnect metallization and the surrounding materials. Eq. (2.74) was 

derived by assuming that the cross section of the metal film is an elongated ellipsoid. 

However, Tan and et al. pointed out that the stress distribution is highly dependent on the 

structure geometry and in most real cases are rectangular rather than ellipsoid and therefore, 

the two assumptions may affect the accuracy of the A/VFD method when A/VFD is applied 

to narrow interconnects. In their work, Tan pointed out that the divergence of the respective 

atomic/vacancy fluxes can be derived based on the Green’s theorem [149] [150] [151] 

without the above-mentioned assumptions: ݀݅ݒ(ܬா) = ( ாೌ்మ − ଵ் + ߙ ఘబఘ ) ∙  |∗|ఘ் ௩ܥ ∙ ܶߘ ∙ −) ݔ݁ܦ ாೌ்)               (2.76) 

(்ܬ)ݒ݅݀  =ቀ ாೌ்మ − ଶ்ቁ ∙ ቀ− ொ∗்మ ቁܶߘ௩ܥ ∙ ܶߘ ∙ ܦ ݔ݁ ቀ− ாೌ்ቁ − ೡொ∗்మ ܦ ݔ݁ ቀ− ாೌ்ቁ ߘ ∙     (ܶߘ)

(2.77) 

(ௌ௧ܬ)ݒ݅݀  = ቀ ாೌ்మ − ଵ்ቁ ∙ ఆೡ் ∙ ܦ ݔ݁ ቀ− ாೌ்ቁ ߪߘ ∙ ܶߘ + ఆೡ் ∙ ܦ ݔ݁ ቀ− ாೌ்ቁ ߘ  (2.78)   (ߪߘ)∙
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Compared to the conventional A/VFD method, the new A/VFD method overcomes the 

drawbacks stated above. The vertical heat conduction, geometry factor and the directions of 

the respective driving forces are taken into account. Tan et al. also verified the new A/VFD 

method in their subsequent work with a reservoir interconnect structures and proved the new 

A/VFD method is more realistic than conventional A/VFD method [152]. 

 

2.2.3.2 Voids Formation and Evolution Simulation 

The challenge of structure lifetime prediction is to predict the time, location and growth rate 

of voids. One of FEA based methods is to calculate the distribution of A/VFD in each 

element. This method requires the knowledge of the lifetime and proper time steps are 

assigned to each iteration, and the element volumes are changed according to the atomic 

volume changes that have been predicted by the A/VFD method. The model proposed by 

Dalleau and Tan simulated the void formation by physically deleting elements [153] [141] 

[142] [143] [154]. Sasagawa in his work then reported the smaller size of elements used in 

this type of analysis gives more realistic results [154] [155] [156]. Therefore, he added a 

procedure that changes the thickness of each element according to decreased volume of 

atomic flux divergence at the end of iteration calculation.  

In the work of Sasagawa and et al. [155] [156], the criterion was either when the temperature 

exceeds the melting point of the metal due to Joule heating along with the decrease of lines’ 

width, or the thickness of the elements becomes smaller than a pre-defined threshold value.  

In their work, they determined effective width at 2x10-3 times the initial thickness of line 

based on their experimental measurement and successfully predicted the lifetime of test 

structure. The Dalleau’s work used a different threshold for void formation [78] [79] [142]. 

They considered element to be a void when the atomic concentration reaches 10% of the 

initial concentration (C/C0) and proposed a function f which can be used to correlate with the 

lifetime as: ݐ = ଵ ݈݊ బ                                                        (2.79) 

where f is a function of various physical parameters. Based on the pre-defined criterion (C/C0  

≤ 10%) and specific function  f, the lifetime can be obtained. Although the aforementioned 

two void growth simulation methodologies have good accuracy to simulate the void growth 

location and void shape, the structure lifetime prediction for these three simulations was not 
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so successful because the two criterion, however, have not been theoretically proved. 

Therefore the lifetime prediction in the issue of EM is still a big challenge.    

 

2.2.3.3 Other Void Simulation Methods 

Level Set Method (LSM) is a numerical method that can be used to track the shape of 

surfaces and interfaces [157] [158] [159]. It has been applied for topography simulations in 

microelectronics simulation. In the case of EM, it has been used by several authors to 

simulate the void shape evolution [157] [159] [159] [160] [161] [162] [163] [164]. Khenner  

et al. proposed a level set formulation for two-dimensional grain boundary grooving due to 

surface diffusion driven by EM and local curvature gradients [161] [165]. Based on 

Khenner’s work, Nathan et al. [162] carried out analytical approach for drift velocity of EM 

as: ݒௗ = −) ݔ݁ݒ ாೌ்)                                                   (2.80) 

and reported that the calculated drift velocity were highly consistent with the experimental 

results. Using a similar approach Averbuch et al. [166] proposed another level set numerical 

approach for surface velocity with considering curvature gradients and electrical effect: ݒௗ = ೞఋೞ் డడ௦ ௦ߛߗ) డడ௦ − ߩ|∗ܼ|݁ ௦݆)                                        (2.81) 

where Ds is the surface diffusivity, ߜ௦ is the surface thickness, ߛ௦ is the surface free energy, ߢ is the curvature of the void surface, and ௦݆ is the surface component of the current density. 

Based on Eq. (2.74), the finite difference discretization on a regular grid and a second-order 

Runge Kutta time integration scheme [167] [161] [168] [163] was used for several initial void 

shapes like elliptic, triangular, and square voids and found that under weak electric field a 

random initial shape becomes circular and the void migrates along with the electric field and 

under strong electric field the circular void becomes unstable and transform to slit-like shapes. 

These results were in highly agreement with Xia’s work [169].  

In addition, several EM models [170] [171] [172] [173]that are based on the Phase Field 

method [174] were also reported to study on EM-induced stress evolution or failure 

mechanism.  

 

2.3 Conclusion 



 

46 
 

In this chapter, we reviewed EM phenomenon, its mechanism and some relevant factors 

which may affect mass migration. We also reviewed and discussed various EM modelling 

methodologies from early empirical ones to modern numerical ones in chronological order. 

Literature review is a very important part of my modelling work which helps me understand 

the mechanism of EM better. Many creative thoughts I got from previous EM studies inspired 

me and also deeply affected my EM modelling work.  
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CHAPTER 3: EM IN THIN SOLDER FILM 
 

3.1 Introduction 

The aim of this chapter is to investigate EM behaviour in a solder material using 

experimental observation and computer modelling.  

As mentioned in Chapter 1, in flip chip technology, solder joints are used to attach 

semiconductor chips to substrates or printed circuit boards. The solder joints are both 

mechanical support of the assembly and electrical interconnects. The flip chip technology is 

now widely used in advanced electronic products because it produces smaller packages, and 

faster devices than, for example, wire bonding. However, a potential drawback of using 

solder is that solder materials usually have worse EM resistance compared to copper, 

aluminium, gold and other conductors that are also widely used in microelectronics 

manufacturing. This is mainly due to its low melting point and its diffusion pathway. 

Currently, each solder bump of flip chip structure carries an electric current of about  

0.2 A-0.4 A, while the diameter of solder bumps is about 50 µm or less. This is believed to be 

very close to solder alloys’ carrying capability. As the trend of further reduction in the size of 

solder bump continues, the current density in solder bumps will  increase to values of in 

excess of  104 A/cm2 [10], which is considered to be a critical level for EM damage to occur 

in solder. Therefore, EM is becoming an increasingly important reliability issue in flip chip 

solder joints manufacturing and design.  

Traditionally, eutectic SnPb or other lead containing solder alloys are used in manufacturing 

but they have largely been replaced by lead-free solders because of the concern for the impact 

of the toxicity of lead. Among all the lead-free solder candidates, SnAgCu and SnAg are two 

of the most popular ones in the industry. Although a considerable amount of research has 

been carried out to study the property and performance of Pb-free solders [10] [11], lead-free 

solder is still not as well-understood as Pb containing solders simply because the latter have 

been used and studied for several decades. The work described here is intended to contribute 

to the understanding of EM process in lead-free solders by exploiting computer simulation 

which was carried out by the University of Greenwich and experimental work which was 

carried out by the King’s College, London.  



 

48 
 

In most studies of EM, particularly in those where high current densities are used, cannot 

avoid rapid temperature increase due to joule heating. This means that the process is a 

coupled TM and SM - Electromigration phenomenon and this complicates the analysis and is 

not helpful in understanding EM. To reduce the effect of TM and SM, an ultra-thin film 

structure has been used in our experiment based on two considerations. First, a structure with 

a small crossing-sectional area to make the current density high enough is needed and the 

structure should be able to cool down fast the raised temperature caused by joule heating. 

Second, when TM and SM effect have been de-coupled, the EM damaging process will be 

significantly prolonged. In ultra-thin structure it is easier to observe the EM damage with 

such conditions.  

To reduce the temperature even further, a heat sink with large mass was used  to allow heat to 

be dissipated rapidly from thin lead-free solder film and to keep temperatures constant  so 

that decoupling TM and SM from EM can be achieved [175] [176]. In the present work, large 

temperature rises and thermal gradients are avoided by utilizing both thin film and large 

thermal mass as heat sink. Computational simulation of the coupled thermal–electrical 

problem confirmed that the effect of TM had been eliminated almost completely in this study.  

3.2 Experimental Details  

The set-up of the experiment consists of a thin film strip (average thickness 600 nm) of SnAg 

alloy on a piece of glass, which in turn is mounted on a copper plate. Fig. 3.1 (a) shows a plan 

view of the test set-up while Fig. 1 (b) shows a schematic cross section of the samples used.  

The procedure of preparing the samples is as follows. Firstly, a Cr adhesion film with 5 ± 1 

nm thickness is coated on a 150 µm thick glass cover slip using an evaporation technique (U-

300 Oerlikon) in vacuum (10-5 mbar). Next, a nominally (as measured by the evaporator) 305 

± 5 nm thick eutectic Sn-Ag solder is deposited on top of the Cr using the same technique. 

The 305 µm wide, 5 mm long solder strip geometry (long enough to eliminate back stress 

effects on EM) was created by using a glass mask during the evaporation deposition process. 

Next, the anode and cathode were connected by wires to the electrical instrumentation using 

silver loaded epoxy adhesives so as not to disturb the delicate thin film on the glass substrate. 

The approximate dimensions of the Ag loaded adhesive interconnects are 4 mm by 4 mm by 

4mm each and they are placed away from the solder strip so as not to interfere with the 

current flow patterns in the strip. Two sets of samples are connected in parallel to the power 

supply; one was kept at room temperature (15 ± 2 °C) while the other is on a hotplate that is 
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=

 

Figure 3.3 Void distribution of sample 1 observed optically in transmission where the sample 

is represented by the dark area and voids by the bright spots 

The same sample is examined using SEM and the images are shown in Fig. 3.4. As expected, 

it shows that voids formed at the cathode and hillocks formed at the anode . This is consistent 

with EM theory that attributes the phenomenon to the effect of momentum transfer from 

electrons to atoms [10]. Because of the asymmetric cathode geometry of the sample, the 

maximum current density occurs at the bottom corner of the cathode and as voids in this 

region form, the maximum current density location moves upwards (and diagonally initially) 

accordingly. Away from the current density peaks, there are also zones of voids located 

upwind and downwind from the central vertical strip and on the anode side, there is also a 

pronounced hillock in the sharp bottom corner where there is an abrupt change in the current 

density, and other hillocks scattered throughout the region. The hillocks bear a remarkable 

similarity to tin whiskers as observed by K.S. Kim and et al. [179] [14], probably due to the 

same underlying cause, i.e. a stress build-up in the bottom solder layers causing the 

whisker/hillock to grow [10]. EDX analysis of the hillocks shows an absence of Ag. The 

similarity to tin whiskers would also seem to prove that the atoms are carried within the bulk 

of the solder rather than at the top surface of the solder, where atomic transport might have 

been thought to be easier. The presence of an oxide layer on top of the solder may be 

responsible for this.  
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downwind of the diagonal void line and, a hillock forms at the location of maximum current 

density.  

 

 

Figure 3.5 Void and hillock distribution of sample 2 that are observed a) optically and b) by 

SEM 

 

3.4 Coupled Electrical and Thermal Analysis 

Temperature is a very important factor in EM analysis. In order to understand the temperature 

distribution in the sample, 3D Finite Element analysis using the software package ANSYS 

12.0 has been used for the thermal analysis of the thin film tests as described above. In Fig. 

3.6 the model geometry and boundary conditions are shown. The Joule heat generation in the 

solder strip, the losses of heat through air and the glass to the copper block have been taken 

into account by using appropriate loading and boundary conditions. Fig 3.7 shows the FEA 

mesh of the model. The material properties that have been used in the analysis are listed in 

Table 3.1. The distribution of the temperature in sample 1 is shown in Fig. 3.8 and 3.9. The 

predicted maximum temperature rise is 0.356 °C and 0.454 °C for sample 1 and sample 2 

respectively. The maximum in-plane temperature gradient is 0.04 °C/cm. In this model, the 

solder layer thickness is very small compared to other geometric dimensions (such as the 

thickness of the copper block) of the model, the mesh resolution in the out-of-plane is not 
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high enough to compute the temperature gradient in that direction. Such low temperature 

gradient level is confirmed by K.N.Tu and et al. [14] that TM effects can be ignored in this 

experimental setup because the temperature gradient threshold value for TM is about of 

1000 °C/cm.  

The equivalent thermal simulation has also been carried out on a multi-physics software 

package PHYSICA [180]; the results from PHYSICA are highly consistent with the results 

from ANSYS. Because of low temperature gradient throughout the specimen, the stress 

gradient from thermal expansion can also be considered as being de-coupled from the EM 

phenomenon as well.  

 

Figure 3.6 the geometry of FEA model and the boundary conditions. 
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Figure 3.7 Mesh condition of simulation 

 

Given Parameters Values Ref. 

Solder Strip Dimensions: L:5 mm / W:305 µm /  T: 636 nm measured 

Glass Dimensions: L:22 mm / W:22 mm /  T: 150 µm measured 

Copper Dimensions: L:125 mm / W:40 mm /   T: 5 mm measured 

Applied Voltage: 0.74 V measured 

Current: 85.6 mA measured 

Solder Thermal Conductivity: 

Glass Thermal Conductivity: 

50 W/(m.K) 

0.96 W/(m.K) 

[49] 

Copper Thermal Conductivity: 

Ambient Temperature: 

Convection Coefficient: 

400 W/(m.K) 

15 °C 

10 W/(m2.K) 

[49]  

Estimated 

Estimated 

Solder and Glass Emissivity: 0.94 [49] 

Copper Emissivity: 1 [79] 
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3.5  Evolution of Voids 
 

Many authors have studied the link between the magnitude of current density and void 

formation in EM, and the consensus is that in general the higher the current density, the 

quicker voids form if other conditions are the same [10] [175] [181] [182]. In this work, void 

evolution has been analysed using modelled current density distribution in solder film. 

PHYSICA was used because it is relatively easy to implement the user routines on this 

platform for the analysis.  

Sample 1 has been used for the starting geometry in the computer simulations. When a 0.74V 

bias was applied to the electrodes, maximum current crowding was observed at the bottom 

corner position, which is thus the most likely site for the presence of the first voids to form.  

The exact mechanism for void formation will depend on the microstructure of the thin film. 

However, this is initially uniform across the sample and hence if void formation occurs 

preferentially in one location over another, this relative probability depends on the local 

current density and hence geometrical factors alone. When a void forms, the site of maximum 

current crowding moves, most likely, to adjacent elements where the next voids are expected 

to form. After the calculation of the current density distribution, the two elements with the 

highest current density (and hence the highest atomic flux according to Eq. (2.16a) and  

Eq. (2.34a)) were removed and then the current density distribution was re-calculated to 

capture the effect of void evolution on the distribution.  

The results showed that the elements with the highest current density always appears on the 

top right corner of the growing void as shown in Fig. 3.10. By repeating the above mentioned 

procedure of element removal and the current density distribution recalculation a number of 

times, a diagonal line of voids formed.  Experimental observation as shown in Fig. 3.10 

shows that while such a line does form up to a distance of 50 microns in the experiment, it 

does not continue to the edge of the strip. Instead the line of voids appears to curve back 

towards the anode for 50 microns and then continue vertically upwards. Other voids also 

form on both sides of this central line. This indicates that other mechanisms must come in to 

play in order to explain these findings, and it is postulated in the next section that thermal 

gradients, though small, may also play a role.   
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Figure 3.10 (a) Initial current density distribution (Unit: MA/m2). (b) Current density 
distributions. The void has a size of two elements. (c) Current density distributions. The void 
has a size of eight elements. (d) Current density distributions. The void has a size of eighteen 

elements. 

 

The void nucleation and evolution process appears to be very similar to that described by 

Meyer MA and et al. [183]. During void evolution (the period from the formation of the first 

void formed until the circuit opens), the highest current density and resistance increased 

linearly followed by a sharp rise towards the end, matching the fourth stage as described by S. 

W. Liang and et al. [182] as Fig. 3.11 and 3.12 show. The resistance matches the 

experimentally observed rise of 10% when 80% of the contact is open, in rough agreement 

with Fig. 3.4. 
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Simulation work was carried out for mimicking atomic migration with the atomic flux 

calculated from Eq. (2.34a). Assuming that all thermal gradients and hydro-static stress 

gradient can be ignored in the experiment, Eq. (2.16a) and (2.34a) reduce to: 

డೌడ௧ + ߘ ∙ ቂ−ܦ ቀܥߘ + |∗|ఘ் ቁቃܬܥ =r               (3.1) 

For a given gradient in ܥ distribution, the atomic flux in the solder can be calculated. If there 

is no source of vacancy, the divergence of this flux is responsible for the depletion or 

accumulation of vacancy and therefore is the cause of the creation of voids and hillocks in 

solder. By using the parameters listed in Table 3.2, the atomic flux of the electrical 

component at the corner site is calculated and shown in Fig. (3.13). The atomic flux 

divergence can be written as Eq. (3.2). Without considering the direct force of EM (the term 

related to gradient of Ca), the divergences of atomic flux (ܬா) contributed by electrical part 

can be written as Eq. (3.3) and the simulation results are depicted in Fig. (3.14). 

(ாܬ)ݒ݅ܦ = ቀ ாೌ்మ − ଵ்ቁ ೌ∗ఘ் ݔ݁ܦ ቀ− ாೌ்ቁ ܬ ∙ ܶߘ + ∗ఘ் ܦܬ ݔ݁ ቀ− ாೌ்ቁ ∙           (3.2)ܥߘ

(ாܬ)ݒ݅ܦ = ቀ ாೌ்మ − ଵ்ቁ ೌ∗ఘ் ݔ݁ܦ ቀ− ாೌ்ቁ ܬ ∙  (3.3)                    ܶߘ

Parameters Value Reference 

Dimension As Table I measured 

Temperature 15 °C / 35 °C measured 

D0 (Initial Diffusivity) 0.027 m2/s [145] 

Ea (activation energy) 0.8 eV [145] 

Z (Effective Charge) -40 [145] 

ρ (Resistivity) 3.35×10-7 Ωm (Sample 1) 

/ 2.47×10-7 (Sample 2) 

Ωm 

measured 

Table 3.2 Parameters for diffusion-convection model 
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Figure 3.15 Current density gradient distributions 

 

3.8 Conclusion 
 

In this chapter, an experiment regarding EM was introduced. A very thin (600nm) Pb-free 

solder film has been manufactured for investigating the pure electrical effect of EM 

behaviour in the Pb-free solder. The experiment was designed in such a way that temperature 

gradient and stress can be ignored. The film is very thin and therefore the out of plane stress 

is negligible. By using ANSYS and PHYSICA, this experiment design was proved a success 

also with regards to the temperature gradient effect on EM.  A transparent glass substrate was 

used  the solder film and in this novel way, voids can be observed on both sides and the voids 

evolution process had been checked and recorded by using SEM, AFM and electrical 

resistance measurement regularly. Under a high current density stressing 6×104 A/cm2, voids 

appear at around 983 hours and  the experiment was stopped when the electrical resistance 

increased by 10% to avoid the specimen being burnt and evidence of EM destroyed.  The first 

voids appeared at the highest current density area and new voids basically appeared at the 

new maximum current density area. Some voids formed at the middle of the specimen and it 

can be explained by the existence of defects. A full current density analysis was used to 

explain the void growth history. It was found that the appearance of the initial voids matched 

what is expected but the voids evolution at a later stage does not match simulation result. 

Other methods have been tried to address issue. For example, instead of using a critical 

current density as the void formation criteria, critical current density gradient has been used 

but  no conclusive results have been obtained. Further experiments are therefore needed and 

are being carried out by City University of Hong Kong.   
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CHAPTER 4: MULTI-PHYSICS MODEL DEVELOPMENT 

AND IMPLEMENTATION 
 

4.1 Introduction 

EM process is a multi-physics process that involves electric conduction, heat transfer, 

mechanical stress, and diffusions of atoms and voids. Therefore, numerical models should 

include those physical processes in order to describe EM correctly. In this chapter, the EM 

governing  equations, the numerical solution techniques, and the implementation of them in a 

multi-physics software package are presented.  

 

4.2 Modelling Methodology 

The physical processes that are present in  EM are more often than not dependent on each 

other. Attempt to analyse these processes is bound to be innacurate. In  the computer 

simulation research work that has been done to date by many researchers, not all of the 

physical processes have been taken into account and this makes it difficult to compare the 

simulation results with experimental results. In this chapter, a closely coupled multi-physics 

modelling method has been proposed. It can be used to predict atomic/vacancy concentration 

and void formation in metals where EM is affected by electrical, thermal, stress, and 

geometry factors.   

The method is outlined in the flow chart in Fig. 4.1. It describes the way EM is modelled 

seamlessly, from electric current prediction to void formation. The model has been 

implemented using the multi-physics software package PHYSICA [187], which is capable of 

solving fluid flow, heat transfer, electric field and current distribution and general diffusion 

equations simultaneously. In the following,  the relevant mathematic foundation of 

PHYSICA modules is described.  
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Figure 4.1: Flow Chart of the EM model 
 

4.2.1 General Scalar Transport Equations 

EM process is complicated but most of the physical processes involved can all be described 

by a general scalar transport equation:   

డ(்∅∅)డ௧ + ߘ ∙ (∅ሬԦݑ∅ܥ) = ߘ ∙ (∅ߘ∅ܦ) + ܵ∅                     (4.1) 

where, t is the time, ∅ܶ is the transient coefficient, ܥ∅ is the convection coefficient, ܦ∅ is the 

diffusion coefficient, ݑሬԦ is the velocity vector, ∅ is the solved variable, ܵ∅ is the variable’s 

source term.  
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4.2.2 Electric current and joule heating 

Because the current density is the main driving force of EM, the current density calculation 

must be included in this EM model. The relationship between the current density ܬറ and  the 

electric field ܧሬറ is ܬറ =  ሬറ                                        (4.2)ܧߪ

where ߪ is material conductivity, and ܧሬറ can be calculated from electric potential ∅ as: ܧሬറ =  (4.3)                                               (∅)݀ܽݎ݃−

Electromagnetic fields are governed by Maxwell’s equations [188]. In this work, only steady 

state conduction is considered and the governing equation is the Laplace equation (Eq. 4.4) ߂∅ = ଶ∅ߘ = 0                                     (4.4) 

This is a special case of the general equation (4.1). 

 

4.2.3 Heat transfer  

Temperature gradient affects atomic diffusion in solids and therefore affects EM. The 

gradient can be obtained by solving the temperature distribution. The governing equation for 

heat transfer is similar partial differential equation as general scalar transport equation (Eq. 

4.1): 

డ(ఘ)డ௧ + ߘ ∙ (ሬԦℎݑߩ) = ߘ ∙ (ℎߘ߁) + ܵ                 (4.5) 

where h is the enthalpy and  ℎ =  is the ߁ ,is the density ߩ , is the specific heatܥ ܶ andܥ

thermal conductivity. In EM analysis, the main heat source is joule heat generated in 

conductors. Therefore, the heat source Sh can be written as: 

 ܵ = ଵఙ  ଶ              (4.6)|ࢋࡶ|

Thermal conduction in conducting metal occurs in solid and therefore the difference of 

convection term can be ignored 
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4.2.4 Structural Mechanics Module 

Another driving force for EM is the mechanical stress gradient which is typically generated 

as the results of temperature change and  the mismatch  of thermal expansion coefficients of 

two or more different materials. Stress is a second order tensor. Because it has six 

independent components as Fig. 4.2, and in engineering it is often written as a pseudo vector:  

 

Figure 4.2 Components of stress ߪ =  (4.7)                                   ்(௬௭ߪ ௫௭ߪ ௫௬ߪ ௭௭ߪ ௬௬ߪ ௫௫ߪ)

Stress tensor satisfied the following equilibrium equation. 

డఙೣడ௫ + డఛడ௬ + డఛడ௭ + ܾ௭ = 0                                            (4.8)  

డఙడ௬ + డఛೣడ௫ + డఛడ௭ + ܾ௬ = 0                                            (4.9) 

డఙడ௭ + డఛడ௬ + డఛೣడ௫ + ܾ௭ = 0                                          (4.10) ߬௫௬ = ߬௬௫     ߬௬௭ = ߬௭௬    ߬௭௫ = ߬௫௭                                    (4.11) 
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where bx, by and bz are body force components (such as gravity) per unit volume. Stress 

components are not independent variables and therefore the above equations cannot be solved 

directly. Stress is caused by deformation which is described by strain. Strain ε is a tensor but 

it can be expressed as a pseudo vector which is defined in Eq. (4.12). 

ۈۉ
ۈۈۈ
ۇۈۈ

డ௨డ௫డ௩డ௬డ௪డ௭డ௨డ௬ + డ௩డ௫డ௩డ௭ + డ௪డ௬డ௨డ௭ + డ௪డ௫ ۋی
ۋۋۋ
ۊۋۋ =

ۈۉ
ۇۈ

∈௫∈௬∈௭ߛ௫௬ߛ௬௭ߛ௭௫ ۋی
 (4.12)                                                        ۊۋ

In isotropic solids, the stress and strain vectors are linked by the following constitutive 

relationship ߪ =  (4.13)                               ߝܦ

where  

[ܦ] = ா(ଵା௩)(ଵିଶ௩)
ێێۏ
ێێێ
1ۍێ − ݒ ݒ 0    ݒ 0 ݒ0 1 − ݒ 0    ݒ 0 ݒ0 ݒ 1 − 0    ݒ 0 00 0 0    ଵିଶ௩ଶ 0 00 0 0    0 ଵିଶ௩ଶ 00 0 0    0 0 ଵିଶ௩ଶ ۑۑے

ۑۑۑ
ېۑ
                                                     (4.14) 

and E and ν are the Young’s modulus and Poisson’s ratio respectively.  

Eqs. (4.8)-(4.11) result in a set of partial differential equations with the displacement 

components (u,v,w) as the independent variables [189] and they can be solved using Finite 

Element method.  

In EM analysis , hydrostatic stress and its gradient are used to calculate a driving force  that is 

caused by stress effect of EM ( Eqs. (2.34a) and (2.34b)), local regions where the highest 

concentrated hydrostatic tensile stresses are located have been found to be the most probable 

areas where voids nucleate [17] [190]. The hydrostatic stress is defined as the mean of the 

three normal stress components as Eq. (2.1). 
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4.3 Implementation  

In Chapter 2, Eqs. (2.16) and (2.34) show that the governing equation for atomic/vacancy 

evolution is a form of the general scalar transport equation which includes “convection” 

terms. Convection is usually caused by fluid flow. In a conductor, there is no real fluid flow 

and this is therefore not a real diffusion-convection phenomenon in a single phase fluid. The 

“velocity” is actually the drift velocity that is caused by the current density, temperature 

gradient and the stress gradient. Interconnects in microelectronics are often made of more 

than one materials. For example, aluminium/copper lines may be joined with titanium and 

solder alloys are bonded to copper metallization. This means that the material constants in 

Eq. (2.16) are not the same everywhere and drift velocity varies from one conductor to 

another even in a 1D model. This means that some boundary conditions need to be changed 

in PHYSICA.  

The solution procedure has been implemented in PHYSICA as follows: 

1. Apply voltage boundary condition to the model and solve for electric potential and 

current density in the whole model. This is done in the PHYSICA’s Magneto 

Hydrodynamics Module [187]. 

2. Apply thermal boundary conditions to the model, use Joule heat density that is 

obtained from electric modelling as a heat source to calculate the temperature 

distribution of the model. Thermal Transfer Module [187]. 

3. Apply mechanical boundary conditions and use the temperature obtained in the 

thermal solution to predict stress and its gradient in the model. Structural Mechanics 

Module [187] is used. 

4. Code PHYSICA and make it be able to calculate drift velocity distribution (Eq. 

(2.34)) and solve Eq. (2.16) to obtain vacancy distribution. Scalar module [187] is 

used for this step. 

5. Carry out voids evolution simulation if required. User routines [187] are used for this 

calculation. 

6. Repeat from step one for the next time step until the required time is reached, or if a 

failure criteria is met. 
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4.3.1 One Dimensional Model with Pure Electrical Effect 

The modeling started from the simplest scenario (electrical effect only) and a one 

dimensional analysis was used. EM is assumed as a process controlled by a vacancy diffusion 

mechanism, in which the diffusion takes place by vacancies switching lattice sites with 

adjacent atoms. The relevant governing equations therefore are Eq. (2.16b) and (2.34b) 

without the thermal and stress term which can be described as: ܬ௩ = ௩ܥߘ)௩ܦ− − |∗|ఘ்  ௩)                              (4.15)ܥ

A 100 µm long Al line with constant cross-section area was used in this analysis and the 

computational domain was divided into 50 elements along the length. An electric potential 

difference was applied at the two ends of the domain generating a uniform electric filed and a 

constant current density. A block boundary condition for diffusion is assumed at both ends of 

the conductor and  the diffusion flux is zero at the ends. Fig. 4.3 shows the model 

schematically. The EM drift velocity was calculated as 0.116 µm/s if the electric current and 

the parameters in Table 4.1 are used. The vacancy concentration was defined and coded into 

PHYSICA and normalized vacancy concentration (C=Cv/Cv0)  distributions at time 10s, 100s 

and 800s  were calculated and shown in Fig. 4.4. The results were compared to an analytic 

solution derived by R.L. de Orio and his colleagues [49] and the simulation results are 

identical to the analytical results as described  previously in section 2.2.3.1. 

 

 

Figure 4.3 The schematic diagram of boundary conditions. 

 

 

Parameter Value Reference 



 

71 
 

Dv0 0.052cm2/s [145] 

Ea 0.9eV [146] 

Z* -5.0 [146] ρ 1.69x10-6Ωcm [145] 

E 69 Gpa [145] 

v 0.33 [145] 

f 0.6 [145] 

Ω 1.66x10-23 unit/cm3 [145] 

J 2MA/cm2 - 

T 573K - 

Table 4.1 Parameters used in the calculations 

 

 

Figure 4.4 The normalized vacancy concentration distribution in (a) graph  and (b) contour 
at time: 10s, 100s, and 800s.  

 

4.3.2 Back Stress Effect 

Back stress in EM is caused by changes in atomic concentration. As atomic concentration 

changed it gives rise to volume strain. As back stress develops, its gradient then generates an 

atomic flux which is opposite to the original atomic flux that is caused by electric current. 

The volumetric strain caused by EM can be treated in the same way as  thermal strains but the 

temperature change in thermal strain calculation is replaced by a measure of the change in 

atomic concentration, which is determined by flux divergence. The stress field therefore can 
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be calculated as the result of volumetric strain which directly links to the divergence of 

vacancy flux. All components of a stress tensor can be calculated and thus hydrostatic stress 

is calculable. The vacancy flux  with contribution from  stress gradient  can be described as: ܬ௩ = ௩ܥߘ)௩ܦ− − |∗|ఘ் ௩ܥ + ఆ்  (4.16)                          (ߪߘ௩ܥ

The EM model is based on the assumption that the vacancies switch their  site with atoms.  

The vacancies’ relaxed volume is smaller than the atomic volume. Then at a grain boundary 

or at a dislocation, a local volumetric strain can occur because of this change in volume. 

Since diffusion-convection is a time dependent process, the volumetric strain rate can be 

described as: 

ࡹࡱࢿ =  ࢺࢌ ∙  (4.17)                                         ࢾ࢜ࡶ

where 
EM
ijε

 is the volumetric strain due to vacancy flux divergence, ijδ
 is the Kroncker’s 

symbol. By analogy to thermal strain, the volumetric strain caused by the EM is coded into 

PHYSICA and superimposed onto the strains tensor with strain due to other possible loadings, 

thus the total strain can be given by: 

EM
ij

thermal
ij

mech
ij

total
ij εεεε ++=                                        (4.18) 

where 
total
ijε

 represents the total strain tensor, 
mech
ijε

 is the strain due to mechanical loading, 

thermal
ijε

 is the strain due to thermal loading.  

For a confined metal Al line, for example the Al line covered by a heavy passivation layer as 

Fig. 4.3 shows, the displacements at w direction are greatly restricted. Therefore, the strain at 

w direction is assumed to be zero. 

According to Eq. (4.12), the standard strains ( ijε
) can be described as:  
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In the confined Al line, 
0=== yxxzz γγε

, By using the strain-stress constitutive relationship 

of Eq. (4.13) and (4.14)  the total strain loading of Eq. (4.18) can be formulated as: 

3
)]([

1 em

zyxx Tv
E

εασσσε +Δ++−=                                 (4.21) 
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where E is young’s modulus, v is Poisson’s ratio, α is the coefficient of thermal expansion. 

Thus the all components of the stress tensor ( xσ , yσ
, zσ ) can be calculated as: 
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 and hydrostatic stress can be calculated by Eq. (2.1) 
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We then added the stress effect to the diffusion model. The boundary conditions for stress 

analysis were that the displacement u is fixed for the left boundary, the displacement v is 

fixed for the both top and bottom  surfaces and the displacement w is fixed for the surface at 

the  (Fig. 4.3). Using material properties listed in Table 4.1, the normalized vacancy 

concentration distribution at time 10s, 100s and 800s then was calculated and shown in Fig. 

4.5. Compared to the results of  the EM process without the stress gradient effect, the 

vacancy migration is slower and the vacancy flux divergence is greater. This can be 

explained as follows.  Under the influence of electric current,  vacancies migrate to the 

cathode (upside as Fig. 4.5 (b)) and create  volumetric strain in the conductor.  A tensile 

stress field is created at the cathode (top in Fig 4.5 (b) and 4.6) and a compressive stress field 

at the anode (bottom in Fig 4.5 (b) and 4.6). This stress field creates a stress gradient that 

drives the vacancy in the direction that is opposite to the vacancy flux  that is caused by the 

flow of electric current.  

The stress distributions are shown in Fig. 4.6. The maximum Von Mises stress  that is 

recorded at 800 seconds is 197 MPa. The relevant hydrostatic stress distributions  are shown 

in Fig. 4.7 and the maximum value is 282 MPa at 800 seconds. As shown in Fig. 4.7, 

hydrostatic stress is in tension near the cathode side (left end in Fig. 4.7) and in compression 

near the anode side (right end in fig. 4.7). 

 

Figure 4.5 The normalized vacancy concentration distribution coupled stress effect in (a) 
graph  and (b) contour at time: 10s, 100s, and 800s.  
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Figure 4.6. The Von Mises Stress distribution (Unit: Pa) at time: (a) 10s, (b) 100s, and (c) 
800s. 

 

 

Figure 4.7 The hydrostatic stress distribution along with the Al strip at time 10s 100s and 
800s. 

 

In EM process, the stress value in the conductor is related to the changes in atom/vacancy 

density and vacancy accumulation leads to voids. This means the lifetime of a conductor may 

be linked to a critical stress level. At different current densities, the time it takes for a stress 

level to be reached, and therefore the lifetime of the conductor, will be different and by 

investigating the relationship beteen current density and the time to critical stress helps 

understand the relationship between lifetime and current density. It is found that the time, as 

shown in Table 4.2, is strongly dependent the current density and this result is in accordance 

with the Black’s experiments [185] which predicted the mean to failure (MTTF) of a metal 
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line model depends on the inverse of the square of current density as Eq. (2.10) as Fig. 4.8 

shows. 

                             

 

Current 

Density 

2.0 MA/cm2 1.0 MA/cm2 0.5 MA/cm2 

Time to 

reach Von 

Mises stress 

of 100 MPa 

83s 321s 1198s 

Time to 

reach Von 

Mises stress 

of 200 MPa 

814s 3230s 12865s 

Table 4.2 Time to reach certain Von Mises stress at the cathode with different current 

densities. 

 

Figure 4.8 Time to reach certain Von Mises Stress (a) 100 MPa and (b) 200 MPa at the 

cathode shows the trend that it strongly depends on the inverse of the square of current 

density.   

Since Al alloys have yield strength ranging from 200 MPa to 600 MPa [132], we can assume 

that the Von Mises caused by metal migration is likely to make Al line reach its yield 

condition at the cathode and the anode so that the maximum stress is no higher than the yield 

stress. That means the shorter Al line in yield condition is able to generate higher hydrostatic 

stress gradient than longer Al line. Thus the driving force of stress effect is greater in shorter 
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Al line. The line may therefore be so short that the stress gradient can reduce the total flux to 

zero. When this condition is met EM does not cause damage and the conductor becomes 

‘immortal’. This is well in accordance with Blech’s observation [52] and the relevant analysis 

is ongoing.  

 

4.3.3 Thermal Effect and Thermally Induced Stress Effect. 

The thermal effect (TM) in the EM process is caused by high temperature gradient. The 

intensity of TM is determined by the intensity of temperature gradient. K.N. Tu [10] in his 

work concluded that the minimum temperature value for TM to occur in Al and some solder 

alloys about 1000-1200 °C /cm. The vacancy flux  with the thermal effect only can be 

described as: ܬ௩ = ௩ܥߘ)௩ܦ− − |∗|ఘ் ௩ܥ − ொ∗்మ     (4.30)                        (ܶߘ௩ܥ

The temperature distribution in conductors can be calculated using the HEAT TRANSFER 

MODULE of PHYSICA, and  temperature gradient can then be coded to be calculated for 

each time step. A 500°C temperature difference was applied at the both ends of a 100µm long 

conductor and the temperature gradient distribution was calculated. Because the temperature 

distribution linear the gradient has a constant value of 5°C/µm (5000 °C/cm). The drift 

velocity of thermal effect (Eq. (2.35b)) was calculated as 0.00565 µm/s if the material 

properties in Table 4.1 are used and Q*=0.0094 eV [145]. The temperature gradient drives  

vacancies to move from low temperature part  to high temperature part of the conductor and  

the combined  drift velocity from EM and TM is Vtotal = (VEM+VTM ) = 0.12165 µm/s.  

Therefore, the normalized vacancy distribution at 10s, 100s, 800s can be calculated as Fig. 

4.9. It can be seen that the thermal effect indeed accelerates the mass migration process. If we 

reverse the temperature gradient by appling 500°C temperature at the anode and 0°C at the 

cathode, the total drift velocity Vtotal  becames 0.11035 µm/s. The normalized vacancy 

distributions at 10s, 100s, 800s then can be calculated as Fig. 4.10 and the results show that 

mass migration is slower.   
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Figure 4.9 The normalized vacancy concentration distribution coupled thermal effect in (a) 
graph and (b) contour at time: 10s, 100s, and 800s.  

 

 

Figure 4.10 The normalized vacancy concentration distribution coupled thermal effect 
(reverse temperature loading) in (a) graph and (b) contour at time: 10s, 100s, and 800s.  

 

Apart from the back stress that is caused by EM, a high hydrostatic stress may also be 

generated by the mismatch of the coefficients of thermal expansion (CTE) between dissimilar 

materials. Because this kind of stress-based migration is related to temperature it is discussed  

in this section. For coupling thermal induced stress effect, Eq. (4.17) were used as the total 

vacancy flux. Back stress is ignored in this analysis Eqs. (4.22) - (4.24) are simplified to  to: 

Tv
E zyxx Δ++−= ασσσε )]([
1

                                (4.31) 

Tv
E zxyy Δ++−= ασσσε )]([
1

                                 (4.32) 
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Tv
E yxzz Δ++−= ασσσε )]([
1

                                (4.33) 

To demonstrate the effect of thermal stress on EM, the model that is shown in Fig. 4.3 is used. 

The initial temperature of the model conductor is set at 50°C and a fixed temperature of 

100°C is applied at the cathode (expansion will be expected), and a fixed 0°C temperature is 

applied at the anode (contraction will be expected). Displacement constraints are applied so 

that no rigid  body motion is allowed. The thermal expansion coefficient is assumed to be 

26x10-6/K and other material properties are shown in Table 4.1. The temperature distribution 

and thermal expansion are shown  in Fig. 4.11, the hydrostatic stress and hydrostatic stress 

gradient are shown shown in Fig. 4.12 and Fig. 4.13 respectively.  

 

 

Figure 4.11 Temperature distribution and deformation due to thermal expansion (Unit: °C, 

deformation scaling factor: 100). 

 



 

80 
 

    

 

Figure 4.12 Hydrostatic stress distribution (Unit: Pa). 

 

 

Figure 4.13 Hydrostatic stress gradient distribution (Unit: Pa/µm). 

The average drift velocity of thermal stress effect therefore was recorded as -0.0089 µm/s and 

the thermal expansion creates a compressive stress field at cathode and the thermal 

contraction creates a tensile stress field at the anode. Thus the vacancices are pushed from the 

anode to the cathode so the total drift velocity became Vtotal = (VEM -Vsm ) = 0.1249 µm/s.  

Then the normalized vacancy distribution at time 10s, 100s, 800s can be calculated as 

Fig. 4.14. If 100°C is applied at the anode (expansion will be expected), and 0°C is applied at 

the cathode (contraction will be expected). The total drift velocity becames 0.1071 µm/s and 

the vacancies are pushed from the cathode to the anode. The results of normalized vacancies 

distribution are compared in Fig. 4.15. It is worth noting that the boundary condtions and 

temperature loading in this section are not realistic. The temperature gradient cannot reach 
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such a high level in micro electronics devices and this analsys is only for demonstration and 

validation.    

 

Figure 4.14 The normalized vacancy concentration distribution coupled thermal stress effect 

in (a) graph and (b) contour at time: 10s, 100s, and 800s. 

 

Figure 4.15 The normalized vacancy concentration distribution coupled thermal stress effect 

(reverse temperature loading) in (a) graph and (b) contour at time: 10s, 100s, and 800s. 

 

4.3.4 Void Evolution  

In this section, void formation and evolution/growth and how voids affect those main driving 

forces in  the EM process are introduced and modelled. It is easily understood that when 

voids appear, the structure of conductor changes and thus the electrical resistance  changes as 

well. The voids caused by EM normally appear first at locations where are with the highest 
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current density. As voids grow and resistance increases at these locations, the most 

“convenient” path of electron flow is blocked and electrons need to divert their way which 

results in an overall higher resistance. The increase of voids area will also inevitably cause 

the increase of current density, and this intensifies joule heating and raises the temperature 

and these factors again accelerate the procedure of  voids growth as Fig 4.16 shows.       

 

Figure 4.16 The relationship between voids growth and EM driving forces 

The method of  voids evolution simulation that is used in this work is described in Fig. 4.17. 

A critical atomic/vacancy concentration is chosen and when the atomic/vacancy 

concentration in an element reaches the critical value, the  electrical conductivity and thermal 

conductivity of this is set to zero. The“dead elements” can not conduct electrons and heat and 

the electron flow therefore will flow around the dead elemens, and there they behave just like 

voids. It is worth noting that vacancy concentration is not the only variable that can be used 

for voids formation criteria. In fact current density and stress have all been used in voids 

formation analysis [76] [147]. In this work, maximum current density has also been used as a 

void creation criterion   

After the change of material properties for the dead elements has been made, the simulation 

continues and new distribution of voids concentration and current density distribution are 

obtained so that new dead elements are identified. This is repeated until required time or size 

of voids is reached.   
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Figure 4.17 Procedure of void evolution judgement 

 A 2-D model conductor has been used to demonstrate the voids formation simulation 

methods. The geometry of the model is shown in Fig. 4.18. The material properties in Table 

4.1 are used and a 0.003V voltage stress is applied to the model. The simulated current 

density distribution is shown in Fig. 4.18. The figure shows that the maximum current density 

is 0.03 A/µm2 at the upper bend because the crossing section area is smaller than the bottom 

bend. A current density of 0.03 A/µm2 is set as the critical value for voids creation. Fig. 4.19 

and Fig. 4.20 shows the evolution of voids and current density distribution over a few pseudo 

time steps. In Fig. 4.20, the growth of dark blue elements (“dead elements”) at the bends can 

be seen. There is no current density passing through these dead elements and the locations of 

the peak current density can be seen surrounding the voids, i.e. the “dead elements”.   
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Figure 

Figure 4.18 A 2-D testing structure and current density distribution (Unit: A/µm2) 

 

 

Figure 4.19 Voids evolution, red element indicates “dead element” (a) to (j) are time step 2 to 

time step 11. 
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Figure 4.20 Current density distribution change due to voids evolution, (a) to (j) are time step 

2 to time step 11. 

Another corner structure with two materials (tungsten W and aluminium Al) has been used to 

validate the void evolution function. The structure, boundary condition and mesh condition is 

shown in Fig. 4.21. The parameters in Table 4.3 and a voltage 72 mV is applied to the model 

to remain the average current density 2MA/cm2. The normalized vacancy concentration then 

can be calculated and shown in Fig. 4.21 at time 10 seconds. From Fig. 4.21, the maximum 

normalized vacancy concentration has been recorded at the material interface as the current 

crowded at the corner and the highest  drift velocity 0.251 µm/s also appears at the material 

interface corner compared to the averge drift velocity 0.116 µm/s. If the normalized vacancy 

concentration value 1.2 is selected as the critical value to form void, then the void growth 

history can be calculated as Fig. 4.22 and the maximum normalized vacancy concentration 

change as Fig. 4.23. 
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Figure 4.21 Structure, boundary condtion and mesh condtion and normalized vacancy 

concentration distritbution at time 10s 

 
Parameter Aluminum Tungsten Reference 
Dv0 5.2x10-2 cm2/s 5.2x10-4 cm2/s [145] 
Activation Energy (Ea) 0.9 eV 1 eV Estimated  
Z* -30.0 -20.0 Estimated 
Q*  0.00094 eV 0.00094 eV [145] 
Atomic Volume (Ω) 2.48 x10-29 m3/atom 2.48 x10-29 m3/atom [145] 
Resistivity (ρ) 2.82x10-8 Ω*m 5.60x10-8 Ω*m [145] 
Thermal Conductivity 250 W/m*°C 173 W/m*°C [145] 
Specific Heat 870 J/ Kg* °C 170 J/ Kg* °C [145] 
Thermal Expansion 
Coefficient 

22.2 x 10-6 / °C 
 

4.3 x 10-6 / °C 
 

[145] 

Density 2.7 g/cm3 19.25 g/cm3 [145] 
Young’s Modulus 69 GPa  410 GPa [145] 
Poisson’s Ratio 0.334 0.284 [145] 

Table 4.3 Parameters used in modelling  
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 Figure 4.22 Voids growth at time (a) 17s (b) 33s (c) 42s (d) 48s (e) 51s (Red elements 

represent the “dead elements”) 

 

 

Figure 4.23 The recorded maximum vacancy concentration evolution at time (a) 17s (b) 33s 

(c) 42s (d) 48s (e) 51s  
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From the Figs 4.19 and 4.22, It can be seen that the different critical value selection can make 

voids growth completely different. Although vacancy concentration is the most direct 

variable to reflect the void formation, there is currently no scientific proved critical value for 

void formation to our best knowledge. The critical value should be a material dependent 

value and needs to be scientifically measured. The critical value measurement is a interesting 

and very useful research topic for improving the accuracy of EM modelling, but it is beyond 

the range of this modelling work and therefore it will be one of our future works.   

 

4.3.5 Convection-diffusion Boundary Conditions  

One of crucial parts of EM modelling is to treat boundaries between two different materials. 

Theoretically, the voids or extrusions always form near material interfaces due to the 

different atomic diffusivity and other material properties. The difference of atomic flux 

therefore exists at the material boundary and accumulates to form voids or hillocks. That is to 

say the atomic flux becomes discontinuous at the boundaris as shown in Fig. 4.24.   

 

 

Figure 4.24 The atomic flux at the material boundary 
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This  type of boundary condition needs to be specially treated and coded in PHYSICA 

because the default boundary condition does not stop atomic/vancacy flux that is caused by 

algorithem of PHYSICA as the diffusion/convection flux at an internal face must remain 

same to meet flux conservation law. To treat this special boundary condition, the source term 

function of PHYSICA was used on the sites of expected voids and hillocks as shown in Fig. 

4.24. 

The method of applying source term function is to add/reduce equivalent atoms/vacancies to 

adjacent elements of material boundary as shown in Fig. 4.25. The divergence of 

atomic/vacancy flux (݀݅ࡶ ݒ) can be calculated as:                                   ݀݅ࡶ ݒ ≈ ݔ)௫ࡶ) + (ݔ݀ − ݔ݀/((ݔ)௫ࡶ  + ൫ࡶ௬(ݕ + (ݕ݀ − ݕ݀/൯(ݕ)௬ࡶ  + ݖ)௭ࡶ) + ݖ݀/((ݖ)௭ࡶ −(ݖ݀
 (4.34) 

 

 

Figure 4.25 Material boundary treatment method 

The model in section 4.3.1 are used to validate this boundary condition, we assume the  

100µm Al line is set between two 50µm tungsten lines as Fig. 4.26 shows. Using paramters 

in Table 4.3 and the normalized vacancy concentration distribution can be calculated as 
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shown in Fig 4.27. Since the diffusivity of tungsten is 100 times smaller than diffusivity of Al, 

the convection/diffusion term of atomic/vacancy flux in tungsten is 100 times smaller than 

that of Al. So, atomic/vacancy flux basically is stopped at the material interface and 

atoms/vacancies are accumulated in Al line only rather than in whole conducting line. The 

normalized vacancy concentration distribution in Al line (Fig. 4.27) is perfectly consistent 

with the result in the section 4.3.1. 

 

Fig. 4.26. The schematic diagram of model, two tungsten lines are set to form a material 

interface which should stops the atomic/vacancy flux due to low diffusivity of tungsten. 

 

 

Fig. 4.27. Shows the effect of blocking the convective flux at the material boundary on the 

vacancy concentration.   
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4.3.6 Atomic/Vacancy Flux Divergence  

Potentially, the reliability of a conductor that is subject to EM damage can be predicted using 

elaborate multi-physics simulation as detailed above. For IC and packaging designers a 

estimation of lifetime may be very useful already. Because voids formation is closely linked 

to the divergence of vacancy flux, the calculation of this divergence can be used to estimate 

the lifetime, or at least it can be used as a parameter for the comparison among different 

designs. That is the reason of building the atomic/vacancy flux divergence model (A/VFD). 

The A/VFD model, as introduced in section 2.2.3.2, is designed to measure the intensity of 

individual EM effect (EM, TM, or SM) and can be used  to calculate  rough  MTTF values. 

Since the model does not consider the self-diffusion effect which typically slows EM process, 

the A/VFD model can directly reflect the relation between electrical effect, thermal effect, 

stress effect and voids formation. The MTTF calculated from A/VFD model is shorter than 

realistic cases because there is no self-diffusion effect included. These characteristics are thus 

perfect for microelectronics designers who need to build direct relationship between 

indivudial physical effect and a pessimistic estimate estimation of MTTF.    

Equations (2.76) and (2.78) are used to calculate the atom/vacancy flux divergence in a via 

interconnecting structure (Fig. 4.28) in order to demonstrate this method and analyse the 

relative strength of the EM driving forces in this typical structure in EM research. The  

parameters in Table 4.3 were used and a voltage load of 0.3 V was applied to the structure. 

The ambient temperature was assumed to be 20°C. The resulting current density, temperature 

and hydro-static stress distributions are shown in Fig. 4.29. The highest current density is 

about 6.18x105 A/cm2 at material interfaces and geometric corners. The maximum 

temperature at the center of tungsten is 183°C. The highest hydrostatic stress magnitude is 

about 101 MPa which appears at the bottom of the structure and it's caused by the fixed 

displacement boundary conditions. What is  more interesting for EM analysis is the stress 

concentration at the W/Al interfaces because that’s what is found in real IC designs. The 

vacancy flux divergence ߘ ∙ ௩ܬ  due to electro-migration, thermo-migration and stress-

migration are shown in Table 4.4 and Fig. 4.30.  
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Figure 4.28 The schematic diagram of a via interconnecting structure and boundary 
conditions in the numerical simulation.  

 

 

Figure 4.29 (a) Current density distribution of Blech model 

               (b) Temperature distribution of Blech model  

                        (c) Hydro-static stress distribution of Blech model 
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From Table 4.4, it is found that the maximum vacancy flux divergence of EM (Jem) is 

significantly greater than that of SM (Jth ) and TM (Js) and all maximum vacancy flux 

divergences are located around the interfaces of materials. It could also be noted that the 

maximum temperature gradient is  about 1570 °C /cm (Fig. 4.31). This value just reaches the 

criterion value of thermo-migration [10] [18]and this is why  the TM contributes the least to 

the circuit conductor damage among all EM possible effects for this structure. This analysis is 

for demonstration of the methodology only. In order to determine accurately the void 

nucleation site and time requires accurate activation energy Ea and diffusion coefficient Dv 

data because they  have significant effect on  the calculation [145] [2] [1] [10].   

Divergence Div Jem Div Jth Div Js 
Maximum 0.188 0.431x10-4 0.505x10-1 
Minimum -0.188 -0.1435x10-3 -0.2668x10-1 

 

Table 4.4  Maximum atomic flux divergences due to EM, TM and SM with initial atomic 
concentration Cv0=1 
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Figure 4.30 (a) Vacancy flux divergence distribution due to EM at time = 2000s 

              (b) Vacancy flux divergence distribution due to TM at time = 2000s 

              (c) Vacancy flux divergence distribution due to SM at time = 2000s 

 

 

Figure 4.31 The temperature gradient distribution (Unit: K)  

 

4.4 Case Study 

A model which couples all electrical, thermal, stress and self-diffusion effects and also 

considers material interface treatment and back stress effect was developed and demonstrated 

in this section to show the ability of our proposed model.   

4.4.1 Model setup  

A via interconnecting structure was used in the case study. Two materials tungsten (W) and 

aluminium (Al) are used and the structure, boundary condition and mesh condition are shown 

in Fig. 4.32. Parameters in Table 4.3 are used and 94.9 mV voltage are applied to anode to 

remain the average current density 2MA/cm2 at top Al line. The current density distribution, 

temperature distribution, displacement distribution and effective stress distribution were 

calculated and are shown in Figs 4.33-4.36. 
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Figure 4.32 The structure, boundary condition and mesh condition 

 

Figure 4.33 The current density distribution (Unit: A/µm2) 

 

Figure 4.34 The temperature distribution (Unit: °C) 
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Figure 4.35 The displacement distribution (Unit: µm) and deformation (Deformation scaling 

factor: 75) 

 

 

 

Figure 4.36 The effective stress distribution (Unit: Pa) and deformation (Deformation scaling 

factor: 75) 

The maximum current density has been recorded at the top corners as Fig. 4.33 and tungsten 

has been recorded with the maximum temperature due to tungsten’s higher electrical 
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resistance. The temperature gradient distribution and hydrostatic stress distribution were then 

calculated as Figs. 4.37 and 4.38. As expected, the maximum current density, the highest 

temperature gradient and the highest hydrostatic stress are recorded at the material interface 

corners. 

 

 

Figure 4.37 The temperature gradient distribution (Unit: °C/µm) 

 

Figure 4.38 The hydrostatic stress gradient distribution (Unit: Pa/µm) 

 

4.4.2 EM Analysis and Void Evolution 

The EM analysis starts from the simplest scenario, electrical effect and self-diffusion effect 

were coupled to be validated first. The equation (4.16) was used as governing equation and 
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the normalized vacancy distribution at time 10s, 100s, 800s are shown in Figs. 4.39 and 4.40.  

Since the length of bottom Al strip is 100µm long which is same as the R.L. de Orio’s model 

and parameters and current density used are also same as the R.L. de Orio’s analytic solution, 

the vacancy distribution at the cathode and anode of the bottom Al strip (Fig. 4.39)  is in 

accordance with the data in Fig. 4.4.   

 

Figure 4.39 The normalized vacancy distribution at time 10s. 
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Figure 4.40 The normalized vacancy distribution of bottom Al strip at time (a) 10s (b) 100s 

and (c) 800s. 

From Figure 4.39, it can be seen that the vacancy condensation appears at the cathode and 

cathode side corner. Since the current density crowds at the cathode-side corner, the highest 

drift velocity of the electrical effect at this corner has been recorded as the maximum value.  

The normalized vacancy concentration value 1.2 is assumed as the critical value to form void 

and relevant elements becomes “dead elements” when void formed, voids growth and 

vacancy concentration distribution change then can be calculated as shown in Fig. 4.41 and 

4.42 and the voids growth history highly agree with the data in Fig. 4.22.   
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Figure 4.41 Voids growth at time (a) 17s (b) 33s (c) 42s (d) 48s (e) 51s (Red elements 

represent the “dead elements”) 
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Figure 4.42 The recorded maximum vacancy concentration evolution at time (a) 17s (b) 33s 

(c) 42s (d) 48s (e) 51s  

4.4.3 Analysis of Thermal Effects 

Due to the low electrical conductivity of tungsten, the temperature within tungsten is higher 

than the temperature within Al (Fig. 4.34). The temperature gradient distribution from Fig. 

4.37 shows the peak temperature gradient value was recorded at both up corners because 

there are with the highest current density which generates the most Joule heat. With the 

paratmeters in Table 4.3, the drift velocity of thermal effect only can be calculated (Fig. 4.43) 

and its relevant vacancy concentration change can be recorded as shown in Fig. 4.44. It is 

worth noting that because the atoms always move from a high temperature area to a low 

temperature area, the vacancy flux in this structure flows from top Al line into tungsten vias 

at both corners as Fig.4.43 shows. The maximum temperature gradient was recorded at two 

up corners as 0.73 °C/µm as Fig. 4.37 and therefore at both up corners the maximum drift 

velocity of thermal effect was recorded as 0.0244 µm/s. That is to say, at the cathode side 

corner, the thermal effect reduces the speed of vacancy accumulation and, at the anode side 

corner, the thermal effect increase the speed of atoms accumulation.  
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Figure 4.43 The drift velocity distribution in value and in vector of thermal effect only (the 
length of vector represents intensity of drift velocity). (a) drift velocity distribution (Unit: 

µm/s), (b) vacancy flux vector and (c) atomic flux vector. 

 

Fig. 4.44 shows the vacancy distribution comparison between coupled self-diffusion and 

electrical effects and coupled self-diffusion, electrical, and thermal effects at the time 10 

seconds, we can see the vacancy concentration accumulation at cathode corner of thermal 

coupled model is actually slower than that of non-thermal coupled model while the vacancy 

concentration accumulation at anode corner of thermal coupled model is also slower than that 

of non-thermal coupled model that means more atoms was pushed from tungsten side to Al 

side.  

We also used vacancy concentration value 1.2 as the critical value to simulate the voids 

growth, the voids shape is same as shown in Fig. 4.41 but the time of voids formation is 

much slower. 
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Figure 4.44 The normalized vacancy concentration distribution driven by (a) coupled self-
diffusion and electrical effects and (b) coupled self-diffusion, electrical effect and thermal 

effects at time 10s.  

 

4.4.3 Analysis of  Stress Effects  

Since the thermal stress is partially dependent on the thermal effect, the thermal stress effect 

shows a similar pattern as the thermal effect. As Fig. 4.38 shows, the maximum hydrostatic 

stress gradient due to thermal expansion was recorded as 68.9 MPa/µm at the bottom Al lines 

and 50.8 MPa/µm at up corners. Since the CTE of Al is much higher than CTE of tungsten, 

the thermal expansion within the Al lines is greater than tungsten as shown in Figs. 4.35 and 

4.36. Therefore, atoms were pushed from Al lines to tungsten vias and leave vacancies in Al 

lines.  
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The maximum drift velocity of thermal stress effect was recorded as 0.294 µm/s at bottom Al 

lines and 0.224 µm/s at up corners as shown in Fig. 4.45. It is interesting that the direction of 

drift velocity of thermal stress effect at up corners shows separate phase, the direction of 

outside elements’ drift velocity is from Al to tungsten and inside elements’ drift velocity is 

from tungsten to Al. It can be explained by the compressive stress generated at both ends of 

up Al lines while the tensile stress is generated at the up inside corners due to the thermal 

expansion of top Al line as shown in Fig. 4.35.     

 

Figure 4.45 The drift velocity distribution in value and in vector of thermal stress effect only 
(the length of vector represents intensity of drift velocity). (a) drift velocity distribution (Unit: 

µm/s), (b) vacancy flux vector and (c) atomic flux vector. 

 

Although the maximum drift velocity of the thermal stress effect at up corners is about ten 

times greater than the thermal effect only, the opposite drift velocity of outside elements 

offsets most of effective vacancy accumulating. The Fig. 4.46 shows the vacancy distribution 

comparision between coupled self-diffusion and electrical effects and coupled self-diffusion, 

electrical, and thermal stress effects at the time 10 seonds, the vacancy accumulation with 
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coupled thermal stress effect is just a little bit quicker and if we coupled thermal effect 

together the thermal effect totally dominates the thermal stress effect.  

The voids growth analysis also shows the same pattern as Fig. 4.41 by using normalized 

vacancy concentration 1.2 as critical value. 

 

 

Figure 4.46 the normalized vacancy concentration distribution driven by (a) coupled self-
diffusion and electrical effects and (b) coupled self-diffusion, electrical effect and thermal 

stress effects at time 10s.  

 

The back stress effect was also coupled to the model and the vacancy accumulation at the 

cathode corner was further retarded. Through comparison, we find that the contribution to the 

void formation from high to low is electrical effect greater than thermal effect greater than 
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back stress effect greater than thermal stress effect for this via interconnecting structure. 

However, the intensity of individual effects may perform very differnet in another specific 

structure.  

 

Figure 4.47 the normalized vacancy concentration distribution driven by (a) coupled self-
diffusion and electrical effects and (b) coupled self-diffusion, electrical effect, thermal effect, 

thermal stress effects and back stress effect at time 10s.  

 

4.5 Conclusion 

In this chapter, a new multi-physics simulation method has been proposed and implemented 

in PHYSICA. This EM simulation method couples the thermal, stress (both external stress 

and back stress), self-diffusion effects and  void growth. It is the first model with the ability 

to simulate the back stress effect to our best knowledge. We used an analytical solution 

(electrical only effect) as the standard to compare the results of our model. We can conclude 
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that every individual part works well but the model is sensitive to the material properties such 

as the activation energy. A via interconnecting structure is modelled to demonstrate the 

numerical methods we used and the results highly consistent with realistic cases.   

An atomic/vacancy divergence method has also been implemented on PHYSICA. This 

method  avoids the complexity of detailed EM analysis methods and can be used to analyse 

the intensity of individual factors that contribute to EM damage. This method is very useful 

for EM-aware microelectronics designer and can be used to estimate the MTTF of conductors 

that are susceptible to EM failures. 
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CHAPTER 5: EM AWARE DESIGN 
 

5.1 Introduction 

The concern for potential failures caused by EM in microelectronics manufacture can be 

addressed by a variety of design measures such as choosing conductor materials those are less 

susceptible to damages caused by EM. EM-aware designs are those designs that have built-in 

measures that mitigate the risk of EM failure. As EM is becoming a more and more important 

issue, future EM-aware electronics designs need new tools and techniques. In this chapter, the 

use of mathematical modeling method to analyze an interconnect design is presented. This 

design reduces maximum current density in solder interconnects and therefore reduces the 

risk of EM failure.  

 

5.2 Design Factors 

To talk about minimizing the damage of EM, we need to consider the factors which cause the 

EM or may intensify the EM intensity. In this section, we will introduce these factors and 

some possible optimizing ideas to mitigate the EM damage. Some ideas are also 

demonstrated by our modelling analysis. 

 

5.2.1 Material Selection 

For a long time, Al-based metallization has been widely used in IC packaging because Al has 

low resistivity, excellent adhesion to dielectrics can be easily deposited and can be dry etched. 

However, R. Otten et al. [191] [192] [193] found that Al-Cu alloys can significantly improve 

the EM resistance because of AlCu alloy’s higher activation energy as listed in Table 5.1. 

Similarly, Lee, Hu, and Tu [194] found that adding Sn to Cu-metallization material can also 

significantly increase activation energy and reduce EM drift velocity [194]. A material’s 

susceptibility to EM damage can be described by drift velocity. If self-diffusion is ignored 

and only electron-atom momentum transfer mechanism is considered, the drift velocity can 

be described by Eq. (2.35a). If the parameters in Table 5.2 are used, the drift velocity value is 

about 2.84 x10-15 m/s. If the activation energy Ea is reduced from 0.9eV to 0.7eV while other 
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parameters remain the same, the drift velocity increases to 5.07x10-15 m/s. Table 5.3 shows 

how this improves the material’s resistance to EM.  

 

 Blech Product 
(A/cm) 

Effective 
Charge 

Number, Z* 

Activation 
Energy Ea (eV) 
(373K - 473K) 

Al 244 18 0.6 
98Al2Cu 833 5 0.79 

Table 5.1 EM resistance comparison between pure Al and AlCu. The higher Blech product 
value of AlCu alloy means it has higher EM resistance than pure Al. 

+ 

Parameters Value 
T (Temperature) 310K 

D0 (Pre-exponential Factor) 5.2 x 10-6 m2/s 
Ea (Activation Energy) 0.9eV 
Z* (Effective Charge) -5 
Je (Current Density) 7.0 x104 A/cm2 ߩ(Resistivity) 2.3 x 10-7 Ω*m 

Table 5.2 Parameters 

 

Ea (eV) 0.9 0.7 
v (m/s) 2.84 x 10-15 5.07 x 10-12 

Time for 1µm drift 11.2 years 54.8 hours 
Table 5.3 The drift velocity comparison for different activation energy Ea.  

 

Local temperature of conductor appears in the exponent of Eq. (2.10) and this means that 

temperature strongly impacts the lifetime of conductors. If conductors are kept at a low 

temperature, EM will be greatly reduced because there is little atomic mobility of diffusion, 

even though there is a driving force from electric current. Based on this point, selecting 

materials with greater electrical and thermal conductivity are very helpful to reduce risks of 

EM [195] [196]. 

 

5.2.2 Back Stress and Critical Length 

The size of interconnect components may affect the intensity of EM. The regular interconnect 

structure shown in Fig. 5.1 has many short segments.  EM in such short segments tends to 

induce back stress which retards atomic movement. The back stress is due to mechanical 
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5.2.3 Bamboo Structure and Slotted Wires 

Generally speaking, the reduction of wire width will generate higher current density and 

temperature and both of them harm the reliability of wire. However, if the wire width is 

reduced to below the average grain size of the wire material, the EM resistance of wire 

increases, despite an increase in the current density. This apparent contradiction is caused by 

the microstructure and diffusion path of metals. When grain size in a conductor is greater 

than the width of the conductor, atoms diffuse quickly along those grain boundaries that are 

more or less aligned with the current flow direction. In wires where line width is smaller than 

grain size, the grain boundaries  are more or less perpendicular  forming a so called “bamboo 

like structure” (Fig. 5.2). As the main material transport pathway, grain boundary diffusion in 

this bamboo structure is therefore perpendicular to the current flow (also atomic flow), and 

this results in  slower  material transport along the direction of electron flow. 

 

Figure 5.2 Reduced wire width – less than the average grain size – improves wire reliability 

with regard to EM. 

 

Based on this material property, wire widths can be deliberately kept narrow enough to 

maintain a bamboo structure to suppress EM.  The wire material can be annealed selectively 
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during IC manufacturing processing in order to support the formation of bamboo structure 

[190].  

However, the maximum possible wire width for a bamboo structure is often still too narrow 

for signal lines carrying large-magnitude currents in analog circuits or for power supply lines 

[199]. In these circumstances, slotted wires which have rectangular holes have been 

introduced. Hence, the widths of the individual metal structures in between the slots can have 

a bamboo structure, while the  total width of all the metal structures combined meets power 

requirements.  

 

5.2.4 Reservoir Effect 

The theory of the so called “reservoir effect” is quite simple but it can significantly improve 

the lifetime of via interconnecting part [200]. Under some circumstances we can increase the 

metal-via layer overlap to enlarge the amount of interconnect material. The technique is 

called “overhang” and its effect on time-to-failure is shown schematically in Fig. 5.3. The 

overhang can be considered as a source of atoms and can continuously supply atoms to the 

conducting part when directional atomic movement happens. It is worthy to note that 

overhang should be put at the cathode side and it does not decrease EM but it prolongs the 

lifetime of connecting part. The negative effect of overhang is that it increases the length of 

the conductor which reduces possible back stress build-up. Therefore, the design of hangover 

needs to be considered in conjunction with the effect of conductor length.  
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Figure 5.3 Reservoir effect:  (a) a regular via structure without overhang (b) a via structure 

with overhang. 

 
5.3 Conductor Design and Optimization 

To reduce EM risk, the first thing to do is to avoid excessive current crowding so that the 

maximum current density can be kept low. This can be done through careful design of 

conductor lay out as demonstrated later in this section. Because the temperature in conductors 

is determined by the ambient temperature as well as the heat that’s generated by electricity 

(Joule heat), the temperature and current density factors are closely linked, and by reducing 

maximum current density, hotspot and temperature gradient can also be controlled. In 

sections 5.3 and 5.4, the work is focused on designs that minimize the current crowding. The 

design optimization process can be achieved by using numerical analysis method to predict 

current density for conductors of a range of geometric shapes.   

 

5.3.1 Interconnects Design and Optimization 

According to the Blech product in Eq. (2.15), a relationship between the minimum cross 

section area of a conductor and the maximum current density can be established. Based on 

these relations, the minimum width ݓ and minimum height ℎ of the conductor can be 

obtained (Fig. (5.4)). 
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Figure 5.4 schematic cross section area of conductor 

 

ݓ  = ݔܽ݉ ቐ ூೌೖ∙௦(்)ೝ,ቀೝቁ∙     ݓ୫୧୬ _௧                                   (5.1) 

  

 ℎ = ݔܽ݉ ቐ ூೌೖ∙௦(்)ೝ,ቀೝቁ∙ೢ     ℎ୫୧୬ _௧                                    (5.2) 

where ܫ is the peak current under working condition, ݏ(ܶ) is the safe factor which can be 

defined as the ratio of between the electrical conductivity at reference temperature ൫ ܶ൯ and 

the electrical conductivity at working temperature (T),  ܬ௧,൫்ೝ൯ is the maximum current 

density the conductor can sustain to meet the maximum Blech product and w and h are the 

width and height needed for structure design respectively. According to the revised Black’s 

model (Eq. (2.11)), an increase in temperature reduces the maximum permissible current 

density in order to maintain a specific life time of the conductor. Hence, a temperature 

scaling factor f(T) can be derived from Eq. (2.11) which takes this current-density reduction 

into account (Eq. (5.3)). If the wire width/height variation and etch loss wetch/hetch during 

manufacturing stage are also taken into account, the minimum width ݓ (Eq. (5.1)) and 

minimum height ℎ (Eq. (5.2)) can be revised to yield Eqs. (5.4) and (5.5) respectively.  

݂(ܶ) = exp (− ாೌ்ೝ ቀ1 − ்ೝ் ቁ)               (5.3) 

ݓ  = ݔܽ݉ ቐ ( ூೌೖ∙௦(்)ೝ,ቀೝቁ∙ + (௧ݓ  ∙ ୫୧୬ _௧ݓ   (ܶ)݂ + ௧ݓ ∙ ݂(ܶ)          (5.4) 
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 ℎ = ݔܽ݉ ቐ( ூೌೖ∙௦(்)ೝ,ቀೝቁ∙ೢ + ℎ௧)  ∙ ݂(ܶ)   ℎ୫୧୬ _௧ + ℎ௧ ∙ ݂(ܶ)          (5.5) 

Based on similar theory, designers can improve the via array arrangement by replacing a 

single via with a via array or adjusting the number of vias in a via array. The temperature 

dependent number of vias Nvia(T) that are required within a via array can be obtained by:  

௩ܰ(ܶ) = ூூೞ_ೡೌ,(ೝ)∙(்) ∙ ݃            (5.6) 

where ܫ is the equivalent current that the whole via array must sustain, ܫ௦_௩,(்ೝ) is 

the maximum permissible current value of a single via at the reference temperature, g is the 

inhomogeneity current flow factor which is characterized as the highest current density 

through single via/lowest current density through single via within the via array. The 

minimization of inhomogeneity of current flow will be covered in the next section. 

 

5.3.2 Corner Angle and Via Arrangement 

Current crowding is a major issue for microelectronics designers. Wire corners, vias, and 

solder bumps are typical structures where serious current crowding may occur. Current 

crowding generates high current density, high temperature, and great temperature gradients, 

which contribute to EM and TM. Thus, homogenization of current density distribution is the 

key to reduce atomic migration. In the following, a few cases will be shown and techniques 

of current crowding reduction will be discussed.  

To illustrate how current crowding in conductors with corners can be reduced, the electric 

current density distributions in three cornered copper conductors have been modelled. The 

electrical resistivity of copper is assumed to be 1.6x10-8 Ω*m, the total current load is 2A, 

and the cross-section’s dimensions are 200µm x 200µm for all the models. The results are 

shown in Fig. 5.5. The maximum current density for the three models are 1.79 x 104 A/cm2 

(90° angle), 9.86 x 103 A/cm2 (45° angle), and 6.95 x 103 A/cm2 (round) respectively. This 

case shows how important the conductor geometry to current distribution.  
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Figure 5.5 Current density distributions of corners with different angles. (Units: A/m2)  

 

A similar example is about the distribution of current density in tungsten vias. These vias are 

widely used in semiconductor manufacturing are part of IC circuit. Due to the limited 

ampacity of each individual via, an array of tungsten vias are usually used. As shown in 

Fig. 5.6, by redistributing the vias, maximum current density can be reduced significantly. 

These two examples show that if possible, conductors have round corners can greatly 

minimize the EM intensity.  

 

 

Figure 5.6 current crowding can be reduced by rearranging tungsten via array. 
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5.3.3 Mitigate Current Crowding in Solder Joint 

Solder alloy has lower current carrying capacity than Al/Cu because it’s more susceptible to 

EM due to its low melting point and the lattice diffusion being  dominant over grain diffusion 

and surface diffusion. Higher atom mobility is expected when lattice diffusion is strong [10]. 

In designing a solder interconnect, solder joint cross section must be large enough so that EM 

does not cause significant damage. In the situation where solder joint dimensions are 

restricted, there is the risk that current crowding cause local current density to rise above the 

threshold for EM even if the average current density is below the threshold.  

A solder joint model is shown in Fig. 5.7 and in Fig. 5.8 current crowding can be seen to 

occur at solder joint corners of this model (cycled area). By reducing current density at these 

current crowding locations, the reliability of solder joints can be improved. Under pure 

electric loading, the lifetime of solder joint is inversely proportion to the square of current 

density based on the Black’s model Eq. (2.10). 

 

 
Figure 5.7 the structure of a typical solder joint 
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Figure 5.8 the cross section view of the current distribution of a typical solder joint. The 

cycled area is the current crowding site. 

 

One of the solutions to resolve the current crowding problem is to divide the current path so 

that the current enters a solder joint at more than one location. To achieve this, “shunt current” 

can be used. The current shunt design works by dividing current in a few steps. The more 

steps are built in, the more evenly distributed the current will be in solder joints. In Fig. 5.9, 

an ad hoc solder joint structure is used to demonstrate the current shunt concept and in Fig. 

5.10 current density distributions are shown in solder joints that make use of this technique.   

This design technique can be demonstrated through computer simulation. In the following 

discussion, n is defined as the number of steps the current is divided and 1/(2n) is the 

temporal name of the different shunt structures with n steps. In order to make comparison of 

different shunt structures, the total contact area between the structures and the solder bump is 

the same for the 1/2, 1/4, and 1/8 shunt structures. The thickness of the Al/Cu conductors is 
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kept constant and therefore the width of contacting area at each level, Wn, can be calculated 

using Eq. (5.7) from WAl which is the cross section area of the thickest conductor in the 1/2, 

1/4 and 1/8 structures. The solder bump in this study has a diameter of 500 µm.  

ܹ = ௐಲଶ                                        (5.7) 

 

 

 

Figure 5.9 (a) Basic structure without current division, (b) 1/2 shunt structure, (c) 1/4 shunt 

structure and (d) 1/8 shunt structure. 
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Figure 5.10 top view of the current density distribution in solder joints (Unit: A/m2). 

 

The properties of copper and aluminium are listed in Table 5.2 and a current of 1.8 A is 

applied to the solder joints. The current density distributions the solder interconnects are 

shown in Fig. 5.10. The maximum current density of the solder bumps is 8.27 x 102 A/cm2, 

3.54 x 102 A/cm2, 3.5 x 102 A/cm2, and 3.2 x 102 A/cm2 respectively. This means that the 

maximum current density can be reduced by 57.3% if the 1/8 structure is adopted in the 

design, and this may prolong the solder joint lifetime time by about five times according to 

the Black’s model. The reduction in the maximum current density is the results of more even 

current density distribution as shown in Fig. 5.11. These results show that the current shunt 

design has great potential in reducing current crowding and enhancing solder joint EM 

resistance.  
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Figure 5.11 the top view of the current density (A/m2) distributions in solder bump 

 

5.4 EM-Aware Design Rule and Standard Processing  

 Modern IC design and manufacturing relies heavily on Electronic design automation (EDA) 

[201] techniques that are implemented using various software tools. The use of EDA can 

shorten the product development cycle and improve product performance. A typical IC 

design using EDA techniques is shown in Fig. 5.12 [202] . However,  EM as a serious threat 

in future IC design has not been seriously considered and treated in IC EDA.  
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Figure 5.12 The flow chart of modern IC design [202]. 

 

In this section, an EM-aware IC design process will be introduced and suggested to be added 

in the modern EDA process. Generally speaking, any designing effort to resist EM should be 

made at the physical design stage of EDA because all circuit components and interconnecting 

structures are placed and mapped at physical design stage as Fig. 5.12 shows. The proposed 

EM-aware designing process is added between the step “placement” which means software 

assigns exact locations for various circuit components within the chip’s core area and the step 

“signal routing” which means software add wires or interconnecting structures needed to 

properly connect the placed components while obeying all IC designing rules as Fig. 5.13.      
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Figure 5.13 The flow chart of proposed EM-aware design process. 

 

As  Fig. 5.13 shows, the proposed EM-aware design process includes three main modules: 

the current-driven routing module, the EM-robust verification module and the EM-robust 

optimization module. The current-driven routing applying EM-aware strategies to route the 

power supply conductors of IC circuits. The EM-robust verification module is to determine if  

the intensity of EM  exceeds the maximum EM tolerance of the conductors under  predefined 

working environmental conditions (i.e. the working temperature) of the chip. EM-robust 

optimization module is a process of combined EM optimization implementation that 

optimizes the relevant designing structures which have been identified as EM “violating areas” 

in  the EM-robust verification process. In the following, the detailed working process and 

mechanism of three modules will be introduced individually.  

 

 5.4.1 Current-Driven Routing Module 

An schematic diagram of the suggested current-driven routing module is shown in Fig. 5.14. 

The routing module is divided into three individual steps: (1) topology planning and pin 

connection check. (2) calculating the required wire width and vias size and (3) the final 

routing using  the calculated wire and vias dimensions.  
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Figure 5.14 The schematic diagram of the suggested current-driven routing stage. 

 

It is worth noting that a reference working temperature need to be estimated to calculate the 

widths/heights of wires and the  number of vias of via arrays (Eqs. (5.4)-(5.6)) before running 

the current-driven routing module. In addition, the maximum  current densities that are 

allowed also need to be calculated in advance according to the planned wire length and Blech 

products (Eq. (2.15)).   

At the beginning of the current-driven routing module, the net topology need to be 

determined by calculating an optimized routing tree based on Kirchhoff’s current law [203]. 

For example, the Fig. 5.15 shows two cases of different net topology with the same four 

terminals but the intensity and direction of current flow are different for two cases as shown 

in Fig. 5.15.  
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Figure 5.15 The different current flow patterns within different net topologies [204]. 

 

After the net topology is defined, the obtained net segment currents will be used to calculate 

the minimum wire width/height and via arrays by using Eqs. (5.4)-(5.6).  Since maximum 

tolerant current densities have already been taken into account during this planning phase, the 

detailed final routing with calculated layout size of wires and vias could then be calculated 

and sent to next module.  

 

5.4.2 EM-robust Verification Module 

The task of EM-robust verification module is designed to validate that the intensity of EM 

within the designed structure will remain at an acceptable level and the life time of the 

designing structure can meet the designed requirements under predefined working 

environment. 

With the well planned wires and vias routing by current-driven routing module, various 

analysis methods (i.e. finite element method) can be used to find out the most EM-

endangered areas of the interconnecting structures. The suggested analysis of EM-robust 

verification should include the current density verification, thermal and TM analysis, 

mechanical stress and SM analysis and voids growth and MTTF simulation as shown in Fig. 

5.16. In the current density verification stage the current density distribution is calculated  

and the life time of relevant structures is obtained. If the life time of the structures cannot 
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meet the requirement, those structures will be marked as “violating”  and the structure will be 

optimized by EM-robust optimization module. Similar mechanisms are applied to thermal 

and TM analysis, stress and SM analysis  and MTTF simulation. The life time of  structures 

that are being designed will be calculated and evaluated using TM model and SM model 

respectively, the areas with high temperature gradient and hydrostatic stress gradient will be 

marked as “violating” structures and will be improved by the EM-robust optimization module.  

 

Figure 5.16 The schematic diagram of the suggested EM-Robust verification module. 

 

It is worth noting that the type of EM analysis can be chosen case by case to meet the time 

requirements. For some simple cases (i.e. the designing IC is supposed to work at a low 

temperature environment),  only current density verification analysis could be enough as the 

TM will not be a problem. Also the atomic/vacancy divergence model can be used as an 

analysis method in this module. 
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5.4.3 EM-robust Optimization Module 

The major goals of the EM-robust optimization module are to adjust layout segments of 

“violating” structures and homogenize the current density, temperature and hydrostatic stress 

distribution. The module can be divided into three parts as shown in Fig. 5.17. In this module, 

designing factors introduced in section 5.2 and 5.3 can be used to improve the EM resistance 

of “violating” interconnecting structures. During the wires & via-array sizing, the size of 

wires and number of via-array will be optimized without affecting neighbouring 

interconnecting structures. If the space of “violating” areas is limited, the supporting 

structures will be calculated and evaluated to add into the exist structures to mitigate the EM. 

The final optimized layout will be generated by the layout decompaction and be sent back to 

current-driven routing module to evaluate the EM robust of designing structures.  

 

 

Figure 5.17 The schematic diagram of the suggested EM-Robust optimization module 

 

An example of EM-roubust optimized structure is depicted in Fig. 5.18. The “violating” areas 

are marked by EM-robust verification module and after calculating by EM-robust 

optimization module, the width of wires is increased without affecting neighbouring 

interconnecting structures and two polygons supporting structures are added to rectangle 
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corners to homogenize the current density. The final layout of structure then will be sent back 

to the current-driven routing module to recalculate. 

 

Figure 5.18 (a) net with “violating” area (pink area representing “violating” area is with high 
current density) compared to (b) optimization net (green areas are optimized by wire & via-

array sizing part, red areas are optimized by the addition of a support structure part). 

     

In addition, conductor design techniques  such as slotted wires, “overhang” structure and 

“current shunt” structures can also be coded to this module and be used to improve the EM 

resistance. With the increased understanding of the EM, we believe that more and more 

optimizing methods will be proposed to mitigate  EM threat in near future. 

 

5.5 Conclusion 

In this chapter, the factors that affect EM have been discussed.  EM risk mitigation methods 

that are based on the analysis of these factors have been discussed. Since one of the key 

factors in the EM process is the current density, a new solder joint interconnect structure has 

been proposed and its effect in  reducing the maximum current density and EM intensity has 

been demonstrated and verified using Finite Element method. A suggested EM-aware 

designing rule has been proposed and it can be coded into EDA software to avoid EM failures 

of microelectronics devices. The mechanism and standard process of the suggested EM-

aware designing rule have been introduced and discussed. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 
 

6.1 Conclusion 

EM is phenomenon that poses a great threat to electronics devices reliability. As 

semiconductor product becomes ever more miniaturised and powerful, it will become a bottle 

neck in electronics design because of the possible EM damage caused by high current density. 

This research work has used numerical simulation to help understand EM and to help 

electronics design engineers to create designs that are not susceptible to EM damage. The 

work has been focused on the numerical modelling techniques of EM, the EM process in thin 

solder films, and an interconnect design that reduces current crowding.  

In this work, we reviewed and discussed various EM models from simple ones to 

complicated ones in chronological order. A new multi-physics model was also proposed and 

developed which includes all effects of EM as far as we know. That is finally to be able to 

predict the atomic/vacancy distribution, voids growth and therefore to be able to predict the 

MTTF of microelectronic structure. This new numerical model could be very useful to 

understand and study mass migration for researchers and to provide a tool for 

microelectronics designing in the issue of EM.  

A very thin (600nm) Pb-free solder film has been manufactured for investigating the pure 

electrical effect of EM behaviour in the  solder. The experiment was designed in such a way 

that temperature gradient and stress can be ignored. The film is very thin and therefore the 

out of plane stress is negligible. By using ANSYS and PHYSICA, this experiment design 

was proved a success also with regards to the temperature gradient effect on EM.  A 

transparent glass substrate was used  the solder film and in this novel way, voids can be 

observed on both sides and the voids evolution process had been checked and recorded by 

using SEM, AFM and electrical resistance measurement regularly. Under a high current 

density stressing 6×104 A/cm2, voids appear at around 983 hours and  the experiment was 

stopped when the electrical resistance increased by 10% to avoid the specimen being burnt 

and evidence of EM destroyed.  The first voids appeared at the highest current density area 

and new voids basically appeared at the new maximum current density area. Some voids 

formed at the middle of the specimen and it can be explained by the existence of defects.  A 

full current density analysis was used to explain the void growth history. It was found that the 

appearance of the initial voids quite match what is expected but the  voids evolution at a later 
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stage does not match simulation result. Other methods have been tried to address issue. For 

example,  instead of using a critical current density as the void formation criteria, critical 

current density gradient has been used but  no conclusive results have been obtained. Further 

work is needed.    

A new multi-physics simulation method has been proposed  implemented in PHYSICA. This  

EM simulation method  couples the thermal, stress (both external stress and back stress), self-

diffusion effects and  voids growth. It is the first model with the ability to simulate the back 

stress effect to our best knowledge.  We used an analytical solution (electrical only effect) as 

the standard to compare the results of our model. We can conclude the every individual part 

works well but the model is sensitive to the material properties such as the activation energy.   

A via interconnecting structure is modelled to demonstrate the numerical methods we used 

and the results highly consistent with realistic cases.   

An atomic/vacancy divergence method has also been used in this work. This method  avoids 

the complexity of detailed EM analysis methods and can be used  to analyse the intensity of 

individual factors that contribute to  EM damage. This method is very useful for EM-aware 

microelectronics designer and can be used to estimate the MTTF of conductors that are 

susceptible to EM failures.  

The factors that affect EM have been reviewed in the context of EM-aware design.  EM risk 

mitigation methods and design rules that are based on the analysis of these factors have been 

discussed. Since one of the key factor in EM process is the current density, a new solder joint 

interconnect structure has been proposed and its effect in  reducing the maximum current 

density and EM intensity has been demonstrated and verified using Finite Element method.  

 

6.2 Future Work 

Further  work is required to study and characterize the EM behaviour and especially the EM 

behaviour of Pb-free soldering materials which has replaced the traditional SnPb solder 

material in most industrial sectors. One of the most important areas of work is to investigate 

the methodology of parameters measurement because an accurate EM modelling is extremely 

sensitive to the parameters used.  

The numerical methods that have been developed in this work can provide lots of information 

for electronics designers and manufacturers for EM resistance designs, but it is a 
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phenomenon that is still not well understood. The current simulation method cannot always 

predict the correct void initiation and evolution yet. The mathematical model needs to be 

developed further in order to capture more physical processes in current carrying conductors. 

For example, at the moment, microstructure changes in conductors are not factored in.  

Even in its current form, the numerical method can be improved further. For example, in the 

voids evolution simulation, by using an iterative method the properties of a conductor can 

change gradually as vacancy concentration increases.    
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